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Abstract 
 

Arithmetic and Logic Unit (ALU) is a critical component of any CPU. In ALU, adders play a 

major role not only in addition but also in performing many other basic arithmetic operations like 

subtraction, multiplication, etc. Thus realizing an efficient adder is required for better 

performance of an ALU and therefore the processor. Research started in late 1950s on designing 

efficient adder algorithms and their hardware implementation. Many designs based on serial and 

parallel structures have been proposed to optimize different parameters from time to time.  

 

The first contribution of this thesis is the development of an efficient adder architecture that 

addresses the problems for higher bit operand lengths like fan-out, wiring complexity, etc.  

 

Another important element in an ALU after adder is a multiplier. In multipliers, for reducing 

partial products and computing final result, multi-operand adders and fast adders are required. A 

special structure known as counters/compressors are typically used for designing multi-operand 

adders. Counters are multi-input, multi-output combinational logic circuits, which determine the 

number of logic 1’s in their input vectors, and generate a binary coded output vector that 

corresponds to this number. Large parallel counters like (15, 4), (32, 5), etc. can be constructed 

using this small counter and similar approach can be adopted in the case of compressors.  The 

second contribution of the thesis is development of efficient counters and compressors for better 

performance of multiplier.  

 

Apart from adders and multipliers in arithmetic units, elements like, incrementer/decrementer 

(INC/DEC) also play a major role in an ALU and also in address generation unit.  A loop 

algorithm, for example, often needs a increment/decrement.  These operations can be realized 

using adders but with a cost in terms of power and area. Therefore, standalone designs or unified 

designs for INC/DEC are required for low power applications. The third contribution of this 

thesis is the design of a multi-functional INC/DEC/2's complement/Priority encoder circuit. A 

design for binary INC/DECs is presented that is efficient in terms of speed without 

compromising on power. 
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The need to have hardware support for decimal arithmetic is increasing in recent years because 

of the growth in decimal data processing in commercial, financial and internet-based 

applications. To facilitate binary computations on the same hardware, a reconfigurable approach 

needs to be adopted. The fourth contribution of this thesis is the design of a new architecture for 

efficient Binary Coded Decimal (BCD) addition/subtraction that can be configured to perform 

binary addition/subtraction also. The architecture has been designed keeping in view the signed 

magnitude format where the adder logic itself detects the larger operand and carries out 

corresponding operations.   

 

Finally, novel versions of two widely used arithmetic blocks i.e., multiplier and floating point 

adder, are designed. Efficient and proven basic functional units described above are used to 

implement these blocks. Simulations of these blocks have been carried out and comparisons 

made with existing designs that clearly demonstrate the efficiency of proposed units. Finally, a 

segment of a core of a processor is designed with incorporating all the above elements resulting 

in an efficient architecture.  
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1.1 Motivation 

In a microprocessor or a digital signal processor (DSP), data path plays a prominent role since 

performance metrics like the die-area, speed of operation, power dissipation etc., depend directly 

on the efficiency of data-path.  As is known, core of the data path involves complex 

computations like addition, subtraction, multiplication and division, etc. Thus, realizing efficient 

hardware units for these computations, which directly affect the performance of data path, is of 

prime importance. 

The most executed operation in the data path is addition, which requires a binary adder that 

adds two given numbers. Adders also play a vital role in more complex computations like 

multiplication, division and decimal operations. Hence, an efficient implementation of binary 

adder is crucial to an efficient data path. Relatively significant work has been done in proposing 

and realizing efficient adder circuits for binary addition as described in the next chapter. 

However, as the technology is scaling down new design issues like fan-out and wiring 

complexity are appearing in the front-line. These issues are addressed to some extent by new 

adder architectures known as sparse adders. As operand size increases, sparse adders also suffer 

from above design issues that are becoming vital as they have direct impact on the performance 

of an adder. Thus, there is an urgent need to develop alternative sparse adder architectures which 

can address these design issues.  

 The next most important block in data-path after adder is the multiplier, which  is also 

very crucial in ASICs and DSPs. High speed multipliers reported in literature use parallel 

 
 



1.2 Objectives of the thesis  

multiplier architectures that employ counters/compressors along with adders as basic building 

blocks. Counters are multi-input, multi-output combinational logic circuits that determine the 

number of logic  ‘1s’  in their input vectors and generate a binary coded output vector that 

corresponds to this number. A counter differs from a compressor in that compressors have carry 

inputs and carry outputs in addition to the “normal” inputs and outputs which counters do not 

have. As these blocks lie directly within the critical path of a given design, thus dictating the 

overall circuit performance, there is an urgent need to design and validate new high speed/low 

power counters and compressors  

 Further, some of the recursive arithmetic operations that appear in processors/controllers 

other than addition and multiplication are increment and decrement operations. The increment 

and decrement operations count up or down by one step which can be performed by 

incrementer/decrementer (INC/DEC) block. This block also finds its application in address 

generation unit in processors and frequency dividers. The architectures of binary INC/DEC block 

are mainly based on adder/subtractor, counter or carry look-ahead adder.   

Finally, despite the widespread use of binary arithmetic, decimal computation remains 

essential for many applications. Not only is it required whenever numbers are presented for 

human inspection, but is also often a necessity when fractions are involved. Decimal fractions 

are pervasive in human endeavors, yet most cannot be represented by binary fractions. Still, the 

major consideration while implementing Binary Coded Decimal (BCD) arithmetic will be to 

enhance its speed as much as possible while facilitating even binary applications on the same 

hardware. There are different architectures that support BCD as well as binary operations on the 

same hardware. However, when signed computations are required, the existing architectures, use 

10’s or 9’s complement to implement subtraction in BCD. This introduces extra latency in the 

conversion process, which requires an architecture that can reduce/eliminate the correction 

latency in BCD adders. 

1.2 Objectives of the thesis 

With the above modifications, the following objectives are proposed to be addressed in 

this thesis 

• Efficient realization of higher operand bit adders (for 32-bit and above).  

• Realization of efficient counters/compressors for high speed parallel multiplication. 

• Design of high performance stand-alone blocks like incrementer, decrementer etc.  

2 
 



1.3 Organization of the thesis  

• Implementation a unified Binary/BCD adder with improved performance. 

• Demonstration of efficient arithmetic section of an ALU using the proposed basic units 

1.3 Organization of the thesis 

As the adder is the basic building block in designing most of the arithmetic circuits, 

chapter 2 discusses in detail various types of adder architectures and their realization in 

hardware.  A high performance sparse adder architecture (for 32-bit and above) is proposed and 

studied in detail. 

Multiplication finds a wide range of usage in signal processing hardware implementations. 

In Chapter 3, a special block known as counter/compressor is used in partial product reduction 

tree in multipliers and analyzed. An efficient counter/compressor block is proposed which makes 

use of signals and their complements available in CMOS implementation. A generalized n-bit 

counter is proposed which can be customized to any operand bit size.  

The branching and interrupt instructions in any microprocessor need the help of special 

hardware blocks. In Chapter 4, dedicated hardware blocks like Incrementer/Decrementer, 2’s 

complementer, priority encoder etc., are analyzed and a multi-functional block is proposed which 

can perform all the above operations using the same hardware.  

The emphasis on error free arithmetic is increasing day by day and decimal arithmetic 

circuits are slowly taking the center stage. In Chapter 5, efficient decimal arithmetic hardware 

implementation that can perform both signed and unsigned arithmetic is proposed. The 

implementation reduces the hardware and thereby propagation delay with the proposed end 

around carry method of subtraction. The same hardware that implements the decimal arithmetic 

can be used for binary arithmetic without any degradation in performance.  

The usage of the above-proposed arithmetic blocks in a multiplier and floating point adder 

is studied in Chapter 6 and a segment of a processor core is designed with the proposed 

arithmetic units in Chapter 7. Finally, the scope for further work is suggested in Chapter 8.  
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2.1 Introduction 

 Arithmetic and Logic Unit (ALU) is a critical element in any CPU. In ALU, adders play a 

major role not only for addition but also in performing many other basic arithmetic operations 

like subtraction, multiplication, increment / decrement etc. Thus, realizing an efficient adder is 

required for better performance of a processor in general and ALU in particular [1-6]. Research 

into design of efficient adder algorithms for hardware implementation of Very Large Scale 

Integrated (VLSI) arithmetic circuits started in late 1950s. Many designs based on serial and 

parallel structures have been proposed to optimize different parameters from time to time [5]. 

 Binary addition consists of four possible elementary operations, which are 

                                                           0 + 0 = 0 
                                                           0 + 1 = 1  
                                                           1 + 0 = 1 
                                                           1 + 1 = 10 
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The first three operations produce only a ‘Sum’ whose length is one digit, but when both 

augend and addend bits are equal to 1, the binary sum consists of two digits. The higher 

significant bit of this result is called a ‘Carry’.  A combinational circuit that performs the 

addition of two bits is called a half-adder while the one that performs the addition of three bits is 

known as a full-adder [5]. 

2.2 Review of Existing Adder Designs 

Adders can be broadly classified into following four classes [5]: 

• Ripple Carry Adder (RCA) 

• Carry Select  Adder (CSA)  

• Carry Look-Ahead Adder (CLA) 

• Parallel Prefix- based Adder (PPA) 

2.2.1 Ripple Carry Adder 

A full adder (FA) is a combinational circuit that takes two operand bits and a carry bit, say 

A,B and Ci respectively, as inputs and gives Sum (S) and Carry bit (Co) as outputs. This output 

Carry bit Co will serve as input Carry bit for the successive full adder. The combinational circuit 

follows the Boolean equations 2.1 and 2.2 mentioned below to implement a full adder and the 

gate level implementation of the same is shown in Fig 2.1. A simple implementation of higher 

operand adder for two operands A and B is carried out by cascading  n  of these basic full adder 

units and is known as a  ripple carry adder.  

A simple 4-bit ripple carry adder is shown in Fig 2.2. The design of this adder is simple 

and implementation is easy, but it suffers from  serious delay issues. This is because the next 

stage full adder needs to wait for Carry bit from the  previous stage FA. By inspecting the FA 

shown in Fig  2.1 it can be observed that the gate delay from Cin to Co is 2 gates. Therefore, each 

full adder contributes to a 2-gate delay in the process of rippling the carry [1-6]. 
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     𝐶𝐶𝑜𝑜 = (𝐴𝐴. 𝐵𝐵) + �𝐶𝐶𝑖𝑖  . (𝐴𝐴⨁𝐵𝐵)� = (𝐴𝐴. 𝐵𝐵) + (𝐵𝐵. 𝐶𝐶𝑖𝑖) + (𝐶𝐶𝑖𝑖 . 𝐴𝐴)                                          (2.1) 

                               𝑆𝑆 = (𝐴𝐴⨁𝐵𝐵)⨁𝐶𝐶𝑖𝑖                                                                                 (2.2)                                                                               

                                   

                    Figure 2.1 One - Bit Full Adder 
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                        Figure 2.2 Four-Bit Ripple Carry Adder 

2.2.2 Carry Select Adder (CSA) 

Ripple carry adder waits for the input carry (Ci) and then computes the ‘Sum’ and the 

Carry out (Co) thus increasing its delay. In order to reduce the delay, carry select adder is 

introduced, which pre-computes the ‘Sum’ and ‘Co’ for the two possible cases i.e. Ci = 0  and  

Ci = 1. The calculated Sum is given to a multiplexer, which chooses the correct output depending 

upon the Ci coming from the previous stage. This pre-computation of Sum reduces the delay of 

rippling of Carry which is limited to only one multiplexer for each stage. Figure 2.3 below gives 

the gate level diagram of a 16- bit carry select adder. In this, each 4- bit adder is a bit ripple carry 

adder. Carry select adder uses more hardware even though it gives less delay compared to ripple 

carry adder. Thus, there is a tradeoff between area, power and delay  between different adders[1-

6].  
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Figure 2.3  16-bit Carry Select Adder 

2.2.3 Carry Look-Ahead Adder 

Various techniques have been proposed from time to time to decrease  the overall delay in 

parallel addition [5]. One such technique is to derive the ‘Sum’ and ‘Carry’ outputs by using 

intermediate terms defined as ‘Generate (G)’ and ‘Propagate (P)’ terms [5-6]. Generate term 

produces a carry-out independent of the carry-in, i.e. no matter what the carry-in is, the carry-out 

is always ‘1’, when both of its inputs A and B are ‘1’ thus G = A.B.  The Propagate term 

transfers the input Carry as output Carry when only one of the inputs is high and hence 

Propagate term is defined as   P = A⨁B. Thus we have 

                                            𝐺𝐺(𝐴𝐴, 𝐵𝐵) = 𝐴𝐴. 𝐵𝐵                                                    (2.3) 

                                          𝑃𝑃(𝐴𝐴, 𝐵𝐵) = 𝐴𝐴⨁𝐵𝐵                                                    (2.4)          

Table 2.1 and the example shown below  illustrate the concept of Propagate and Generate 

more clearly. In the Propagate case the ‘Carry-out’ depends on the ‘Carry-in’, i.e. when ‘Carry-

in’ is 0 ‘Carry-out’ is 0 and when ‘Carry-in’ is 1 ‘Carry-out’ is 1 and in the case of Generate, no 

matter what the  ‘Carry-in’ is ‘Carry-out’ is always 1. 
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Table 2.1 Truth Table of a Full Adder 
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The output ‘Sum’ and ‘Carry’ of the full adder in terms of P and G, can be observed form 

Table 2.1 to be,  

                                                       𝑆𝑆𝑖𝑖 = 𝑃𝑃𝑖𝑖⨁𝐶𝐶𝑖𝑖                                                       (2.5)  

                                                      𝐶𝐶𝑖𝑖+1 = 𝐺𝐺𝑖𝑖 + (𝑃𝑃𝑖𝑖 . 𝐶𝐶𝑖𝑖)                                           (2.6) 
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Figure 2.4 One-bit Full Adder with Carry Propagate and Generate 

Figure 2.4 above illustrates the implementation of above equations (2.5) and (2.6) which is 

essentially same as Fig 2.1 but derived from Table 2.1. This logic is also called carry look-ahead 

logic. For each bit in a binary sequence to be added, the carry look-ahead logic will determine 

whether that bit pair will generate or propagate a Carry. This allows the circuit to "pre-process" 

two numbers being added to determine the carry ahead of time. Thus, when the actual addition is 

performed, there is no delay from waiting for the ripple carry effect (time it takes for the carry 

from the first full adder to be passed on to the last Full Adder) [5-6].  
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Figure 2.5 Ripple Carry Adder with Carry Propagate and Generate 
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The carry look-ahead type implementation of a ripple carry adder is shown in Fig 2.5. It 

can be seen from this figure that the carry propagation stage determines the critical path that 

determines the delay. To increase the speed of an adder, this stage has to be redesigned for fast 

carry propagation.    

Keeping this in mind, Weinberger and Smith proposed a method for  fast carry generation  

which states that the carry need not depend explicitly on the previous carry, but can be expressed 

as a function of only the relevant addend and augend digits and some lower order carry [7].  

p3g3p2g2p1g1p0g0
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co
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AD LOGIC

PG 
BLOCK

 
Figure 2.6 4-bit Weinberger-Smith CLA 

The carry generation is done by first calculating Propagate ( 𝑝𝑝𝑖𝑖) and Generate ( 𝑔𝑔𝑖𝑖) terms. 

                𝑔𝑔𝑖𝑖 = 𝐴𝐴𝑖𝑖𝐵𝐵𝑖𝑖     (2.7) 
𝑝𝑝𝑖𝑖 = 𝐴𝐴𝑖𝑖 ⊕  𝐵𝐵𝑖𝑖     (2.8) 

After the parallel generation of Propagate and Generate terms, the carries can be generated 

using the equations below. In the following a  4-bit adder is considered as an example: 

𝐶𝐶1  =  𝑔𝑔0 + 𝑝𝑝0𝐶𝐶0      (2.9) 
𝐶𝐶2  =  𝑔𝑔1 + 𝑝𝑝1𝑔𝑔0 + 𝑝𝑝1𝑝𝑝0𝐶𝐶0   (2.10) 
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𝐶𝐶3  =  𝑔𝑔2  + 𝑝𝑝2𝑔𝑔1 + 𝑝𝑝2𝑝𝑝1𝑔𝑔0 + 𝑝𝑝2𝑝𝑝1𝑝𝑝0𝐶𝐶0                    (2.11) 
𝐶𝐶4 =  𝑔𝑔3  +  𝑝𝑝3𝑔𝑔2 + 𝑝𝑝3𝑝𝑝2𝑔𝑔1 + 𝑝𝑝3𝑝𝑝2𝑝𝑝1𝑔𝑔0 + 𝑝𝑝3𝑝𝑝2𝑝𝑝1𝑝𝑝0𝐶𝐶0   (2.12) 

After the carries are generated, the sum is calculated using the equation 

𝑆𝑆𝑖𝑖 = 𝐴𝐴𝑖𝑖 ⊕  𝐵𝐵𝑖𝑖 ⊕ 𝐶𝐶𝑖𝑖          (2.13) 

A typical 4-bit CLA implementing the above equations is shown in Fig 2.6. For wide 

adders where N > 16 (N is the input operand size), the delay of the carry look-ahead adders 

becomes dominated by the delay of passing the carry through the look-ahead stages and the 

implementation needs high fan-in gates [1, 5]. To overcome these problems, a new breed of 

networks has been  designed that  pass the carry through the look ahead stage in around log(N) 

stages. These networks are called Tree Networks and the adders that utilize these networks are 

called tree- adders or prefix- adders [5]. There are many ways to build the tree adders which 

offer tradeoffs among parameters like, the number of stages of logic, number of logic gates, the 

maximum fan-out of each gate and the amount of wiring between the stages. 

2.2.4 Prefix Based Adders 

A prefix adder consists of 3 stages i.e, pre-computation stage, prefix network stage and 

post-computation stage as shown in Fig 2.7 [5-11]. 

 

Prefix Network

Pre-Computation Block

Post Computation
 

Figure 2.7 Block level diagram of a prefix adder 

The pre-computation stage computes the carry ‘Propagate’ and carry ‘Generate’ bits for 

each input pair as given below. 

Generate, 𝑔𝑔 =  𝑎𝑎𝑎𝑎        (2.14) 

Propagate, 𝑝𝑝 = 𝑎𝑎 ⊕ 𝑎𝑎             (2.15) 

The prefix network stage computes the final carries from the carry ‘Propagate’ and carry 

‘Generate’ bits. Carry computation can be transformed to a prefix problem [5-9] using the 
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associative operator ‘○’, which associates pairs of ‘Generate’ and ‘Propagate’ bits as given 

below: 

                      (𝑔𝑔, 𝑝𝑝)○(𝑔𝑔′, 𝑝𝑝′) = (𝑔𝑔 + 𝑝𝑝. 𝑔𝑔′, 𝑝𝑝. 𝑝𝑝′)        (2.16) 

where 𝑔𝑔 and 𝑔𝑔′ represent the ‘Generate’ terms and 𝑝𝑝 and 𝑝𝑝′ represent the ‘Propagate’ 

terms. Using the operator ‘○’ consecutive ‘Propagate’ and ‘Generate’ pairs can be grouped to 

generate carry as follows: 

𝐶𝐶𝑖𝑖 = (𝑔𝑔𝑖𝑖 , 𝑝𝑝𝑖𝑖) ○(𝑔𝑔𝑖𝑖−1, 𝑝𝑝𝑖𝑖−1) ○…….(𝑔𝑔1, 𝑝𝑝1) ○(𝑔𝑔0, 𝑝𝑝0)    (2.17) 

Representing the operator ‘○’ as node ●, and signal pairs (𝑔𝑔, 𝑝𝑝) as edges of a graph, 

parallel prefix carry computation can be represented as graphs. One of the prefix networks, 

Kogge-Stone [9] represented as a graph is shown in Fig. 2.8. The white color node in the graph 

represents a feed through node with no logic (generally realized with a buffer in hardware). 
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Figure 2.8 Example of a Kogge –Stone prefix adder     

The final post computation stage computes the final Sum from carry generated in prefix 

network stage. These designs are very efficient in terms of delay and area when compared to 

carry-select and carry look-ahead adders.  

As operand size increases (32-bits and above) these prefix adders suffer from complexity 

in prefix network due to an increase in number of logic cells and wiring [5, 9]. This problem can 

be addressed with a hybrid adder (also called as a sparse adder) which is a combination of prefix 

and carry-select adders [12-17]. These adders consist of two segments, one being carry 

generation block (CGB) that has prefix network and the other the conditional sum computation 

block (SCB) that has carry-select adders shown in Fig 2.9. As seen from the figure in CGB, 

where a Kogge-Stone network structure is used,  all ‘carry’s are not computed as in prefix adders 

(shown in Fig. 2.8) but only a few (in this case C3 and C7) are computed depending on the degree 
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of sparseness where the  degree of sparseness is the number of sums selected conditionally. For 

example, degree of sparseness 4 means that the carry will select four sum bits conditionally as 

shown in Fig 2.9. Hence, all the carries are not required in CGB.  

The SCB in general is implemented by using a carry select adder. As seen from the Fig. 

2.9, appropriate sums in SCB are selected by the ‘carry’s generated in CGB using multiplexers 

(MUX). Carry-select adders are better suited for sparse adders with low sparseness of 2-bit and 

4-bit. Tyagi [18] proposed a reduced area scheme carry-select adder which can be used in a SCB. 

An optimized implementation of a sparse adder with carry-select adder in SCB can be found in 

[12, 17].  
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Figure 2.9 Example of a 8-bit Sparse adder with degree of sparsness as 4  

It is clear that sparse adders have simple carry generation block. But as the operand length 

increases, sparse adders also suffer from high fan-out and lateral wiring complexity in carry 

generation network as in a prefix network. For  instance, when the CGB of a 8-bit Kogge-Stone 

Sparse adder shown in Fig. 2.9 is extended for 64-bit Kogge-Stone Sparse adder, shown in Fig. 

2.10, it can be seen that the wiring complexity (i.e., congestion between wires) to generate carry 

signals is increased. Similarly when a 64-bit Sklansky based prefix network is used in CGB 

shown in Fig. 2.11 it can be noticed from the figure that the fan-out on carry signal ‘C31’ is high 

(signal ‘C31’ is an input to compute the higher bit ‘carry’s). 
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C3C7C11C15C19C23C27C31C35C39C43C47C51C55C59C63  

Figure 2.10 64 bit Kogge-Stone based CGB for a sparse 4 adder 

C3C7C11C15C19C23C27C31C35C39C43C47C51C55C59C63
 

Figure 2.11 64 bit Sklansky based CGB for a sparse 4 adder 

While these drawbacks can be overcome by increasing the degree of sparseness, the SCB 

complexity however will increase. Moreover, the loading on Carry signal will increase further as 

the number of Sum bits in SCB increases. For example in an 8-bit SCB, the Carry signal has to 

drive eight MUXes to select the Sum which consume a large amount of area and power, thus 

limiting the usage of direct higher bit carry-select adder as SCBs. In this work a modified SCB is 

proposed and analyzed to address these problems. 

2.3 Design and Implementation of Efficient Sum Computation Block for 
Higher Bit Sparse Adders 

As discussed in section 2.2.4 earlier, the power, area and fan-out overheads limit the usage 

of carry-select adder in SCB as the degree of sparseness increases. The area overhead can be 

reduced by using prefix structure with late Carry-in concept proposed by Sklansky [4]. This late 
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Carry-in concept or fastest input-carry processing is achieved by adding an extra row of node ● 

at the end of the prefix carry network as shown in Fig 2.12. This addition of extra node  ● 

however increases the overall delay of the adder by one node stage. Any prefix structure can be 

preferred to implement the prefix carry network depending on the design requirement. However, 

the fan-out or loading on the Carry signals from the CGB is still a problem. In this work, the 

structure of prefix network and the late carry-in scheme are analyzed and a new structure is 

developed to address these problems. 

C0C1C2C3C4C5C6C7C8C9C10C11C12C13C14C15

Late Carry 
in

Prefix 
Carry 

Network

 
Figure 2.12 Sklansky parallel prefix adder with late Carry-in 

The proposed approach is to reduce the fan-out or loading on the late carry-in signals it is 

achieved by feeding the late Carry-in signal only for a few ‘carry’s. The remaining ‘carry’s are to 

be computed with these few ‘carry’s to generate all the ‘carry’s required for sum computation. 

The proposed technique is illustrated through an example by taking Han-Carlson prefix structure. 

This prefix structure is chosen because of its uniformity in fan-in and fan-out requirements as 

well as reduced number of nodes when compared to other prefix structures [9-11]. 

A 16-bit traditional Han-Carlson adder with late carry-in is shown in Figs 2.13(a). From 

the figure, it can be seen that the loading on the Cin signal is 16. To reduce this loading, the 

proposed technique is applied to this structure wherein the late carry-in signal (Cin) is fed only to 

odd ‘carry’s i.e., G1:0, G3:0, etc… Even ‘carry’s are than computed from the odd ‘carry’s. The 

modified Han-Carlson with late carry-in using the proposed  technique is shown in Fig. 2.13 (b). 

It can be observed that a 16-bit modified adder has a fan-out requirement of only 9 compared to 

the traditional late carry-in prefix structure that has a fan-out of 16. Thus, the proposed technique 

results in the reduction of fan-out on the late carry-in signal. 
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    (a)                                                                  (b) 

Figure 2.13 (a) 16-Bit Han-Carlson Adder with late Carry-in. (b) Modified 16-Bit Han-Carlson 
Adder with late Carry-in. 

The gate-level realization  of the nodes  of the above structures  is shown in Fig 2.14.  
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Figure 2.14 Gate level implementation of nodes in Fig. 2.13. 

The main limitation of the proposed technique is the uneven arrival of even and odd Sums. 

For example, as seen from the Fig. 2.15, Sum S2 will be computed when the Generate term G’1:0 

arrives. Further, Sum S3 has to wait for generate term G’2:0 which depends on G’1:0. This not only 

results in extra delay but also leads to different arrival times of the digits of final Sum. This 

issues is addressed in this work as described below. 

 

From Fig. 2.15, the equation to compute the Sum digits  S2 and S3 are as follows: 

S2  =  G′1:0 ⨁ G1            (2.18) 

 S3 =  G′2:0 ⨁ G2        (2.19) 

The generate signal G’2:0 equation given in terms of G’1:0 is as follows 

G′2:0  =  G2  +  G′1:0 P2       (2.20) 

From equations 2.19  and 2.20, S3 can be rewrite as 

S3  = (G2 + G′1:0P2) ⨁ P3 =  (G2⨁ P3) (G′1:0)’ + ((G2 + P2) ⨁ P3)G′1:0   (2.21) 
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Equation 2.21 can be realized as shown in Fig. 2.16. Thus, the structure shown in Fig  2.13  

can be further modified using this block as shown in Fig. 2.17. It can be seen that the overall 

delay is reduced as well as the varied arrival times of different Sum digits is addressed. This 

technique can also be adopted for the design of higher bit sparse tree adders [19-21] as explained 

below. 

Cin

G1:0

G’1:0

S2

G’2:0

S3  

Figure 2.15 Modified 16-Bit Han-Carlson Adder with late Carry-in illustrating delay problem 

Ci-1/ Gi-1:0Pj:k pi

1 0

Late carry-in

Si  
Figure 2.16 Gate level implementation of Equation 2.21 

18 
 



2.4 Design and Implementation of Higher Bit Sparse Adder  

Cin

 
Figure 2.17  Proposed SCB block with reduced fan-out with reduced delay 

2.4 Design and Implementation of Higher Bit Sparse Adder 

In Section 2.2.4, issues related to the implementations of higher bit sparse adders with 

degree of sparseness more than 4 such as increasing wiring complexity and loading on the carry-

in signal have been explained. To address these problems a SCB has been  proposed in Section 

2.3. In this section, a 64-bit sparse adder is designed and implemented with a varying degree of 

sparseness of  8, 16 and 32–bit in order to verify the advantages of the proposed SCB structure 

stated earlier.  

The CGB of 64-bit sparse adder with different degrees of sparseness mentioned above is 

shown in Fig 2.18 (a, b, c) [19-20]. From the figure, it can be observed that the CGB complexity 

has decreased as the degree of sparseness increases.  

After the generation of ‘carry’s in CGB, the ‘sum’s are computed by using the SCB 

proposed in the previous section. The 16-bit SCB structure explained earlier can be used for a 

degree of sparseness 16. The same structure can also be extended for different bits to address 

different degrees of sparseness.  

The SCB area can further be reduced by using some of the group ‘Generate’ and 

‘Propagate’ terms that have already been computed in the CGB. If the intermediate Propagate 

and Generate terms generated at the end of the second stage of CGB, that is (G[1:0],P[1:0]) , 
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(G[3:2],P[3:2])..etc., are used for Sum computation in SCB, it will result in power and area 

reduction when compared to the existing sparse implementations. The proposed SCB with 

reduced cells is shown in Fig 2.19(a) and Fig 2.19(b) for 8-bit and 16-bit respectively [19-20]. 

The same can also be extended to 32-bit SCB. 

C7C15C23C31C39C47C55C63

    

C15C31C47

C63

 

(a)                                       (b) 

C31

C63  

(c) 

Figure 2.18 Carry generation for 64-Bit (a) Sparse-8 (b) Sparse-16 and (c) Sparse-32 adders. 
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Intermediate 
propagate and 

generate from carry 
generation network

Carry

      

Intermediate propagate and generate 
from carry generation network

Carry

 

(a)                                                                            (b) 

Figure 2.19 Modified Han-Carlson adder with late Carry-in after reusing the second stage group 
Propagate and Generate terms from Carry generation stage (a) 8-bit (b) 16-bit 

From Fig 2.18 it can be seen that the SCBs have progressively lesser wiring and logic cell 

complexity with increasing sparseness while the corresponding CGBs have increasing 

complexity as seen from Fig 2.19. Thus, it can be generalized that for a sparse tree adder, the 

complexity of SCB is inversely proportional to the complexity of the CGB. Since the sparse 

adders provide the flexibility to control the Carry signal, these adders have application in the 

design of multi-precision adders [22-24].  

2.5 Simulation Results 

All adders have been described in Verilog HDL and simulated using Cadence Incisive 

Unified Simulator (IUS) v6.1 and are mapped on to the Synopsys 90nm generic Technology 

library, using Cadence RTL Compiler v7.1. The derived netlist was then passed to Cadence First 

Encounter XL v7.1 for floor-planning and routing.  

The modified Han-Carlson Sum computation block for 64-bit Sparse-8, -16 and -32 has 

been compared with 64-bit Sparse-8, -16 and -32 Han-Carlson late Carry-in adder and 64-bit 

sparse-4 with conditional Sum adder [19-20]. Table 2.2 presents performance parameters such as 

area, power, delay and power-delay product for all the three designs. Also, Fig. 2.20 provides a 

graphical comparison of these parameters.  
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Table 2.2 Area, power, delay and power-delay product for 64-bit adder with various sparseness 

64-Bit adder 

Sparse-
4 with 
conditi

onal 
sum 

Sparse-
8 with 
Han-

Carlson 
late 

carry-
in 

Sparse-
8 with 

Modifie
d Han-
Carlson 

late 
carry-in 

Sparse-
16 with 
Han-

Carlson 
late 

carry-in 

Sparse-
16 with 

Modified 
Han-

Carlson 
late 

carry-in 

Sparse-
32 with 
Han-

Carlson 
late 

carry-in 

Sparse-
32 with 

Modified 
Han-

Carlson 
late 

carry-in 

Area (um2) 4316 
(100%) 

4739 
(109.8%) 

3998 
(92.63%) 

5257 
(121.80%) 

4383 
(101.55%) 

5652 
(130.95%) 

4911 
(113.79%) 

Power(mW) 0.286 
(100%) 

0.281 
(98.25%) 

0.2471 
(86.36%) 

0.309 
(108.04%) 

0.2627 
(91.60%) 

0.3278 
(114.62%) 

0.293 
(102.45%) 

Delay(ns) 1.101 
(100%) 

0.956 
(86.83%) 

0.969 
(88.01%) 

1.05 
(95.37%) 

1.03 
(93.55) 

0.89 
(80.84%) 

0.89 
(80.84%) 

Power-Delay 
 product (pJ) 

0.3149 
(100%) 

0.2686 
(85.29%) 

0.2394 
(75.87%) 

0.3245 
(103.05%) 

0.2706 
(86.03%) 

0.2917 
(92.63%) 

0.2608 
(83.17%) 

 

 

Figure 2.20 (a) 
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Figure 2.20 (d)  

Figure 2.20  (a) Area (b) Delay  (c) Power  and (d) Power-Delay product analysis of various 64-
bit adders with different degrees of sparsesness  

Table 2.2 and Fig. 2.20 provide a comparison of various design parameters for 64-bit adder 

with different degrees of sparseness. As can be seen, the proposed 64-bit adder with a sparseness 

of 8 involving the  modified Han-Carlson adder performs better than other designs in terms of  

power (a reduction of 14%) and delay (a reduction of 12% ) resulting in a overall  reduction of  

25% in power-delay product. Further, there is also a reduction of 8% in area. But, if delay is the 

only parameter important, then the design with a degree of sparseness 32 with modified Han-

Carlson late Carry-in adder that results in a  20% reduction in delay can be used. 

It can be observed from the above table and figure that the 64-bit adder with a sparseness  

of 16 and 32, while performing better than that with a sparseness of 4, do not perform as well as 

that with a sparseness of 8. Also the adder with sparseness 32 performs better than that with 

sparseness 16. This is because the 64-bit adder with a sparseness of 8 and 16, using either 

existing compound adder or late Carry- in adder, needs 6 Carry merge stages to compute Carry 

and has a fan-out of 8 and 16 respectively in the critical path. However, the same adder with a 

sparseness of 32 needs 5 carry merge stages to compute carry and has a fan-out of 32 in the 

critical path. Hence, there is an increase in delay for sparse-16 adder when compared to sparse-8 
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or sparse-32. This is also applicable to the sparse adders with modified sum computation block 

[19-20]. 

 

An extended analysis has also been done  for a 128-bit adder using the proposed technique.  

Table 2.3 and Fig 2.21 present data related to area, power, delay and power-delay product for 

sparse-16 and sparse-32 adders with modified Han-Carlson sum computation block.  

Table 2.3 Area, power, delay and power-delay product for 128-bit adder with sparseness of 16 
and 32 

128-Bit adder Sparse-16 with Modified 
Han-Carlson late Carry-in 

Sparse-32 with Modified 
Han-Carlson late Carry-in 

Area(um2) 8775 9846 
Power(mW) 0.5354 0.603 

Delay(ns) 1.367 1.349 
Power-Delay 

Product(pJ) 
0.7319 0.813 

 

 
 Figure 2.21 (a)  
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Figure 2.21 (d)  

Figure 2.21 Extended analysis of 128-bit adder using the proposed technique in terms of 

 (a) Area, (b) Delay (c) Power and Power-Delay Product 

It can be seen from the above table and figure that the 128-bit adder with a sparseness of 

16 performs better than the one with sparseness of 32. 

2.6 Conclusions 

In this chapter, novel designs for higher bit (64 & 128) sparse adders have been proposed. 

The increased complexity of the sum computation block at larger bit lengths has been 

compensated with alternate designs of carry generation block that results in reduced complexity. 

A detailed analysis of the 64 & 128-bit sparse adders with different degree of sparseness 

indicates that they perform better than the designs reported in literature.  
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3.1 Introduction  

Multiplication is a basic arithmetic operation that is crucial in applications like digital 

signal processing which in turn rely on efficient implementation of generic arithmetic and logic 

units (ALU) and floating point units to execute dedicated operations like convolution and 

filtering. In the implementation of multipliers, the main phases include generation of partial 

products, reduction of partial products using CSA (Carry-Save Adder) [1-6] and Carry 

propagation for the computation of the final result as shown in Fig 3.1. The second phase i.e. 

reduction of the partial products contributes most to the overall delay, area and power. 

In order to reduce partial products, multi-operand adders, which are different from 

conventional adders, are required and hence a different design methodology is needed for multi-

operand adders [1-6]. A special structure known as counter/compressor is one strategy that can 

be adopted for multi-operand addition. Wallace and Dadda were the first ones who explained the 

usage of compressors and counters respectively for partial product reduction tree in multipliers 

[25-26]. Later different optimized structures for compressors and counter have been reported in 

literature [27-28].  

Partial product
array (PPA)

Multiplicand (M)
Multiplier (N)

Double precision 
product
(P = M*N)

n

2n

n

 
Figure 3.1 Steps involved in Multiplication 

29 
 



3.2 Compressors and Counters  

3.2 Compressors and Counters 

A (N, 2) compressor is a logic circuit that takes N bits of same significance and generates a 

Sum bit and several Carry bits as the output. Though a compressor gives Sum and Carry, it is 

different from a conventional adder. For example, compressor adds N-bits of same precision 

whereas an adder adds 2 operands of N-bit numbers of different precision. Compressor operation 

can be shown logically as   

( ) )..(*2...... 12121 kkN CoutoutCCarrySumCinCinCinIII ++++=+++++++  
Where I1, I2… and Cin1, Cin2…are inputs for compressor. 

An (M, N) parallel counter is a circuit which provides an N-bit count of the number of the 

M-inputs that are logic ones. A counter differs from a compressor in that compressors have 

‘Carry-inputs’ and ‘Carry-outputs’ in addition to the “normal” inputs and outputs, while counters 

do not have them. An (M, N) bit counter is defined  as  

N
N

M SSSIII *2...*2*2... 1
1

0
0

10 +++=+++  

Figure 3.2 Illustrates the difference between a compressor and a counter. Fig 3.2 (a) and 

(b) explain the compressor and counter operations by taking an example of four same significant 

bits [27-28]. 

(N,2) 
Compressor

Cin1
Cin2

Cink

Cout1
Cout2

Coutk

Sum Carry

I1 I2       ...         IN

.

.

.

.

.

.

.

.

.

1 + 1 + 1 + 1  + ( 0 )               =  0    + 2*(1 + 1)

(M,N) Counter

S0S1

I0  I1                     IM                         
1

1

1

1

1    0   0

IM

S0

SN-1SN . . .

. . .

S1S2  
                                   (a)                                                             (b)  

Figure 3.2 (a) Compressor     (b) Counter 

3.3 Existing Compressor Designs 

3.3.1 3-2 Compressor 

A 3-2 compressor takes 3 inputs X1, X2, X3 and generates 2 outputs, the Sum bit S, and 

the Carry bit C as shown in Fig.3.3(a).  
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The compressor is governed by the basic equation  
 X1 + X2 + X3 = Sum + 2*Carry         (3.1) 

X1 X2 X3

Carry Sum

3 – 2 

       

X1 X2

XOR

XOR MUX

SUM Carry

Cin

 
(a)        (b) 

Figure 3.3 (a) 3-2 Compressor (b) Conventional Implementation of the 3-2 compressor 

   The 3-2 compressor can also be employed as a full adder cell when the third input is 

considered as the ‘Carry-in’ from the previous compressor block.  Existing design shown in Fig 

3.3(b) employs two XOR gates in the critical path [27-28].  

3.3.2 4-2 Compressor 

A 4-2 compressor has 4 inputs X1, X2, X3 and X4 and 2 outputs, Sum and Carry, along 

with a Carry-in (Cin) and a Carry-out (Cout) as shown in Fig 3.4. The input Cin is the output 

from the previous lower significant compressor. The Cout is the output to the compressor in the 

next significant stage. 

X1 X2 X3 X4

CinCout

Carry Sum

4 – 2 

X1 X2 X3 X4

Cin
Cout

SumCarry

FA

FA

 
Figure 3.4 A 4-2 Compressor Block 

 

Similar to the 3-2 compressor, a 4-2 compressor is governed by the basic equation 

 X1+X2+X3+X4+Cin = Sum + 2*(Carry + Cout)     (3.2) 
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3.3 Existing Compressor Designs  

The standard implementation of the 4-2 compressor can be done using 2 full Adder cells as 

shown in Fig 3.4 [1-3, 27,28]. 

X1 X2 X3 X4

Cin

Sum Carry

Cout

XOR XOR

XOR

XOR

MUX

MUX

 
Figure 3.5 A 4-2 compressor implemented with full adders 

When the individual full adders are broken into their constituent XOR blocks, it can be 

observed that the overall delay is equal to 4*∆-XOR gates (where ∆ refers to delay) as shown in 

Fig 3.4. 

The block diagram in Fig 3.5 shows the existing architecture for the implementation of the 

4-2 compressor with a delay of 3*∆-XOR gates [1-3, 27-28]. But in this architecture, the fact that 

both the output and its complement are available at every stage was not taken into account [28]. 

3.3.3 5-2 Compressor 

The 5-2 Compressor block has 5 inputs X1, X2, X3, X4 and X5 and 2 outputs, Sum and 

Carry, along with 2 input Carry bits (Cin1, Cin2) and 2 output Carry bits (Cout1,Cout2) as 

shown in Fig.3.6(a). Input Carry bits are the outputs from the previous lesser significant 

compressor block and the output Carry bits are passed on to the next higher significant 

compressor block. 
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X1 X2 X3 X4

Cin1

Carry Sum

5 – 2 Cin2

Cout1

Cout2

X5

 

FA

FA

FA

     X1       X2      X3      X4   X5

Cout1

Cout2

      Sum    Carry

Cin1

Cin2

 
(a)                                 (b) 

Figure 3.6 (a) A 5-2 compressor block (b) Conventional implementation of a 5-2 compressor 
block 

The basic equation that governs the function of a 5-2 compressor block is given below 

 X1+X2+X3+X4+X5+Cin1+Cin2=Sum+2*(Carry + Cout1 + Cout2)  (3.3) 

Conventional implementation of the compressor block is shown in Fig 3.6(b) where 3 

cascaded full adder cells are used [27-28]. When these full adders are replaced with their 

constituent blocks of XOR gates, then it can be observed that the overall delay is equal to (6*∆-

XOR) for the Sum or Carry output. 

XOR XOR

XOR

XOR

XOR

XOR

X1 X2 X3 X4 X5

Cin1Cout1

MUX

MUX

MUX

Cin2
Cout2

SUM Carry

XOR XOR

XOR XOR

XOR

XOR

MUX

(X1+X2) (X3+X4) (X1X2 + X3X4)

MUX

Cin1Cout1

Cin2
Cout2

SUM Carry
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           (a)                                                                  (b) 
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XOR*

XOR^

X1 X2 X3 Cin2 X4 X5 Cin1

CGEN1

Cout1

Cout2

SUM Carry

XOR*

XOR^

XOR*

MUX

XOR MUX

 
(c) 

Figure 3.7 Existing architectures of a 5-2 compressor  

Many designs of a 5:2 compressor have been proposed where the delay has been reduced 

to 5*∆-XOR gates as shown in Fig 3.7(a) which have further been reduced to 4*∆-XOR gates as 

shown in Fig 3.7 (b) & (c). 

3.4 Design and Implementation of Efficient Compressors 

3.4.1 3-2 Compressor 

In CMOS implementation, the gates like OR and AND require implementation of NOR 

and NAND gates followed by an inverter. Thus, from OR and AND gates, we can obtain NOR 

and NAND outputs without any extra hardware. This technique is used to design a XOR-XNOR 

pair gate which is shown in Fig 3.8  

B

A

B

A

A

A

B

B

A B

xor xnor

XOR-XNOR

xor

xnor

 
Figure 3.8 CMOS Implementation of XOR/XNOR Gate 
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A 3-2 compressor can be implemented by the following expressions.  

 Sum = X1 ⨁ X2 ⨁ X3 (3.4) 

 Carry = (𝑋𝑋1 ⨁ 𝑋𝑋2) ∙ 𝑋𝑋3 + (𝑋𝑋1 ⨁ 𝑋𝑋2)��������������  ∙ 𝑋𝑋1 (3.5) 

A gate-level implementation of these expressions has earlier been shown in Fig 3.3. In the 

existing design, the output of the first XOR gate and X3 are given as inputs to second stage XOR 

gate. This XOR gate can be replaced by a multiplexer which reduces the delay, as multiplexer 

has less delay compared to XOR gate [1-6, 29]. 

In the proposed design shown in Fig.3.9, the fact that both the XOR and XNOR outputs are 

computed, is efficiently used to reduce the delay by replacing the second XOR gate with a MUX. 

This is due to the availability of the select bit i.e. X3 at the MUX block before the inputs arrive. 

Thus, the time taken for the switching ON of the transistors is reduced in the critical path [30].  

X1 X2

MUX

SUM Carry

X3

XOR-XNOR

MUX

 

Figure 3.9 Proposed design of the 3-2 Compressor 

The equations governing the proposed (3, 2) compressor outputs are shown below. 

 Sum = (𝑋𝑋1 ⨁ 𝑋𝑋2) ∙ 𝑋𝑋3���� +  (𝑋𝑋1 ⨁ 𝑋𝑋2)��������������  ∙ 𝑋𝑋3 (3.6) 

 Carry = (𝑋𝑋1 ⨁ 𝑋𝑋2) ∙ 𝑋𝑋3 +  (𝑋𝑋1 ⨁ 𝑋𝑋2)��������������  ∙ 𝑋𝑋1 (3.7) 

3.4.2 4-2 Compressor 

In this design also, the fact that both the output and its complement are available at every 

stage is neglected [28]. Thus replacing some XOR gates with multiplexers results in a significant 

improvement in delay.  
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X1 X2 X3 X4

Cin

Sum Carry

Cout

XOR-XNOR

MUX*

MUX

MUX

MUX

XOR-XNOR

 
Figure 3.10 Proposed 4-2 Compressor Design 

Like in previous case, the MUX block at the SUM output gets the select bit before the 

inputs arrive and thus the transistors are already switched ON by the time the inputs arrive. This 

minimizes the delay to a considerable extent [30] as shown in Fig 3.10. 

The equations governing the outputs are shown below 

 CinXXXXSum ⊕⊕⊕⊕= 4321  (3.8) 

 1)21(3)21( XXXXXXCout •⊕+•⊕=  (3.9) 

 4)4321()4321( XXXXXCinXXXXCarry •⊕⊕⊕+•⊕⊕⊕=  (3.10) 

The MUX* structure in Fig 3.10 is a multiplexer implemented using transmission gate 

logic style shown in Fig. 3.11. This design of the multiplexer is faster and also consumes lesser 

power than the CMOS design but requires buffers to enhance the driving capability. Therefore, 

these types of multiplexers can be used where there are a CMOS transistors at its input and 

output, because CMOS has good driving capability. Thus, transmission gate multiplexers are 

used in the intermediate stage, thereby increasing the performance.  
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A
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Figure 3.11 Transmission Gate Implementation of a multiplexer 

3.4.3 5-2 Compressor 

In the proposed design of the 5-2 compressor the most important change is to efficiently 

use the outputs generated at every stage. This is done by replacing some XOR blocks with MUX 

blocks as shown in Fig 3.12.  

Also the select bits to the multiplexers in the critical path are made available much ahead 

of the inputs so that the critical path delay is minimized. For example, the Cout2 output from the 

previous lesser significant compressor block is utilized as the select bit after a stage it is 

produced so that the MUX block is already switched ON and the output is produced as soon as 

the inputs arrive. Also if the output of the multiplexer is used as select bit for another 

multiplexer, then it can be used efficiently in a similar manner because the negation of select bit 

is also required, as shown in Fig 3.7. Thus an extra stage to compute the negation can be saved. 

Similarly replacing the XOR block in the second stage with a MUX block reduces the delay 

because the select bit x3 is already available and the time taken for the transistor switching to 

take place happens in parallel with the computation of the inputs of the block [30]. 

XOR-XNOR

MUX*

X1 X2 X3 Cin2 X4 X5 Cin1

CGEN1

Cout1

Cout2

SUM Carry

XOR-XNOR

MUX

MUX MUX

MUX*

MUX*

 
Figure 3.12 Proposed design of the 5-2 compressor 
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3.5 Designs of Existing Counters  

As mentioned before, in all the general implementations of the XOR or MUX block, in 

particular CMOS implementation, the output and its complement are generated. But in the 

existing design this advantage is not being utilized fully [27-28]. In the proposed design these 

outputs are utilized efficiently by using multiplexers at particular stages in the circuit. Also 

additional inverter stages are eliminated. This in turn contributes to the reduction of delay, power 

consumption and transistor count (area). 

The equations governing the outputs are shown below: 

 2154321 CinCinXXXXXSum ⊕⊕⊕⊕⊕⊕=  (3.11) 
 213)21(1 XXXXXCout •+•+=  (3.12) 

 4)54(1)54(2 XXXCinXXCout •⊕+•⊕=  (3.13) 

 )321())154()321((

2))154()321((

XXXCinXXXXX

CinCinXXXXXCarry

⊕⊕•⊕⊕⊕⊕⊕

+•⊕⊕⊕⊕⊕=
 (3.14) 

In the carry generation module (CGEN1) shown in Fig.3.12, the above equation (3.12) is 

used to design the CMOS implementation of Cout1 as shown in Fig 3.13. 

X3

X1

X2

X1 X2

X1

X2
X2

X3

Cout1

X1

 
Figure 3.13 Carry Generation Module (CGEN1) 

3.5 Designs of Existing Counters 

A wide variety of parallel counters exist in literature which are been listed in [55-56]. The 

threshold gate counters proposed in [31-32] have been implemented with inverting threshold 

gates but have not been widely used due to difficulty in realizing large threshold gates with 

accurate thresholds. The switching tree counters proposed in [31-32] are implemented using 
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relay switches but the complexity of this approach grows as the square of number of inputs, 

making the realization of large counters prohibitively costly The quasi-digital counters [31-32] 

and residue-threshold based counters are also not widely used as they do not appear to be 

attractive with current technology. 

The most popular and widely used existing counters are successive doubling counters [31-

32] and synthesized counters [31-32]. In successive doubling approach, full adders are used to 

implement the counters. Typically, a (m, n) counter is implemented by using (n-m) full adders 

with a critical path delay of (2m-3) full adders. The synthesized counters are manually optimized 

[31-32] or obtained by computer aided design [31-32]. These counters have a lesser delay but a 

higher hardware complexity than the full adder based counters.  

3.5.1 (3, 2) Counter 

A (3, 2) counter takes 3 inputs X1, X2, X3 and generates 2 outputs, the Sum bit, and the 

Carry bit as shown in Fig 3.14 (a). The (3, 2) counter is governed by the basic equation, 

 X1 + X2 + X3 = Sum + 2*Carry (3.15) 

X1 X2 X3

Carry Sum

3 – 2 

 

X1 X2

XOR

XOR MUX

SUM Carry

Cin

 
(a)   (b) 

Figure 3.14 (a) 3-2 Counter  (b) Conventional Implementation of the 3-2 Counter 

Existing designs as shown in Fig 3.14(b) employs two XOR gates in the critical path.   

3.5.2 (7, 3) Counter 

A (7, 3) counter takes 7 inputs X1-X7 and generates 3 outputs, the Sum bit S, and the 

Carry bits C1 and C2 as shown in Fig.3.15. The outputs of the counter are represented as a 

binary number {C2C1S}. The basic equation of (7, 3) counter is: 

 C2*4C1*2S  X7X6X5X4X3X2X1 ++=++++++  (3.16) 
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X1 X4 X5 X7

S

7 – 3 

X2 X3 X6

C1C2  
Figure 3.15 (7, 3) Counter block diagram. 

The existing implementations of (7, 3) counter are shown in Fig 3.16 [31-32]. The full 

adder based counter circuit shown in Fig 3.16(a) has a delay of (6*∆-XOR gates) while the 

synthesized counter circuit shown in Fig 3.16(b) has a delay of approximately (4*∆-XOR gates) 

[31-32].  
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Figure 3.16 Existing (7, 3) Counter designs (a) adder based counter (b) synthesized counter 

3.5.3 (15, 4) Counter 

The (15, 4) counter takes 15 inputs (X0-X14) and generates 4 outputs S0, S1, S2 and C0 

with weights of one, two, four and eight respectively. Thus, the output of the counter is 

represented as {S0S1S2C0}. The existing design of (15, 4) counter is shown in Fig 3.17 [31-32] 

with a critical path delay of (5*∆-Full Adders) or (10*∆-XOR gates).  
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Figure 3.17 Exiting design for (15,4) counter. 

3.5.4 (31, 5) Counter 

Similarly, the (31, 5) counter has 31 inputs (X0-X30) and Generates 5 outputs S0, S1, S2, 

S3 and C0 with weights of one, two, four, eight and sixteen respectively. Thus, the output is 

represented as {S0S1S2S3C0}. The existing design for a (31, 5) counter can be found in [31-32] 

which has a critical path delay of (7*∆-Full Adders) . 

3.6 Design and Implementation of Efficient Parallel Counters 

3.6.1  (3, 2) Counter 

In the proposed design as shown in Fig 3.18, the fact that both XOR and XNOR outputs 

values are computed is efficiently used to reduce delay by replacing the second XOR with a 

MUX as explained in the previous section. Also in the implementation of the second multiplexer 

which generates Carry, select bit and its complement are generated in the XOR-XNOR block in 

the previous stage, thus eliminating the need for additional inverters, thereby reducing the delay, 

area and power [30, 33]. 
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Figure 3.18 Proposed Implementation of the (3,2) Counter 

Thus the proposed implementation shown in Fig.3.18 has a delay of (∆-XOR +∆-MUX) 

which is less when compared to existing design (∆ refers to delay). 

3.6.2 (7, 3) Counter 

In this design, outputs generated at every stage are efficiently made use of, as explained 

earlier in section 3.4. The proposed implementation of (7,3) counter is given in Fig 3.19. This 

counter has a delay of (∆-XOR gate + 2*∆-MUX) for S and (∆-XOR gate + 3*∆-MUX) for C1 

and C2 and a comparison of this design with the exiting designs can be seen in Table 3.1 [33]. 
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Figure 3.19 Proposed (7, 3) counter design. 
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Table 3.1.Comparison of existing (7, 3) with proposed design 

(7, 3)Counter Delay Gate Complexity 

Full-Adder Based 6*∆-XOR 8 XORs + 4 MUXes 

Synthesized 
Counter [31] 4*∆-XOR 

7 XORs  
+ 18 basic gates (OR, 
NAND, AND, NOR) 

CAD synthesized 
counter [31] 

∆-MUX  
+ 9 basic gates 

2 MUXes  
+ 32 basic gates 

Proposed ∆-XOR  
+ 3*∆-MUX 3 XORs + 9 MUXes 

It can be seen from the above table that the proposed design results in reduced delay as 

compared to the existing design.  

3.6.3 (15, 4) counter 

The proposed design for (15, 4) counter is given in Fig 3.20(a) and the adder* module used 

in this design in given in Fig 3.20 (b). This design is based on (7, 3) counter proposed earlier. 

The delay of the proposed counter is (∆-XOR gate + 4*∆-MUX) for S0, (∆-XOR gate+ 5*∆-

MUX) for S1 and (∆-XOR gate + 6*∆-MUX) for S2 and C0, thus having a critical path delay of 

(∆-XOR gate + 6*∆-MUX) or (∆-(7, 3) counter + 3*∆-MUX) as the S output of the (7, 3) 

counter is obtained one stage before the Carry bits as shown in Table 3.2 [33]. 
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Figure 3.20 (a) Proposed design for (15, 4) counter (b) Adder* module used in the counter. 

Table 3.2 Comparison of existing (15, 4) with proposed design 

(15, 4)Counter Delay Gate Complexity 

Full-Adder Based 10*∆-XOR 22 XORs  
+ 11 MUXes 

CAD Synthesized 
Counter [31] 

3*∆-MUX 
+ 3*∆-XOR  

+ 5 basic gates 

10 MUXes  
+ 49 basic gates 

Proposed ∆-XOR + 6*∆-MUX 
6 XORs 

+ 27 MUXes 

It can be seen from the above table that the proposed design results in reduced delay as 

compared to the existing design.  
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3.6.4 (31, 5) counter 

The proposed design for the (31,5) counter is given in Fig 3.21. It has a critical path delay 

of (∆-(15, 4) counter + 4*∆-MUX) which is equal to (∆-XOR gate + 8*∆-MUX), while the 

critical path delay of existing design built with full adders is (7*∆-Full Adder) or (14*∆-XOR 

gate ) as shown in Table 3.3. 

Another advantage of the proposed counter design is that the outputs of the lower order 

counters ((15, 4) and (7, 3)) are obtained with a delay of one stage (one MUX) each. Hence in 

Adder* blocks, the output K (in Fig 3.20(b)) and the Cin are obtained almost at the same time, 

thereby reducing the speed of the circuit Also, if K=0, the Carry bit (Cout) doesn’t depend on 

Cin and hence the delay of the next Adder* block is reduced considerably [33]. 
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Figure 3.21 Proposed design for (31, 5) counter. 

Table 3.3. Comparison of existing (31, 5) with proposed design 

(31, 5)Counter Delay Gate Complexity 

Full-Adder 
Based 14*∆-XOR 52 XORs  

+ 26 MUXes 

Proposed ∆-XOR  
+ 8*∆-MUX 

12 XORs  
+ 66 MUXes 
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It can be seen from the above table that the proposed design results in reduced delay as 

compared to the existing design.  

3.6.5 (m, n) Parallel Counter 

A general (m, n) parallel counter can be designed using (m-n) full adder blocks [33]. The 

output of a (m, n) counter is represented as {S0S1S2S3….Sn-2C0}. Based on the proposed counter 

designs in section 3.6, any (m, n) parallel counter, for m>7, can be designed as shown in Fig 

3.22. That is, every (m, n) counter can be designed by using [(m-1)/2, n-1] counters and Adder* 

blocks. Thus they can be implemented recursively by using lower order counters as the building 

blocks. Since the lower order counters are already minimized for maximum efficiency as 

described earlier, the (m, n) counter can be expected to have better performance characteristics 

[33]. The generalized delay of the (m, n) counter can be expressed as [∆ ((m-1)/2,n-1)counter + 

(n-1) *∆-MUX)]. 
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Figure 3.22 Proposed design for (m,n) counter. 

3.7 Simulation Results and Analysis 

All the simulations have been carried out using Cadence Tool Suite. The calculation of 

power and delay are carried out using the Virtual Analog Simulation Tool. All the schematics 

and layouts have been carried out using the CMOS 0.18-µm technology. The simulations are 

47 
 



3.7 Simulation Results and Analysis  

performed under various voltages ranging from 0.9V to 3.3V and the inputs are toggled at a 

frequency of 100 MHz.  

3.7.1 Compressor 

The proposed compressor designs are compared with the existing ones and the 

performance parameters are detailed in Tables 3.4 to 3.9. Tables 3.4, 3.6, 3.8 and Fig. 3.23 (a) 

compare power consumption of the proposed compressors with the existing designs. Tables 3.5, 

3.7, 3.9 and Fig. 3.23 (b) do the same for the delay. 

Table 3.4 Power consumption for 3-2 compressor (nW) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 1.74 4.3 9.65 15.9 27.5 
Proposed 1.25 3.26 7.7 13.4 24.5 

Table 3.5 Delay for 3-2 compressor (ns) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 3.1 2.1 1.35 1.15 0.9 
Proposed 2.94 1.92 1.25 1.08 0.86 

Table 3.6 Power consumption for 4-2 compressor (nW) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 4.5 11.8 20.2 31.5 53.5 
Proposed 3.85 10.4 17.5 28.3 46.4 

Table 3.7 Delay or 4-2 compressor (ns) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 4.8 2.88 1.8 1.44 1.21 
Proposed 4.4 2.5 1.5 1.28 1.1 

Table 3.8 Power consumption for 5-2 compressor (nW) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 25.25 44.95 101.25 240.5 355 
Proposed 20.32 35.59 87.15 177.5 241.5 

Table 3.9 Delay for 5-2 compressor (nS) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing  6.7 4.2 2.3 1.78 1.5 
Proposed  6.1 3.75  1.7  1.41  1.28  
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Figure 3.23 (a)  

 

Figure 3.23 (b) 

 

Figure 3.23 (c) 

Figure 3.23 Comparison of proposed 3:2, 4:2 and 5:2 compressors with existing compressor in 
terms of (a) Power (b) Delay (c) Power-Delay Product 
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From the Tables and the figures, it can be observed that the proposed 3:2 compressor is 7% 

faster and consumes 10.2% lesser power than the existing designs. Also, the 4:2 compressor is 

33.3% faster and consumes 15% lesser power than the existing ones. Further, the 5:2 compressor 

consumes 13.2% less power and is 26% faster than the existing ones when operating at 1.8V. 

The improvement in the power-delay product is 36.4%, 27.8% and 24% in the proposed 5-2 

compressor, 4-2 compressor and 3-2 compressors respectively [30]. 

As mentioned in section 3.4.2, the MUX* blocks in the proposed design can be 

implemented using transmission gate (CMOS+) design. This new implementation is compared 

with the CMOS implementation and the results are detailed in Tables 3.10 to 3.12 below.  

Table 3.10 Delay for 5:2 compressor with MUX* in CMOS and CMOS+ design (nS) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
MUX* AS CMOS 6.1 3.75 1.7 1.41 1.28 

MUX* AS CMOS+ 5.304348 3.26087 1.478261 1.226087 1.113043 

Table 3.11 Power Consumption for 5:2 compressor with MUX* in CMOS and CMOS+ design 
(nW) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
MUX* AS CMOS 20.32 35.59 87.15 177.5 241.5 

MUX* AS CMOS+ 19.35238 33.89524 83 169.0476 230 

 
Table 3.12 Power Delay Product for 5:2 compressor with MUX* in CMOS and CMOS+ design 

(aJ) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
MUX* AS CMOS 123.952 133.4625 148.155 250.275 309.12 

MUX* AS CMOS+ 102.6518 110.528 122.6957 207.2671 256 

It is evident from the above tables that an improvement in the delay of 14.6%, power of 

5.1% and power-delay product of 18.2% has been obtained when compared to the CMOS 

implementation [30]. 

3.7.2 Counter 

The proposed counter designs are compared with the existing ones and the performance 

parameters are detailed in Tables 3.13 to 3.18. Tables 3.13, 3.15, 3.17 and Fig. 3.24 (a) compare 

power consumption of the proposed counter designs with the existing designs. Tables 3.14, 3.16, 

3.18 and Fig. 3.24 (b) do the same for the delay. 
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Table 3.13 Power for 7,3 counter (nW)  

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 6.96 17.2 38.6 63.6 110 
Proposed 5.725 15.29 29.05 48.4 83.15 

Table 3.14 Delay results for 7,3 counter (nS) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 9.3 6.3 4.05 3.45 2.7 
Proposed 5.87 3.46 2.125 1.82 1.53 

Table 3.15 Power for 15,4 counter (nW) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 19.14 47.3 106.15 174.9 302.5 
Proposed 15.2 40.36 81.2 137 240.5 

Table 3.16 Delay  for 15,4 counter (nS) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 15.5 10.5 6.75 5.75 4.5 
Proposed 9.25 5.74 3.675 3.1 2.69 

Table 3.17 Power for 31,5 counter (nW) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 45.24 111.8 250.9 413.4 715 
Proposed 35.4 93.76 193.2 327.6 579 

Table 3.18 Delay for 31,5 counter (nW) 

 0.9V 1.2V 1.8V 2.5V 3.3V 
Existing 21.7 14.7 9.45 8.05 6.3 
Proposed 15.13 9.58 6.175 5.26 4.41 
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Figure 3.24 (a) 

 

Figure 3.24 (b) 

 

Figure 3.24 (c) 

Figure 3.24 Comparison of proposed 7:3, 15:4 and 31:5 counters with existing counters in terms 
of (a) Power (b) Delay (c) Power-Delay Product 

 

From the Tables and figures, it can be observed that the delay and power consumption of 
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As mentioned in section 3.4, the MUX* blocks in the proposed design can be implemented 

using Transmission gate (TG). This implementation has been compared with the CMOS 

implementation and the results are detailed in Table 3.19 and 3.20. 

Table 3.19. Comparison of Average Power (nW) and Delay (nS) of the proposed counters with 
MUX* as CMOS and Transmission Gate(TG) logic 

Counter 
MUX* as CMOS MUX* as TG 

Delay Power Delay Power 

(3,2) 8.2 10.12 - - 

(7,3) 42.75 21.42 45.32 24.41 

(15,4) 45.45 24.5 48.92 27.55 

(31,5) 47.28 26.15 49.88 28.64 

Table 3.20. Comparison of Average Power-Delay Product (aJ) of the proposed counters with 
MUX* as CMOS and Transmission Gate (TG) logic 

Counter MUX* as CMOS MUX* as TG 
Power-Delay Prod. Power-Delay Prod. 

(3,2) 9.35 - 
(7,3) 35.66 37.15 
(15,4) 38.25 39.66 
(31,5) 40.3 41.72 

It is evident from the Table 3.19 that the proposed design for (7,3), (15,4) and (31,5) 

counters consume 20-30% lesser power and are 40-50% faster than the existing ones. From 

Table 3.20, it can be observed that there is an improvement of 35-40% in power-delay product. 

Thus the implementation of MUX* block with transmission gate (TG) logic found to be better in 

terms of power, delay and power-delay product when compared to the implementation with 

CMOS logic [33]. 

3.8 Conclusions 

In this chapter, design of efficient counters and compressors are presented. The design for 

the 3-2, 4-2 and 5-2 compressor are analyzed using CMOS and CMOS+ implementations of 

XOR and the MUX blocks. New 3-2, 4-2 and 5-2 compressor designs have been proposed and 

compared with the existing ones. The proposed designs perform better than the existing ones in 

every aspect i.e., area, power, delay and power-delay product over the complete voltage range 

simulated. A set of efficient lower order counters like (3,2), (7,3), (15,4) has been proposed for 
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efficient higher order counter implementation. Further, a generalized (m, n) counter is proposed 

which uses lower order counters as basic building blocks resulting in an efficient counter design.  
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4.1 Introduction: 

As mentioned earlier, the main purpose of this thesis is to develop efficient functional 

arithmetic circuits which when put together should result in an efficient Arithmetic and Logic 

Unit (ALU). In addition to design described in earlier chapter, circuits such as 

Incrementer/Decrementer circuit, 2’s complement circuit and priority encoder circuit, which are 

 
 



4.2 Existing Designs  

widely used in many digital systems [1-6, 34-42] are designed and analyzed in this chapter. A 

brief introduction to these circuit is given below: 

4.1.1 Incrementer/Decrementer Circuit 

The Increment/Decrement (INC/DEC) circuit is a digital module which can count up or 

down by one. It is a common building block in many digital systems like microprocessor, and 

microcontroller as a part of the address generation unit, program counter, etc… 

4.1.2 2’s Complement Circuit 

The 2’s complement circuit forms an important part of computer systems that are based on 

2’s complement number representation. An application of 2’s complement circuit is in 

multipliers that need to find the 2’s complement of multiplicand for the negative encoding in 

booth algorithm. 

4.1.3 Priority Encoder Circuit 

Priority encoder circuit is a circuit which makes input with highest priority active and all 

other inputs are inactive. This circuit is used for arbitrating among N units that are all requesting 

access to a shared resource and is used in interrupt controllers and conditional handlers. 

4.2 Existing Designs 

4.2.1 Increment/Decrement circuits 

There are various designs for binary INC/DEC circuits in literature[34-36].  Many of these 

designs  use adder to implement the increment/decrement operation. An adder/subtractor can be 

used for these operations by making one input as operand and other input as ‘1’. But usage of 

entire an adder for single bit addition increases delay and power when compared to a dedicated 

INC/DEC design. 

The current designs of binary INC/DEC are mainly adder/subtractor-based, counter-based 

or Carry look-ahead adder-based as shown in Fig 4.1 (a) [34]. Recently, a MUX-based binary 

INC/DEC which is more efficient than the previous INC/DECs has been proposed in literature as 

shown in Fig 4.1 (b) [35]. This circuit has data-in MUX array, a decision block and data-out 

MUX array. While this design is efficient in terms of both speed and hardware complexity, when 

compared to adder based approaches, a series of (n-2) OR gates and a MUX in its critical path 

hampers the speed of the circuit to a certain extent.  

56 
 



4.2 Existing Designs  

An improvement to this circuit was proposed in [36], shown in Fig 4.2, which uses a look-

ahead type approach resulting in reduced delay when compared to MUX-based INC/DEC. For 

example, an N-bit Carry look-ahead type results in (N/8) + 9 gates delay, when an 8-bit look-

ahead block is used.  

Cin CoutN-bit  Adder

Inc/Dec

Z

A<n-1,0> B<n-1,1> B<0>
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Figure 4.1 (a) Adder based  (b) MUX based 
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8-bit Look-
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Figure 4.2 Hybrid Binary INC/DEC design (Lookahead based) [36] 
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4.2.2 2’s Complement and Priority Encoder Circuits 

Conventionally the 2’s complement of a number is found by complementing each bit and 

adding 1 to the complemented number. When a normal adder circuit is used for this operation it 

results in large complexity in hardware and also large delay.  

A logarithmic method has been  proposed in [34]. Resulting in a (log2N) +1 gate delay for 

implementing the N-bit 2’s complement circuit.  

A priority encoder is realized by using a prefix tree of AND gates. A similar (log2N) +1 

delay implementation of an N-bit priority encoder circuit can be found in [5].  

4.3 Proposed Multi-functional INC/DEC/2’s complement/Priority Encoder 
Circuit 

4.3.1 Motivation 

The motivation in designing a unified multi-functional circuit, which performs increment, 

decrement, 2’s complement and priority encoding, comes from two main observations explained 

below [37-38]. 

Observation 1: Similarity in implementation of 2’s complement, priority encoder and 

decrementer circuits. 

One of the paper and pen methods of finding a 2’s complement number is to find least 

significant one bit (LSOB) and then complementing all the remaining input MSB bits while 

keeping the bits before the occurrence of LSOB same. This is explained with an example below. 

Example 4.1 : To find the 2’s complement of 11011100 we keep the bits same until the 

occurrence of LSOB. After the occurrence of LSOB all the remaining input bits are 

complemented resulting in 00100100 

1 1 0 1 1 1 0 0

LSOB

Complement bits Same bits

0 0 1 0 0 1 0 0

Input

2's Complment  

 The priority encoder with LSB having highest priority also needs finding of the LSOB. 

Before the occurrence of LSOB the output bits remain the  same as input bits. After the 

occurrence of LSOB, the remaining output bits are made zero. 
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Example 4.2 : To find the priority encoded output of 11011100 we keep the output bits 

same as input until the occurrence of LSOB. After the occurrence of LSOB all the remaining 

output bits are made zero. The result is thus 00000100. 

1 1 0 1 1 1 0 0

LSOB

Zero Same bits

0 0 0 0 0 1 0 0

Input

Priority Encoded 
output  

Similar to 2’s complement and priority encoder circuits the decrementer also needs finding 

of the LSOB. But unlike the other two circuits, the input bits are complemented till the 

occurrence of LSOB in decrementer. After the occurrence of the LSOB the output bits remain 

the same as input 

Example 4.3 : To find the decremented output of 11011100 we complement the input bits 

until the occurrence of LSOB. After the occurrence of LSOB all the remaining output bits remain 

same as input bits. The result is thus 11011011. 

Same bits

1 1 0 1 1 1 0 0

LSOB

Complement bits

1 1 0 1 1 0 1 1

Input

Decremented 
value  

 

Observation 2: A 2’s complement circuit can be used as incrementer by complementing 

the input. 

The 2’s complement of any number A is given by (A’ + 1). Complementing the input A and 

taking 2’s complement of the number results in (A +1), which is the incremented value of input 

A. 

Example 4.4 : To find the incremented value of 11011100 we first complement the value 

resulting in 00100011 and then finding the 2’s complement resulting in 11011101 
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1 1 0 1 1 1 0 0Input

0 0 1 0 0 0 1 1Complemented 
Input

2's Complment

1 1 0 1 1 1 0 1Incremented 
value  

As seen from above observations increment, decrement, 2’s complement and priority 

encoder operations have a common operation of finding the LSOB. This forms the motivation 

for designing and implementing the multi-functional INC/DEC/2’s complement/Priority encoder 

circuit, which is explained in detail in the following section.  

4.4 Implementation 

Based on the observations made in the previous section, the proposed multi-functional 

INC/DEC/2’s complement/Priority encoder circuit [37-38] can be designed using the following 

blocks as shown in Fig. 4.3 

1. Input Selection Block 

2. Decision Block 

3. Output Selection Block 

Input Selection Block

Decision Block

Output selection Block

Z

I

D

O

Cnt1

Cnt0

Cnt1

Cnt0

 
Figure 4.3 Basic Blocks of the Proposed Multi-functional circuit 

The control signals ‘Cnt1’ and ‘Cnt0’ are used to select different operations as shown in 

Table 4.1.  
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Table 4.1 Control signals used to select different operations  

Cnt1 Cnt0 Operation performed 
0 0 Increment 
0 1 Decrement 
1 0 2’s complement 
1 1 Priority Encode 

 

4.4.1 Input Selection Block   

This block selects the normal input for decrement, 2’s complement and priority encoding 

operations and complemented input for increment operation. Fig 4.4 shows the implementation 

of this block. 

Z1

01010101

Z0Z2Zn-1

Cnt1 Cnt0

I1 I0I2In-1  
Figure 4.4 .Input Selection Block 

In this figure Z represents input to the selection block and I represents output of the 

selection block. Since input Z is to be complemented only for increment operation i.e. when  

Cnt1 = 0 and Cnt0 = 0, a NAND gate is used to generate the selection signal for the array of 

input multiplexers. The outputs (In-1In-2….I1I0) of the input selection block now act as inputs to 

the decision block as shown in Fig 4.5.  

4.4.2 Decision Block 

This block finds the decision signals which have the information of least significant one bit 

(LSOB). Since increment, decrement, priority encoder and 2’s complement operations need 

finding of LSOB, decision block is common to all the operations.  
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Prefix-Based Decision Block

I0I1In-2In-1

D0D1Dn-2Dn-1  
Figure 4.5. Decision Block 

The MUX-based binary INC/DEC circuit mentioned earlier [35] in Fig 4.1(b) has a 

decision block with N-1 (OR) gate delay. An improved decision block is shown in Fig 4.2, which 

has a delay of (N/8+9) gates (when 8-bit look ahead is used). This delay can be further reduced 

by using prefix tree structure of OR gates resulting in log2N OR gate delay [5]. Different types of 

proposed 8-bit decision blocks are shown in the Fig 4.6 and Fig 4.7.  

I0I1I2I3I4I5I6I7

D0D1D2D3D4D5D6D7  
Figure 4.6 Prefix-Based Decision Block Type I 
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I0I1I2I3I4I5I6I7

D0D1D2D3D4D5D6D7  
Figure 4.7 Prefix-Based Decision Block Type II 

The above implementations of the decision blocks result in reduced delay, when compared 

with existing designs [35-36]. The delay and complexity of the proposed and existing 

implementations of the decision block are shown in Table 4.2.  

Table 4.2 Delay and Number of Gates Required in Decision Blocks 

Decision Block Number of Gates Required Delay 
Mux-Based [41]  (N -1)OR  (N-1) tOR 

Hybrid [42] (N-1)OR + N/8(4*NAND+2*NOR+ OR)  (N/8+9) tOR 
Proposed prefix-based 

Type I (Fig 4.6) 
(N (log2 N)- N + 1) OR (log2 N) tOR 

Proposed prefix-based 
Type II (Fig 4.7) 

N/2 (log2 N) OR (log2 N) tOR 

 

The structures shown in Fig 4.6 and 4.7 can be modified to result in less number of logic 

gates and with a delay of ((log2N) +1) gates as shown in Fig 4.8 and 4.9.  
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I0I1I2I3I4I5I6I7

D0D1D2D3D4D5D6D7  
Figure 4.8 Area optimised version of Prefix-based Decision Block Type I 

I0I1I2I3I4I5I6I7

D0D1D2D3D4D5D6D7  
Figure 4.9 Area Optimised Version of Prefix-based Decsion Block Type II 
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For CMOS implementation, the structures shown in Figs 4.6-4.9 can be further modified 

by using NOR-NAND blocks in the first two stages. The modified version of the structure in Fig 

4.6 is shown in Fig 4.10. 

While it takes only 4 transistors to build NAND/NOR gate, 6 transistors are used for 

OR/AND gate (extra 2 transistors for inverter). Also, OR gate has an extra delay of inverter (1 

transistor) compared to NOR/NAND gate. Hence the above implementation results in reduced 

area, power and delay. The area of the structure in Fig 4.10 is reduced by 12 inverters and the 

critical path delay is reduced by 2T (delay of 2 inverters), when compared to the original design 

in Fig 4.6. The structures in Figs 4.7-4.9 can also be designed using a NOR-NAND block in the 

first two stages.  

I0I1I2I3I4I5I6I7

D0D1D2D3D4D5D6D7  
Figure 4.10 Prefix based decision block Type I with NOR-NAND 

4.4.3 Output Selection Block 

Output Selection Block is used to find the output, based on control signals Cnt1, Cnt0 and 

inputs (Zn-1…Z1Z0). The Boolean equations for different operations can be derived from the 

observations made earlier. The outputs (O) for different operations based on decision signal (D) 

are given below. 

Increment Operation: Cnt1 = 0, Cnt0 = 0 

If Dn-1 = 0, then output On = Zn (Zn is nth input signal)  
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If Dn-1 = 1, then output On = Zn’ (Zn’ is complement of Zn)  

Decrement Operation: Cnt1 = 0, Cnt0 = 1 

If Dn-1 = 0, then output On = Zn’  

If Dn-1 = 1, then output On = Zn 

2’s complement Operation: Cnt1= 1, Cnt0 = 0 

If Dn-1 = 0, then output On= Zn 

If Dn-1 = 1, then output On= Zn’ 

Priority Encode Operation: Cnt1 = 1, Cnt0 = 1 

If Dn-1 = 0, then output On= Zn 

If Dn-1 = 1, then output On= 0. 

The implementation of output selection block based on the above equations is shown in Fig 

4.11. 

OSOSOSOS

0
Z0Z1 D0Dn-3

Zn-2Zn-1
Dn-2

O0O1On-2On-1

Zi 0

Cnt1
Cnt0 0

0

0

0

1

1

1

1

Zi

Zi

Zi

Di-1

Cnt1
Cnt0

Oi

Cnt1
Cnt0

 
Figure 4.11 Output Selection Block 
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The output selection block is a multi-functional block which can be configured, using the 

control signals Cnt1 and Cnt0, to operate as a decrementer, incrementer, 2’s complement or 

priority encoding circuit [37-38].  

4.5 Simulation Results 

4.5.1 Multi-functional INC/DEC/2’s Complement/Priority Encoder: 

All the designs have been structurally described using Verilog HDL and simulated using 

Cadence Incisive Unified Simulator (IUS) v6.1 covering all functional combinations. These 

adders were mapped on the TSMC 180nm Technology Typical library (operating conditions 1.8 

V, 25ºC), using Cadence RTL Compiler v7.1. Inputs were set to have a toggle rate of 50% and a 

frequency of 1GHz for calculating dynamic power. 

Initially, a comparison is carried out for INC/DEC circuits with proposed [37-38] and 

existing 32-bit decision blocks [35-36]. The prefix based Type I structures shown in Fig 4.6, Fig 

4.8 and Fig 4.10 are chosen to implement the decision block of the proposed INC/DEC circuits 

and are compared with existing INC/DEC circuits shown in Fig 4.1 and Fig 4.2. Table 4.3 shows 

the comparison results. 

Table 4.3 Simulation results for 32-bit INC/DEC Circuits 

INC/DEC Delay 
(nS) 

Power 
(mW) 

Power-Delay 
Product (pJ) 

Area 
(um2) 

Mux-based [35] (Fig 4.1(b)) 5.640 
(100%) 

0.336 
(100%) 

1.895 
(100%) 

854 
(100%) 

Hybrid [36] (Fig 4.2) 2.386 
(42.30%) 

0.418 
(124.40%) 

0.997 
(52.61%) 

933 
(109.25%) 

With  Proposed Decision  Block 
Type I (Fig 4.6) 

1.436 
(25.46%) 

0.414 
(123.21%) 

0.594 
(31.35%) 

1200 
(140.51%) 

With  Proposed Area Optimized 
Decision  Block Type I (Fig 4.8) 

1.589 
(28.17%) 

0.375 
(111.61%) 

0.596 
(31.45%) 

1027 
(120.26%) 

With  Proposed Delay Optimized 
Decision  Block Type I (Fig 4.10) 

1.221 
(21.65%) 

0.407 
(121.13%) 

0.497 
(26.23%) 

1137 
(133.14%) 
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Figure 4.12 (a) 

 

 

 Figure 4.12 (b) 
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Figure 4.12 (c) 

 

 

Figure 4.12 (d) 

Figure 4.12 Comparisions of proposed designs with existing designs in terms of (a) Area 
(b)Power (c) Delay (d) Power-Delay Product 
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It is clear from the Table 4.3 and Fig 4.12 that the INC/DEC circuits with proposed 

decision blocks result in 33-48% reduction in delay and 30-50% reduction in power delay 

product, depending on the decision block used, when compared with the existing designs [36]. 

It can also be seen from the Table and the figure that INC/DEC circuit with delay 

optimized decision block of Type I results in 14% less delay when compared to a similar one 

with a simple prefix based decision block. Also, it has a 14% improvement in area.  

Table 4.4. below details the results obtained for the multi-functional circuit that can be 

configured to perform increment, decrement, 2’s complement or priority encode operations. This 

circuit has been implemented with both the existing and proposed decision blocks. 

Table 4.4 Simulation results For 32-bit Multi-functional INC/DEC/2’s complement/Priority 
Encoder Circuit 

Multi-functional INC/DEC/2’s 
complement/Priority Enoder Circuit 

Delay 
(nS) 

Power 
(mW) 

Power-Delay 
Product (pJ) 

Area 
(um2) 

With Decision Block of Mux-based [35] 6.745 
(100%) 

0.556 
(100%) 

3.75 
(100%) 

1354 
(100%) 

With Decision Block of Hybrid [36] 3.497 
(51.85%) 

0.619 
(111.33%) 

2.16 
(57.60%) 

1432 
(105.76%) 

With  Proposed Decision  Block Type I 
(Fig 4.6) 

2.538 
(37.63%) 

0.630 
(113.31%) 

1.598 
(42.51%) 

1700 
(125.55%) 

With  Proposed Area Optimized 
Decision  Block Type I (Fig 4.8) 

2.692 
(39.91%) 

0.593 
(106.66%) 

1.596 
(42.56%) 

1527 
(112.78%) 

With  Proposed Delay Optimized 
Decision  Block Type I (Fig 4.10) 

2.333 
(34.89%) 

0.624 
(112.23%) 

1.455 
(38.80%) 

1637 
(120.90%) 
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Figure 4.13 (a) 
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Figure 4.13 (c)  

 

 

Figure 4.13 (d) 

Figure 4.13 Comparisions of multi-functional circuit with proposed decision blocks and existing 
decision block  in terms of (a) Area (b)Power (c) Delay (d) Power-Delay Product 
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4.6 Conclusion  

It is clear from Table 4.4 and Fig 4.13 that the proposed multi-functional circuit with 

results in a 23-33% reduction in delay and 26-32% reduction in power delay product, depending 

on different prefix based decision blocks used, when compared with the similar circuit with the 

existing decision blocks [36].   

4.6 Conclusion 

In this chapter, some function specific arithmetic blocks such as incremeter/decrementer, 

priority encoder, etc.., that are frequently used in processors have been designed and analyzed. 

Further, a novel multi-functional circuit which can be configured to perform increment, 

decrement, 2’s complement or priority encoder operations, has been proposed and implemented. 

The multi-functional circuit implementation using the novel decision blocks results in a 

reduction of up to 33% in delay and 32 % in power delay product when compared with the 

existing implementations. The decision block proposed in this work can also be used for the 

design of stand-alone INC/DEC block leading to a reduction of 48% in delay and 50% in power 

delay product. 
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5.1 Introduction 

There is a growing importance of decimal arithmetic in commercial, financial and internet-

based applications. These applications cannot tolerate errors that result from the conversion of 

binary format to decimal format. Thus, hardware support for decimal arithmetic is receiving 

considerable attention. Recently, specifications for decimal floating point arithmetic have been 

added to the draft revision of IEEE-754 standard for floating point arithmetic [43]. Despite the 

widespread use of binary arithmetic, decimal computation remains essential for many 

applications. Not only is it required whenever numbers are presented for human inspection, but is 

also often a necessity when fractions are involved. Decimal fractions are pervasive in human 

endeavors, yet most cannot be represented by binary fractions. The value 0.1 for example, 

 
 



5.1 Introduction  

requires an infinitely recurring binary number. If a binary approximation is used instead of an 

exact decimal fraction, results can be incorrect even if subsequent arithmetic is correct. 

As the IEEE standard for decimal floating point is approved, hardware support for decimal 

floating point arithmetic will be incorporated in processors for various applications. Still, a major 

consideration while implementing Binary Coded Decimal (BCD) arithmetic is  to enhance its 

speed as much as possible.  

BCD is a decimal representation of a number directly coded in binary, digit by digit. For 

example, the number (9527)10 is represented as (1001 0101 0010 0111)BCD . It can be seen that 

each digit of the decimal number is coded in binary and then concatenated to form  BCD 

representation of the decimal number.  

To use this representation all the arithmetic and logical operations need to be defined. As 

the decimal number system contains 10 digits, at least 4 bits are needed to represent a BCD digit. 

The BCD representation of digit A is A4A3A2A1 where all ( )1,0∈kA . The only point to note is 

that the maximum value that can be represented by a BCD digit is ‘9’. The representation of 

(10)10 in BCD is (0001 0000).   

Addition in BCD can be explained by considering two decimal digits A and B with BCD 

representations as A4A3A2A1 and B4B3B2B1 respectively. In the conventional approach , these 

two numbers are added using a 4-bit binary adder during which it is possible that the resultant 

Sum can exceed 9 resulting in an overflow. If the Sum is greater than 9, the binary equivalent of 

6 is added to the resultant Sum to obtain the exact BCD representation. This can be illustrated 

with the following example  

)00010001(
)11(00011

)6(0110
)11(1011

)5(0101
)6(0110

=Answer
BCDinBCD

Add
Sum
B
A
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5.2 Review of Existing Techniques for BCD Addition/Subtraction 

5.2.1 One-Digit BCD Full Adder 

A BCD 1-digit adder is a circuit that adds two BCD digits in parallel and also produces the 

Sum digit in BCD along with the necessary correction logic. The conventional implementation of  

addition as mentioned above is shown in Fig 5.1[44]. It can be seen that a 4-bit binary adder is 

used initially to add two BCD digits (each digit expressed using 4 bits) with a carry-input. An 

overflow detection circuit is used (to check if the ‘Sum’ of the BCD digit has exceeded 9) which 

is designed using two 2-input AND gates and a 3-input OR gate. Finally, another 4-bit binary 

adder is used as a correction stage, which comes in the path of final Sum computation. Thus, the 

critical path in this circuit consists of a 4-bit binary adder, overflow logic and one more 4-bit 

binary adder. Assuming, in the best case, that the 4-bit binary adder is a carry look-ahead adder, 

a gate level analysis would indicate that it consists of 4-gates in the critical path. It can be 

observed from Fig 5.1 that the overflow detection circuit comes into picture only after the top-

most 4-bit binary adder performs its operation and it consists of 2 gates in the critical path.  Thus, 

a minimum of a 10-gate delay can be expected in conventional implementation [44]. The above 

design can however be optimized by removing those gates that are completely redundant in their 

operation. Such a modification is shown in Fig 5.2 which results in a smaller critical path. A 

faster carry prediction for this implementation is proposed in [45], which uses carry look-ahead 

logic to predict the carry in advance. These 1-digit full adders can be cascaded to realize higher 

digit BCD adders. 

 
Figure 5.1 Block Diagram of Conventional 1-digit BCD Full Adder 
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Figure 5.2 Block Diagram of Modified Conventional 1-digit BCD FA 

5.2.2 Higher Bit BCD/Binary Adders/Subtractors 

A unified BCD/Binary module is the one, which can perform both BCD as well as binary 

operation. There have been many contributions on decimal arithmetic especially on 

adders/subtractors [43-56]. Some of the initial contributions came from Schoomklar et al. [46] 

and Adiletta et al. [47]. The first BCD sign-magnitude adder/subtractor was designed by Grupe 

[48]. An area efficient sign-magnitude adder was later developed by Hwang [49]. In this 

approach two additional conversions were introduced before and after the binary addition. 

A BCD adder similar to the carry select adder was presented in [50]. This design 

concurrently calculates two results, one assuming the presence of the input carry and the other its 

absence. It then selects the appropriate result as the carry is computed. Fischer et al. [51] later 

came up with an improved version of this design shown in Fig 5.3 where only a single adder was 

used to reduce the area overhead. 
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Figure 5.3 Fischer’s Architecture  [51] 

BCD adder / subtractor architectures in many IBM processors are based on the work 

presented by Haller et al. in [52]. A generic architecture shown in Fig 5.4 operates in a single 

cycle, though requiring corrections in some cases. In case of subtraction, there is a need for 

computation of the complement to obtain correct result, thus increasing the latency.  
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Figure 5.4 Haller’s Architecture [52]  

Humberto et al. [53] proposed a universal adder design shown in Fig 5.5 that uses effective 

addition / subtraction operations on unsigned/sign-magnitude and various complement 

representations. This design overcomes the limitations of previously reported approaches that 

produce some of the results in complement representation when operating on sign-magnitude 

numbers. 
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Figure 5.5 Humberto’s Architecture [53] 

In the existing architectures like Fischer’s [51] and Haller’s [52] , if a smaller operand is 

subtracted from larger operand, extra hardware for 2’s complement or 10’s complement is 

required to get the final unsigned number. This adds not only an area overhead but also affects 

the delay. In Humberto [53], a comparator is used in the pre-computational block to check which 

operand is smaller and necessary correction is incorporated in the pre-computation block thereby 

avoiding usage of extra complementary stage. However, in this architecture also usage of 

comparator creates hardware overhead and gives rise to delay in the critical path. In this thesis, a 

novel architecture is proposed that can perform BCD and binary addition / subtraction on both 

unsigned/signed numbers without any need of a comparator stage as well as 2’s/10’s 

complementary stage. 

5.3 A Unified BCD/Binary Adder/Subtractor Architecture  

In this architecture, the output carry signal is analyzed to determine which of the operands 

is greater unlike Humberto architecture that compares two numbers at the input stage itself. This 

approach eliminates the need for a comparator at the input stage which is not possible with 

Humberto architecture. Further, end-around carry technique is used to correct the 2’s/10’s 

complementary cases due to the which usage of 2’s/10’s complementary stage at the output can 

be avoided. Thus, the proposed architecture can be said to have advantage in terms of area and 

delay when compared to the existing architectures like Humberto’s. In the following sub-section, 
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a detailed implementation of the proposed unified binary and BCD adder/subtractor is discussed. 

Initially, the conventional binary adder/subtractor is discussed followed by a modified binary 

adder/subtractor. This is followed by the existing design of BCD adder/subtractor leading to an 

improved version of the same. Finally, the binary and BCD adder/subtractor has been combined 

to realize a unified binary/BCD  adder /subtractor that performs better than the exiting one.  

5.3.1 Conventional Binary Adder /Subtractor 

The subtraction operation between two operands say A and B is given as follows: 

S = A + B’ + 1. 

Where B’ represents the complement of B. 

Thus, for implementing binary subtraction, one of the operands is inverted and given to an 

adder circuit with an input carry as ‘1’. In binary subtraction, two cases can arise, i.e., A > B and 

A ≤ B. When A > B, the result ‘S’ is in unsigned/signed magnitude form. When A ≤ B, the result 

‘S’ is in 2’s complement form. In this case, ‘S’ needs to be corrected using 2’s complementary 

stage to get correct result in signed magnitude form.  

The conventional implementation of binary subtractor along with 2’s complement 

correction is shown in Fig. 5.6. The final carry-out signal from the adder indicates whether A > B 

or A ≤ B. For example, when ‘4’ is subtracted from ‘5’ the carry-out will be ‘0’. If ‘5’ is 

subtracted from ‘4’, the carry-out of the binary adder is ‘1’. Thus, from final carry-out signal, the 

requirement of 2’s complement correction can be decided.  

 Binary AdderCarry-out

2’s complement  

InvertA

B

S1Sn

1 01 0

Cin

 

Figure 5.6 Conventional implementation of binary subtractor 
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In floating-point operations, where the operands are in signed magnitude form, there is an 

extra bit that indicates the sign of the operand. Addition/subtraction operation on this signed 

magnitude form not only depends on type of operation but also on the sign bit. For example, 

assume X and Y are two (n+1)-bit signed magnitude numbers such that X = [XnXn-1Xn-2…X0] and 

Y = [YnYn-1 Yn-2……Y0], where Xn and Yn are sign bits. The type of operation i.e., addition or 

subtraction is represented with ‘Op’. (Where ‘Op’ is logic ‘1’ the operation is subtraction and 

vice versa). The effective operation that depends on the type of operation as well as sign bits is 

given in Table 5.1.  

Table 5.1 Effective Operation on signed magnitude numbers 

Xn Yn Op Effective Operation (EOp) 

0 0 0 Addition 

0 0 1 Subtraction 

0 1 0 Subtraction 

0 1 1 Addition 

1 0 0 Subtraction 

1 0 1 Addition 

1 1 0 Addition 

1 1 1 Subtraction 

From this Table, the ‘Effective Operation’ (EOp) is given by equation (5.1). When the 

‘EOp’ is logic ‘1’, the operation that needs to be performed is addition and when ‘EOp’ is logic 

‘0’ the operation is subtraction.  

EOp = (Xn ⊙ Yn )⊕ Op   (5.1) 

After the effective operation EOp is determined using equation 5.1, sign of the result is 

computed using the sign of the first operand X i.e. Xn and the Carry-out from the adder circuit. If 

the final effective operation is addition then the sign of the final result is equal to the sign of the 

first operand i.e. X. However, if the effective operation is subtraction the final sign depends on 

the sign of X and also the carry-out signal (indicates if X >Y or X≤ Y) of the adder circuit. The 

sign of the final result ‘Sn’ is given by 

 

Final Sign Sn = Xn if EOp = ‘1’ i.e. addition 

Sn = Xn ⊕ (Cout)’ if EOp = ‘0’ i.e. subtraction.  
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The sign of final result from the above equation can be obtained using the implementation 

shown in the Fig 5.7 

EOp

Xn (sign bit of 
operand X) Carry-out

1 0

Sign bit of the final Result
 

Figure 5.7 Final Sign ‘Sn’ computation logic 

The design of binary adder/subtractor with conventional subtractor explained earlier and 

which supports the signed magnitude form is shown in Fig 5.8. From the figure, it can be 

observed that the extra 2’s complementary stage increases delay and area when compared to the 

same used for addition operation.  

 Binary AdderCarry-out

2’s complement  

Invert

A

B

1 0

S1Sn

1 01 0

EOp

EOp

 

Figure 5.8 Conventional implementation of binary adder/subtractor with signed magnitude 

5.3.2 A Modified Binary Adder/Subtractor  

In this section, a binary adder/subtractor is proposed which uses end-around carry method 

to eliminate the complementary correction stage. For using end-around carry method, the adder 
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is implemented using the prefix network. In the proposed design, the subtraction operation (that 

depends on X > Y and X ≤ Y) is implemented by using the following equations.  

 

If X > Y (EOp = 0 and Carry-out =1) then result = X + (Y)’ +1        (5.2) 

If X ≤ Y (EOp = 0 and Carry-out = 0) then result = (X + (Y)’+1)’+1 = (X +(Y)’)’   (5.3) 

 

When the effective operation is addition i.e., EOp = 1, both the operands X and Y are given 

directly to the prefix adder and the final result is X+Y. When the effective operation is 

subtraction i.e. EOp = 0, operand Y is inverted at the input side. The normal addition operation is 

carried out to result in X + (Y)’. The resulting ‘Carry-out’ of this addition indicates whether X > 

Y or X ≤ Y. Based on this and from the above equations, addition of ‘1’ or inverting operation is 

decided to compute the final result. The optimized late carry-in adder proposed in section 2.3 is 

used in this design. This late carry-in is used for the addition of ‘1’ when X>Y. When X ≤ Y, a 

group of XOR gates carries out the inverting operation after the sum is computed. The proposed 

binary adder/subtractor design is shown in Fig 5.9. 

Prefix Carry Generation NetworkCarry-out
EOp

Sum computation using XOR
EOp

Invert

X

Y

Eop 1 0

S1Sn  

Figure 5.9 Implementation of the Proposed Binary Adder/subtractor Design 
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5.3.3 Modified BCD Adder/Subtractor 

The existing BCD Adder/Subtractor architectures and the limitations of the same have 

been explained in section 5.2. In this section, a modified BCD adder/subtractor architecture is 

presented which overcomes these limitations. The proposed design is inspired from Fischer 

approach but eliminates the usage of complementary stage as well as supports unsigned and 

signed magnitude form. 

In Fischer’s approach, the BCD addition operation is performed by pre-correction block 

where digit-wise addition of ‘6’ is carried out for one of the operands. After pre-correction the 

result is added to other operand by a binary adder. The post-correction block includes conditional 

subtraction of ‘6’ depending up on the ‘Carry-out’ at each digit stage. This signal at each digit 

stage indicates whether the digit is greater than ‘9’ or not. For example, if the ‘Carry-out’ is ‘1’ 

the digit is less than or equal to ‘9’ and hence no correction is required. If the ‘Carry-out’ is ‘0’ 

the digit is greater than ‘9’ and a correction by subtraction of ‘6’ is needed. Since 2’s 

complement of ‘6’ is ‘10’, subtraction of ‘6’ i.e. (0110)2 is accomplished by addition of ‘10’ i.e., 

(1010)2. The following example 5.1 and Fig 5.10 illustrate the above decimal addition operation.  

 

Example 5.1: 

Let         X = 5 5 6 

              Y = 2 3 9 

    In BCD format:   X = 0101 0101 0110 

                                Y = 0010 0011 1001 

Addition of digit-wise 6 i.e. (0110)2 to X results in new X,  

                                  X = 0101 0101 0110 

                   +6       0110 0110 0110  

Hence,      new X = 1011 1011 1100 

Now the ‘new X’ is added to Y and correction is applied. 
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1 0 1 1   1 0 1 1   1 1 0 0

0 0 1 0   0 0 1 1   1 0 0 1+

New X

Y

1 1 0 1   1 1 1 1   0 1 0 1

100

No carry out, correction 
needed

Carry out, no 
correction needed

1 0 1 0

0 1 1 1   1 0 0 1   0 1 0 1

+

Correct Binary output

Correct BCD output

Correction 1 0 1 0

 
Figure 5.10 Illustration of BCD addition operation 

  

The BCD subtraction is similar to binary subtraction with an extra post-correction stage 

like in BCD addition. In Fischer’s approach, the BCD subtractor gives unsigned result when 

X>Y where X and Y are minuend and subtrahend respectively. However, this approach requires a 

10’s complement, like 2’s complement for binary, if X ≤ Y. The design proposed in this work is 

aimed to eliminate the  overhead related to this extra complementary stage. However, the post-

correction stage needs to be modified to handle both conditions X>Y and X ≤ Y.  The following 

examples 5.2 and 5.3, Fig 5.11 and Fig 5.12 illustrate the decimal subtraction operation for cases 

X>Y and X ≤ Y respectively.  

Example 5.2: Subtraction operation and X>Y 

Let          X = 5 5 6 
             Y = 2 3 9 
          In BCD format:    X = 0101 0101 0110 
                                       Y = 0010 0011 1001 

As explained in binary adder/subtractor, if X > Y, the result = X+Y’+1. Thus, taking 1’s 

complement of Y (as in normal binary subtraction) results in ‘New Y’. This ‘New Y’ is added to 

X. If the ‘carry-out’ signal is ‘1’ that indicates X>Y, addition of ‘1’ is carried out. Then post-

correction is applied on this result to compute final BCD difference. The digit wise carry of ‘1’ 
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indicates that the digit is less than or equal to ‘9’ and hence no correction is required while the 

digit wise carry of ‘0’ indicates the digit is greater than ‘9’ and a correction by subtraction of ‘6’ 

or addition of ‘10’ is needed [57]. 

Correct Binary output

0 1 0 1   0 1 0 1   0 1 1 0

1 1 0 1   1 1 0 0   0 1 1 0+

X

New Y

0 0 1 1   0 0 0 1   1 1 0 1

011 No carry out, correction needed 
depending on Carry String-2 (C2x)

1 0 1 0

0 0 1 1   0 0 0 1   0 1 1 1

+

Correct BCD output

Post Correction

Carry-out =1 
indicating X > Y1

Carry String -1

Carry String -2

00

Correction  
Required (C1x)’(C2x)’0 10

+

C13           C12         C11

C23           C22         C21

Where ‘x’ corresponds to a particular bit 

 Carry out, no correction needed 

 
Figure 5.11 Illustration of BCD Subtraction operation when X > Y 

 

Example 5.3: Subtraction operation and X ≤ Y 
Let         X = 2 3 9 
              Y = 5 5 6 
          In BCD format:   X = 0010 0011 1001 
                                       Y = 0101 0101 0110 

As explained in binary adder/subtractor, if X ≤ Y, the result = (X+Y’)’. Thus, taking 1’s 

complement of Y (as in normal binary subtraction) results in ‘New Y’. This ‘New Y’ is added to 

X. If the ‘carry-out’ signal is ‘0’ that indicates X ≤ Y, the result is complemented. Then post-

correction is applied on this result to compute final BCD difference. The digit carry of ‘0’ 

indicates the digit is less than or equal to ‘9’ and hence no correction is required while the digit 
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carry of ‘1’ indicates the digit is greater than ‘9’ and a correction by subtraction of ‘6’ or addition 

of ‘10’ is needed [57]. 

0 0 1 0   0 0 1 1   1 0 0 1

1 0 1 0   1 0 1 0   1 0 0 1+

X

New Y

1 1 0 0   1 1 1 0   0 0 1 0

100

No carry out, No 
correction needed

Carry out, correction 
needed

1 0 1 0

0 0 1 1  0 0 0 1   0 1 1 1

+

Correct Binary output

Correct BCD output

Correction

Carry-in =0 
indicating X ≤ Y

0 0 1 1   0 0 0 1   1 1 0 1
Since final Carry out =0 

Invert to get correct binary 
ouput

 
Figure 5.12 Illustration of BCD Subtraction operarion when X ≤ Y 

 

From the examples 5.2 and 5.3, the post-correction is needed only when X >Y, and digit 

wise carry-out is ‘0’ or when X ≤ Y  and digit wise carry-out is ‘1’. In the proposed design, these 

conditions are incorporated in the post-correction stage [57].  

As seen in the examples 5.1, 5.2 and 5.3, the correction is carried out by adding (1010)2. 

The optimized implementation of the pre-correction block (which implements the +6 circuit) and 

the post correction block (which implements addition of (1010)2) is shown in Fig 5.13 (a) and (b) 

respectively. 
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 (a)    (b) 

Figure 5.13 (a) Pre-correction block (b) Post Correction block for BCD 

The control signal for the pre-correction circuit is given as 

Cnt1 = EOp. (Bin)’   

which indicates that the addition of (0110)2 is activated only for BCD addition operation.  

Similarly, the control signal for post correction block is given as 

Cnt2 = ((Carry-out + EOp) ⊕ C4). (Bin)’  
Where C4 = (C1x)’(C2x)’as shown in the figure 5.11 

which indicates the operation as BCD subtraction. It also takes into consideration both the 

cases of X >Y and X ≤ Y and also carry out at each digit stage [57]. 

5.3.4 A Modified Unified BCD/Binary Adder/Subtractor Architecture 

The proposed unified BCD/Binary adder/subtractor architecture including pre-correction 

and post-correction stage is shown in Fig. 5.14. The ‘Bin’ signal indicates whether the operation 

is binary or BCD. If Bin =1 indicates binary operation and Bin = 0 indicates BCD operation [57]. 
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Figure 5.14 Architecture of unified BCD and binary adder / subtractor 

The proposed architecture [57] eliminates the usage of complimentary stage unlike the 

Fischer’s approach [51] and also the comparator stage unlike the Humberto’s approach [53].  

5.4 Simulations and Results 

In this section, the proposed architecture is compared with Humberto architecture[53] but 

not with the architectures described in [47-52], as it is the only unified adder/subtractor 

architecture which supports 2’s complement signed, unsigned, signed magnitude operands. 

Since, the Humberto architecture was implemented on an FPGA, in this thesis, both the proposed 

and the Humberto architectures have been implemented on an ASIC for a fair comparison.  

The architectures have been structurally described using Verilog HDL and simulated using 

Cadence Incisive Unified Simulator (IUS) v6.1 covering all functional combinations. These 

architectures were mapped on to the TSMC 180nm technology typical library (operating 

conditions of 1.8 V, 25ºC), using Cadence RTL Compiler v7.1. Inputs were set to have a toggle 

rate of 50% and a frequency of 1GHz for calculating the dynamic power.  

Table 5.2  and Fig. 5.15 provide a comparison of Humberto architecture with the proposed 

architecture. Since, the proposed design does not require the comparator and complex pre-

computation stage, it results in a delay improvement of 13.6% and an area improvement of 14%. 
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The proposed approach can also be extended to higher operand lengths leading to efficient 

designs of unified BCD/Binary adder / subtractor architectures.  

Table 5.2: Results for a 32-bit Unified BCD/Binary Adder/Subtractor 

 Humberto [53] Proposed 
Delay (nS) 4.004 

(100%) 
3.460 

(86.4%) 
Power (mW) 14.5 

(100%) 
13.37 

(92.2%) 
Power-Delay (pJ) 58.06 

(100%) 
46.26 

(79.7%) 
Area (um2) 12068 

(100%) 
10498 
(87%) 

 

 

Figure 5.15 (a) 
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Figure 5.15 (b) 

 

Figure 5.15 (c)  
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Figure 5.15 (d) 

Figure 5.15 Comparision between proposed unified adder/subtractor with existing design in 
terms of (a) Area (b)Power (c) Delay (d) Power-Delay Product  

5.5 Conclusions 

In this chapter, efficient blocks for Binary and BCD arithmetic operations have been 

proposed. Also a unified BCD/Binary adder /subtractor which can handle both signed as well as 

unsigned numbers has been proposed and analyzed in detail. The results indicate that the 

proposed designs are efficient in terms of area, power and power- delay product when compared 

with those reported in literature.  
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6.1 Floating Point Adder/Subtractor 

6.1.1 Introduction 

 Floating point adder/subtractor units like fused floating point adder, triple path floating 

point adder, etc.., involve exponent comparison/subtraction, mantissa addition/subtraction and 

incrementing values while rounding, as basic operations. To realize these operations, efficient 

arithmetic units like comparators, adders, subtractors, incrementers are vital [1-6].   

6.1.2 Design of Floating Point Units- General Implementation 

 Efficient floating-point unit are important in the design of arithmetic circuits for 

processors such as DSPs. A floating point adder/subtractor mainly consists of four different 

sections in the critical path viz swapping, shifting, addition/subtraction and normalization [58-

61].  
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The operations in a typical 32-bit floating-point adder can be explained as follows: First 

the floating-point numbers are unpacked, i.e. sign bit, exponent and mantissa are isolated and the 

exponents are given as an input to a 8-bit comparator/subtractor. The mantissa with the smallest 

exponent is selected using a multiplexer and is right-shifted by a number of times equal to the 

difference of the exponents, making the exponents equal. The new mantissas are now added/ 

subtracted as per the control signal resulting in a difference that may be a positive or negative 

number. In case of a negative number, 2’s complement of the number is taken to get the final 

result. Then, if required, the result is normalized and rounded. The architecture of the adder is 

shown in Fig 6.1. 

Comparator/
Subtractor Swap

Mux

Shifter

LZA Add/Sub

Sub Normalization

MX MYEX EY

EZ MZ  
Figure 6.1 Architecture of a floating point adder/ subtractor 

A comparator is required for exponent’s comparison and these exponents are subtracted to 

initiate the operation of addition/subtraction. This can be taken care of by the 

comparator/subtractor block. Since these are the initial blocks which can’t be avoided in the 

critical path, an optimized design is needed which can reduce the delay and power of these 

blocks. 

Further, mantissas are added/subtracted according to a given operation by reusing an 

efficient adder/subtractor. Moreover a 2’s complement block is required to correct the result 

during the subtraction. Some designs have been developed to eliminate the need of 2’s 
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complement but that lead to circuit overhead. An efficient design which reduces the overheads is 

thus required.  

Efficient and unified blocks have been developed as a part of this work and presented in 

the following.  

6.1.3  Design of Efficient Binary Adder/Substractor 

As explained earlier in section 5.3, a 2’s complement block is required in adder/subtractor 

circuit for correcting the 2’s complement sum when difference is negative. This correction 

however increases the circuit delay by log N and dissipates energy [58-61]. A design 

methodology has been proposed and discussed in Chapter 5 Section 5.3, which eliminates the 

requirement of 2’s complement circuitry. In the proposed adder/subtractor this circuit is used to 

find out which of the operands is greater and the correspondingly a complement operation is 

carried out using the end around carry method. The binary adder/subtractor structure of the 

proposed design ,discussed in Chapter 5, section 5.3, is shown in  Fig 6.2.  

Prefix Carry Generation NetworkCarry-out
Eop

Sum computation using XOR
Eop

Invert

X

Y

Eop 1 0

S1Sn  
Figure 6.2 Implementation of Binary Adder/subtractor of Operands in signed magnitude form 
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6.1.3.1  Comparator for 32-bit floating point unit 

 A 32-bit single precision floating-point adder/subtractor unit requires an 8-bit comparator 

to check the exponents and an 8-bit subtractor to calculate the amount by which the mantissas are 

to be shifted. A subtractor can also be used as a comparator by analyzing the output Carry bit and 

hence extra comparator circuit is not required. But, if the difference of the subtractor is negative, 

a 2’s complement circuitry is required to correct the final result. A 2’s complement circuit 

requires an adder (or incrementer) to add ‘1’ to correct the result which incurs a log N delay in 

the critical path and also contributes to overall area and power [58-61]. To overcome this 

problem, the design explained in section 5.3 is used to design an 8-bit subtractor cum comparator 

that avoids using 2’s complement circuitry. This results in a significant improvement in critical 

path delay and also overall power and area. 

Other than adder and comparator, floating point adder unit has leading zero anticipator 

(LZA) and a normalization unit (which includes rounding off). Many optimized designs have 

been developed for realizing these units [59] and hence these optimized circuits are  used  in this 

work along with the proposed comparator and adder designs for realizing  an efficient floating 

point adder/subtractor unit.  

6.1.4 Results and Comparison 

 All the units have been  structurally described using Verilog HDL and simulated using 

Cadence Incisive Unified Simulator (IUS) v6.1 covering all functional combinations. These units 

were mapped on to the TSMC 180nm Technology typical library (operating conditions 1.8 V, 

25ºC), using Cadence RTL Compiler v7.1. Inputs were set to have a toggle rate of 50% and a 

frequency of 1GHz for calculating dynamic power.  

A complete 32-bit floating-point unit has been designed by integrating the designs 

presented in the previous chapters of this thesis. This proposed design [62] has been compared 

with the existing floating point units [58-61] and the results are given in Table 6.1.   

Table 6.1 A Comparison of Performance of Floating Point Adder Units 

 Area 
(um2) 

Power 
(mW) 

Delay 
(pS) 

Power-Delay Product 
(pJ) 

Existing Design 20073.2 
(100%) 

95437.249 
(100%) 

10560 
(100%) 

1007.81 
(100%) 

Proposed 
Design 

17759.102 
(88.47%) 

86070.872 
(90.19%) 

9823 
      (93.20%) 

845.47 
(83.89%) 
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Figure 6.3 (a) 

 

Figure 6.3 (b) 

 

Figure 6.3 (c) 

 

Figure 6.3 (d) 

Figure 6.3  A Comparision of the proposed  floating point adder unitd with the exiting  design in 
terms of (a) Area (b)Power (c) Delay (d) Power-Delay Product  
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6.2 Implementation of High Speed Multiplier  

It is clear from Fig 6.3 that the proposed design has an improvement of 6.98% in terms of 

delay and around 16.11% improvement in power-delay product when compared with the existing 

floating point adder designs [58-61]. 

The overall delay is reduced because of the elimination of overhead  related to 2’s 

complement circuitry (thus the logN component of delay) in the exponent comparison block, 

mantissa subtraction block and reduction of large fan-out signals in the mantissa addition block.  

6.2 Implementation of High Speed Multiplier  

6.2.1 Introduction 

A typical binary multiplier that multiplies two binary numbers is divided into three parts as 

shown in Fig 6.4. The first one is the partial product generation part . There are different methods 

for partial product generation i.e. Booths encoding scheme, AND gate logic, etc… These partial 

products are added in the second stage which is the partial product reduction tree. This stage can 

be realized by any one of the methodologies like using array structure of adders or compressors 

or counters. Finally in the third stage an adder is required to add the reduced partial products [1-

6]. 

Partial product
array (PPA)

Multiplicand (M)
Multiplier (N)

Double precision 
product
(P = M*N)

n

2n

n

Counter/Compressor

Adder  
Figure 6.4 General Multiplier Structure 

6.2.2 Design of Multipliers using Wallace and Dadda Algorithms 

Wallace and Dadda are the first among those who designed and explained the usage of 

special structures called compressors and counters for partial product reduction tree in 

multipliers [25-26, 63-64]. Figure 6.5 and 6.6 show the design of a 16x16 bit multiplier partial 
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6.2 Implementation of High Speed Multiplier  

product reduction tree using compressors and counters respectively. These counters/compressors 

can also be used for multi-operand addition   

 
    3    2    1     0    7    6    5     4    11   10    9    8    15  14   13   12    19  18   17   16    23  22   21   20    27  26   25   24    31  30   29   28

 
Figure 6.5 Wallace Algorithm for the design of a 16 bit Multiplier 
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Figure 6.6 Dadda Algorithm for the design of a 16 bit Multiplier 

Most of the multipliers consist of counters/compressors followed by a high speed adder. 

Critical path delay of multipliers thus includes not only counter/compressor delay in the partial 

product reduction tree but also adder delay in the final stage. Designing these units efficiently is 

the prime requirement for a high performance multiplier and therefore an ALU. A wide variety 

of parallel adders and counters/compressors exist in the literature and has been explained in 

detail in chapters 2 and 3. 

From the results of different compressors and counters that have been presented, it is clear 

that these units are efficient. However, counter based design have proved to be more delay 
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6.2 Implementation of High Speed Multiplier  

efficient when compared to compressor based designs [63-64] and hence the multiplier in this 

section has been designed and implemented using counters. Further, the new adder explained in 

Chapter 2, Section 2.3 is used as a fast prefix adder in the final stage of the multiplier.  

6.2.3 Simulation Results 

All the units were structurally described using Verilog HDL and simulated using Cadence 

Incisive Unified Simulator (IUS) v6.1 covering all functional combinations. These units were 

mapped on to the TSMC 180nm Technology typical library (operating conditions 1.8 V, 25ºC), 

using Cadence RTL Compiler v7.1. Inputs were set to have a toggle rate of 50% and a frequency 

of 1GHz for calculating dynamic power. 

Table 6.2, provides a comparison of existing and newly designed 32-bit multiplier. As the 

adder and counters used in this design are optimized in terms of power and delay, they result in 

improved performance of overall circuit. From Fig 6.7, it can be observed that there is a 

significant improvement in power-delay product (around 14.85% ) when compared to the exiting 

implementation.  

Table 6.2 Simulation Results of a 32-bit Multiplier 

 Area(um2) Power (mW) Delay(pS) Power-Delay Product 
(pJ) 

Existing Design 25771.33 
(100%) 

145.628 
(100%) 

11740 
(100%) 

1709.67 
(100%) 

Proposed 
Design 

   23461.61 
(91.04%) 

136.302 
(93.60%) 

10680 
(90.97%) 

1455.71 
(85.15%) 

 

 
Figure 6.7 (a) 
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Figure 6.7 (b) 

 

 
Figure 6.7 (c) 

 

 
Figure 6.7 (d) 

Figure 6.7 A Comparision of Exisitng 32-bit multipliers with the proposed design in terms of (a) 
Area (b)Power (c) Delay (d) Power-Delay Product  

6.3 Conclusions 

In this chapter, two widely used arithmetic blocks i.e., multiplier and floating point adder 

have been designed and their performance studied. Efficient basic functional units described in 

previous chapters have been used to implement these blocks. From the results obtained  it can be 

seen that the arithmetic units explained in the previous chapter not only  are efficient but also 

usage of these blocks results in performance  enhancement of  large functional arithmetic units.  
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7.1 Introduction 

Arithmetic and Logic Unit is of fundamental importance among all core units of any 

processor. Thus, optimization of ALU has been pursued for a long time. Arithmetic section of an 

ALU contains different blocks which perform different arithmetic functions like addition, 

subtraction, multiplication, incrementing, decrementing, etc... Hence, efficient design of these 

units is of prime importance to realize an efficient ALU.  

7.2 Arithmetic Units in a Processor Core 

 Figure 7.1 illustrates the block level micro-architecture of a processor core inside an  

AMD microprocessor [65-68].  IBM (PowerPC), INTEL (ATOM) and ARM (Cortex) cores also 

will have similar micro-architecture for the arithmetic units in their  respective processors. 

However, the main difference between IBM and other processor cores is that IBM supports 

decimal operations along with binary operations unlike other processors [69]. It can be noticed 

that the core has integer and floating point units wherein adder and multiplier play dominant 

roles [65-69]. 

 
 



7.3 Efficient Arithmetic Units for a Processor Core  
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Figure 7.1 Microarchitecture of an Arithmetic unit in an AMD Processor Core   

7.3 Efficient Arithmetic Units for a Processor Core 

Figure. 7.2 shows the micro-architecture of an arithmetic segment with the proposed units. 
The main features of this segment are: 

• Efficient adder circuit with modified sparse adder having less complexity in wiring  

• Efficient tree multiplier using novel counter and compressor circuits  

• A high speed INC/DEC unit 

• A BCD adder/subtractor which can perform BCD operations using binary 

Adder/Subtractor as its core 

• Binary floating point adder/subtractor unit 

Integer 
Multiplier

Floating Point
Adder/

Subtractor 

Muti Functional
 Block

Integer 
Binary/BCD

Adder/
Subtractor

Integer and Floating -Point Operations Queue

 Load/Store Queue

 Register File

 

Figure 7.2 Processor Core with modifided functional units   

A generic arithmetic segment of an ALU architecture is shown in Fig 7.3. This segment 

generally consists of a control unit, functional units and bus selection unit. The functional units 
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7.3 Efficient Arithmetic Units for a Processor Core  

are made up of different operational  units like a fixed-point operation unit, a floating point 

operation unit and a multiplier, etc… These units operational can be changed according to the 

application requirement.  

In this chapter,  efficient arithmetic units from  previous chapters are substituted in place  

of functional units of the generic arithmetic segment to study its overall performance. The fixed-

point adder/subtractor can perform both decimal and binary operations.  The instruction format 

for this segment is as follows.  

IN1 IN2 F1 F2 A=32-bit B=32-bit 

Floating Point 
Adder/Subtractor 

Fixed point 
Binary/BCD

Adder/
Substractor

Multi Functional  
Block

Integer
Multiplier 

IN1

IN2

A

B

Accum
ulator  R

egister  

32-bits

32-bits

F1

F2

Functional Units 

Multiplexer

Control Signals

  

Figure 7.3 A generic architecture of an ALU 

In the instruction format, the bits IN1, IN2, F1 and F2 indicate control bits and A and B are 

32 bit data inputs. The control unit decodes the instruction and generates control signals that 

decide the functionality of the arithmetic block. Table 7.1 shows the detailed list of operations 

that can be performed. IN1 and IN2 control bits define the broad functionality of the block like 

fixed point operation, floating point operation, multiplication and function specific operations 
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7.3 Efficient Arithmetic Units for a Processor Core  

whereas the control bits F1 and F2 select the specific functionality like addition, subtraction, 

etc… of the selected operation block. For example, if a fixed point addition needs to be executed 

(i.e., IN1 = 0, IN2 = 1, F1 = 0, F2 = 0), the decoder of the control unit selects only the fixed point 

operational block at the output multiplexer and F1, F2 bits select the addition operation.  

Table 7.1: Detailed list of operations 

IN1 IN2 F1 F2 OPERATION 
0 0 0 X FLOATING POINT  ADDITION 
0 0 1 X FLOATING POINT SUBSTRACTION 
0 1 0 0 FIXED POINT ADDITION 
0 1 0 1 FIXED POINT SUBSTRACTION 
0 1 1 0 FIXED POINT BCD ADDITION 
0 1 1 1 FIXED POINT BCD SUBSTRACTION 
1 0 0 0 INCREMENTER 
1 0 0 1 DECREMENTER 
1 0 1 0 PRIORITY ENCODER 
1 0 1 1 2’S COMPLIMENT 
1 1 X X MULTIPLICATION 

7.3.1 Simulation Results  

All the units were structurally described using Verilog HDL and simulated using Cadence 

Incisive Unified Simulator (IUS) v6.1 covering all functional combinations. These units were 

mapped on the TSMC 180nm Technology typical library (operating conditions 1.8 V, 25ºC), 

using Cadence RTL Compiler v7.1 and physical implementation is done by SOC encounter.  

In the architecture shown in Fig. 7.3., best existing arithmetic  units and those proposed 

units in this thesis were incorporated to compare the relative performance of the ALU. Table 7.2 

presents a comparison of in terms of different design parameters such as  area, delay, power 

power-delay, etc…   
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7.3 Efficient Arithmetic Units for a Processor Core  

Table 7.2  Results of simulation results of ALU blocks 

  

Area Power Delay Power-Delay 
(um2) (mW) (pS) Product  (pJ) 

Existing Proposed Existing Proposed Existing Proposed Existing Proposed 

Control 
Unit and 

Bus 
Selection 

Unit 
825 

(100%) 
825 

(100%) 
0.001 

(100%) 
0.001 

(100%) 
166 

(100%) 
166 

(100%) 
0.00017 
(100%) 

0.00017 
(100%) 

Floating 
point 

Adder/ 
Subtractor 

20073.2 
(100%) 

17759.1 
(88.47%) 

95.437 
(100%) 

86.07 
(90.12%) 

10560 
(100%) 

9823 
(93.20%) 

1007.81 
(100%) 

845.47 
(83.89%) 

Fixed point 
Binary/BCD 

Adder/ 
Subtractor 

12068 
(100%) 

10498 
(86.99%) 

14.5 
(100%) 

13.37 
(92.21%) 

4004 
(100%) 

3460 
(86.41%) 

58.06 
(100%) 

48.67 
(83.83%) 

Multi 
Functional 

Block 
1432 

(100%) 
1637 

(114.32%) 
0.619 

(100%) 
0.624 

(100.81%) 
3497 

(100%) 
2333 

(66.71%) 
2.17 

(100%) 
1.46 

(67.28%) 

Fixed Point 
Multiplier 

25771.3 
(100%) 

23461.6 
(91.04%) 

145.628 
(100%) 

136.302 
(93.60%) 

11740 
(100%) 

10680 
(90.97%) 

1709.67 
(100%) 

1455.71 
(85.15%) 

However , the multifunctional block with proposed units occupies  14% more area and 

results in a marginal increase in power consumption of about 0.8%. However, the same block 

performs well both in terms of delay and power-delay product.  

Thus it can be expected that the arithmetic and logic units incorporating the efficient 

functional units proposed in this thesis performs better than with the existing units resulting in an 

improvement of overall processor performance.   

It can be observed from the table that most of the blocks such as floating point 

adder/subtractor, fixed point Binary/BCD adder/subtractor and fixed point multiplier performs 

better compared to the corresponding functional units existing in the literature in terms of area, 

power, delay and power-delay products. 

Figure 7.4 shows the pie chart of the power contributed by the individual arithmetic units 

in the overall arithmetic section. From the pie chart, it can be observed that the multiplier is the 

highest power consumed unit in the section followed by floating point unit. As explained earlier, 

even for an addition operation, the multiplier and floating point units are active and contributes 

to the overall power, which can be handled by using power-gating technique in the ALU. 
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7.4 Power gating applied to the arithmetic units.  

 

 

Figure 7.4 Power contribution of different arithmetic blocks in ALU 

In this architecture, irrespective of the operation, all the blocks will be active and 

contribute to the total power. In order to address this issue and to reduce overall power 

consumption, any of the low power techniques like power-gating technique can be incorporated 

in the design.  In this work, this technique has been incorporated to understand its effect on over 

power consumption in the generic ALU. Power gating technique is briefly explained  below. 

7.4 Power gating applied to the arithmetic units. 

In arithmetic and data path circuits, the performance mainly depends upon the digital 

circuits. A prime requirement for a digital circuit is that it performs the function it is designed 

for. However, as the technology is scaling down to nanometer, there is a scaling of Vt along with 

Vdd to maintain traditional 30% delay reduction with technology. This results in different types 

of leakage currents due to which the measured response of fabricated circuit may deviates from 

the expected response [70]. Leakage currents can be broadly classified in to are dynamic and 

static leakage currents. Dynamic leakage occurs when the circuit is switching or operating (gate 

leakage) whereas static leakage  occurs when the circuit is in standby or in idle state (sub-

threshold). Some of the  well known leakage reduction techniques are (a) pre-determined input 

vector method (b) forced stacking (c) sleep transistor technique (power gating), (d) Multi-voltage 

scaling (e) dual-Vt design (g) clock gating, etc [70]. However, power gating has become one of 

the most widely used circuit design techniques for reducing of  leakage current.  
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7.4 Power gating applied to the arithmetic units.  

Power gating is a technique wherein circuit blocks that are not active are temporarily 

turned off to reduce the overall leakage power [70]. These units are typically power gated by 

header and footer transistors, when in one operational unit is computing these power gating 

transistors switches off other computational units. Generally, even when digital circuit is in idle 

state there will be a leakage current passing from the power source to ground resulting in leakage 

power. To reduce this power, the circuit should have connection to the power Supply (VDD) and 

ground (GND) only when they are active and cut-off when they are in idle state. This can be 

achieved by having a power switch cell like header and footer transistors, as illustrated below. 

Final Output 
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Combinational 
Circuit 

Input Signal

Combinational 
Circuit 

Input Signal
Combinational 

Circuit 
Input Signal

Sleep

Sleep

Sleep

Sleep

VDD

GND

VDD

Final Output 
Signal

Final Output 
Signal

GND
 

Figure 7.5 Power Gating Technique 

It can be seen from the figure 7.5 the circuit incorporating power gating technique is 

designed by adding a header transistor (PMOS) to the VDD and a footer transistor (NMOS) to 

the GND or only a header transistor to VDD or only a footer transistor to GND depending on the 

design specification. These header/footer transistors have two modes of operation ‘ON’ or ‘OFF’ 

depending on the “Sleep” Signal. When the ‘sleep’ signal is active, the circuit will be connect to 

the VDD and/or GND and works as a normal circuit, otherwise the circuit will be disconnected 

from the VDD and/or GND and thus doesn’t have a power source/ or path to ground thereby 

reducing the leakage power [70]. 

Figure 7.6 shows the architecture of arithmetic section of an ALU with power gating 

technique. The control unit, which controls the power gating transistors, is also shown in the 

figure. The power gating transistors act as switches to connect the main power supply VDD and 
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7.4 Power gating applied to the arithmetic units.  

ground VSS, with derived (or power switch nets) supplies like VDD1/VSS1, VDD2/VSS2, VDD3/VSS3 

and VDD4/VSS4 for fixed point operation, floating point operation, function specific block and 

multiplier respectively. The decoder of the control unit takes IN1 and IN2 bits as inputs and 

generates four control signals (I0, I1, I2, I3) for power gating logic that enables/disables different 

blocks in the segment. For example, if a fixed point addition need to be executed (i.e., IN1 = 0, 

IN2 = 1, F1 = 0, F2 = 0), the decoder of the control unit selects only fixed point operational 

block and helps in power gating the other blocks thus reducing the power consumption. The 

proposed arithmetic units are integrated in this architecture to realize an efficient arithmetic 

section of an ALU.  
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Figure 7.6 Arithmetic section of an ALU with power gating technique 
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7.5 Conclusions  

7.4.1 Simulation Results 

All the units were structurally described using Verilog HDL and simulated using Cadence 

Incisive Unified Simulator (IUS) v6.1 covering all functional combinations. These units were 

mapped on the TSMC 180nm Technology typical library (operating conditions 1.8 V, 25ºC), 

using Cadence RTL Compiler v7.1 and physical implementation is done by SOC encounter.  

Power gating technique is incorporated in the architecture to reduces the power consumed 

by the overall ALU. These power gating cells are available in the design library. For the current 

design, based upon delay requirements along with area optimization, different power gating cells 

have been inserted in the RTL compiler input file and validated. From the synthesis report, the 

(W/L) ratios of power gating header (PMOS) and footer (NMOS) transistors have been found to 

be  4u/0.18um and 1.8u/0.18um respectively for optimized delay and area. Vt was  0.32V ( 

approx.). The control unit with the help of select lines will enable respective arithmetic operation 

block and switching off other arithmetic operation blocks using power-gating transistors. Hence, 

the power consumed by the entire arithmetic unit is the power dissipated by the selected 

arithmetic operation block, control unit, power-gating unit and bus selection unit. From the table 

7.3 it can be seen that when the power gating unit is enabled and the floating point operation is 

performed, the leakage and dynamic power dissipated by other units are reduced which results in 

almost 60% reduction in power consumption when compared with the segment without power 

gating.  

Table 7.3 Simulation Results for ALU while performing floating-point addition operation  
Type Power (mW) 

Without Power-Gating 

Technique 
236.367 

With Power-Gating Technique 97.30 

7.5 Conclusions 

In this chapter, a segment of a processor core i.e., ALU has been designed using the 

arithmetic units proposed earlier and a detailed analysis has been carried out. Results indicate 

that this design results in a better performance in terms of area, delay and power when compared 

with those reported in literature. Further, incorporating power-gating technique has resulted in 

significant savings in power as is evident from the results.  
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8.1 Conclusions 

This thesis focused on optimizing arithmetic circuits which when used together lead to 

efficient realization of Arithmetic Unit of an ALU.  

The first contribution of the thesis was the development of efficient adder architectures that 

address the problems of high fan-out, delay and power consumption. These architectures while 

having a delay overhead have the advantage of relatively small fan-out and reduced energy 

consumption overall. Further, efficient counter/compressor blocks, that help in reducing the 

partial products in multipliers, have been designed resulting in efficient high speed parallel 

multipliers.  

The second contribution of the thesis is the design of a multi-functional INC/DEC/ 2’s 

complement/ priority encoder circuit which has been shown to be efficient in terms of speed of 

operation without resulting in extra power consumption. Since such a unit plays a major role in 

an ALU, its incorporation results in efficient arithmetic and logic units. 

The third contribution of the thesis is the design of a unified BCD/Binary  adder/subtractor 

that is efficient in terms of delay while consuming less energy when compared to similar existing 

designs. 

The fourth contribution of the thesis is the design of two widely used arithmetic blocks i.e., 

multiplier and floating point adder using the functional blocks mentioned above resulting in their 

efficient implementation.  

Finally, all the individual arithmetic units have been combined to realize the arithmetic part 

of an ALU resulting in an efficient design compared to those existing in literature.   

 
 



8.2 Future Work  

8.2 Future Work 

The arithmetic units designed and implemented in this work have mainly been targeted at 

90nm or 180nm technologies. It is well known, however, that the dynamic power dominates the 

overall power consumption at these technology nodes. With shrinking technology, where designs 

are being targeted at even 18nm, new challenges are being thrown up such as leakage power 

dominating the overall power consumption. Thus, it would be interesting to understand the 

performance of the designs proposed in this work at lower technology nodes. 
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