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ABSTRACT 

The safety improvements in the medical systems or devices, specifically non-invasive 

patient monitoring systems (PMS) and point-of-care (POC) devices of human health monitoring 

(HHMS) systems, are in great need to perform precise measurements of vital parameters with 

uninterrupted continuous monitoring for diagnosis of significant human health ailments. During 

critical or non-critical nursing times, frequent monitoring of short and long-duration measures of 

vital parameters (like ECG, EEG, Respiratory, SpO2, Blood-pressure, Temperature, etc.) and 

non-vital parameters (like Glucose levels, Hemoglobin, Urea in blood, etc.) will allow for better 

nursing and early detection of diseases like cardiovascular diseases, respiratory diseases, liver 

dysfunction, diabetes, renal diseases, and other psychological disorders. A non-invasive medical 

instrumentation system for accomplishing these tasks must meet several criteria like accuracy 

and precision of the measurement, reduction of false alarms, effective detection of faults, and 

fault tolerance to systemic or random failures with an uninterrupted performance during nursing 

times.  

Many research groups have made many efforts worldwide to make strategies and guidelines 

and standardize the procedures for medical systems based on safety design approaches to raise 

alerts for any deviance during non-invasive monitoring of health parameters. In addition, health 

monitoring instruments should be portable, low-cost, and reliable over time. Many modes of 

diagnosis and related instrument maintenance procedures satisfy these criteria. However, most of 

them are still in the improvement stage for developing resilient instruments for integrating with 

critical auto-robotic surgery instruments with minimal human intervention. 

Several approaches have been proposed, out of which safety-related design approaches like 

using 2oo2, 2oo3, 1oo2, etc., along with AI-based data analytics, have the advantage of meeting 

these rigorous demands in fundamental safety improvements of Medical Systems. Based on the 

safety-related design 2oo2 concept, a configurable system prototype of the cardiac health 

monitoring system (CHMS) is developed and evaluated to meet the set objectives, such as fault 
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detection effectiveness and fault tolerance with improved safety configurability. This 

configurable system uses various sensors to collect the bio-medical data in parallel. Primarily, 

three diverse sensors are used non-invasively in sensing the bio-signals in different forms like 

electric potential, light, and sound signals for computations. These diverse sensors are used to 

detect biomedical signals to obtain data from electrocardiogram (ECG), Photo-plethysmogram 

(PPG), and Phonocardiogram (PCG). Therefore, the accuracy of the vital estimates and the 

fundamental safety improvements were evaluated using this multimodal system with AI-based 

fault detection and predictive maintenance techniques.  

Traditional statistical and AI-based techniques have acquired authentic measurements of 

human health parameters from diverse signals received simultaneously from various sensing 

circuits like PPG/ECG/EEG. Secondly, these bio-signals are calibrated independently with 

known algorithms in diverse. Finally, these obtained parameters, along with the built-in-test 

(BIT) system for health signals, are processed with implemented safety functions, and the 

algorithms to generate the correct human health parameters and prognosticate abnormalities of 

human health 200 patients were available for instrument evaluation trials for HR parameter 

monitoring and tested after taking informed consent. A MATLAB-based CHMS tool is 

developed for configurable and then implemented on a field-programmable gate array (FPGA) to 

minimize the designed circuitry with improved resiliency of the instrument system. The CHMS 

has been configured to 2oo2 with the selected HR parameter to estimate the system's availability 

and health. The collected HR output was subjected to data analytics against individually 

collected data. We found a significant reduction in the generation of unimportant alarms and 

increased uninterruptable System availability by 45% to 55%, along with normal and abnormal 

artifact data. The measured normal artifacts are more than 99% accurate and are used for 

prognosis. The abnormal data is used for edge-AI-based analytics to infer the system's health for 

prescriptive maintenance. An experimental study has been carried out to effectively segregate 

normal and abnormal signals in 2oo2 and 2oo3 configurations. A detailed analysis is carried out 

in various sensor configurations as proposed. Similarly, in the 2oo3 configuration, we 

significantly improved the system's availability from 55% to 95% by eliminating spurious alarms 

with reduced downtime and improved accurate data vital parameters. 

Further, a reliability assessment is performed on CHMS on identified parameters, such as 

measuring Availability, Mean-time-between-failure (MTBF), Mean-time-to-failure (MTTF), 
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Repeatability and Reproducibility. The higher the MTBF number, the higher the product's 

reliability. Measured the MTBF, in terms of its recovery time when a failure does occur. The 

experimental assessments performed for the estimation of reliability improvements have been 

verified in comparison with the existing 1oo1 systems. Overall Availability of the system 

improved by 45% to 55% in the 2oo2 configuration, whereas 55% to 85% improved in -2oo3 

configured systems with respect to 1oo1 systems. The assessment of MTBF for the 2oo3 system 

is 28.40 min, and for the 2oo2 system is approx. 24.60 min is recorded. Thus, a significant 

improvement was noticed in reliability when compared to 1oo1 systems with MTBF of average 

approx. 13 min. The repeatability and reproducibility parameters are measured for the CHMS; in 

the 2oo2 configuration, the repeatability is assessed as 0.79, whereas for 2oo3, it is 0.1414, 

which shows very less variance in the system repeatability and reproducibility parameters. 

In this thesis, an attempt has been made to use safety-related architectures to build CHMS 

and evaluated with implemented functions like fault detection and identification logic, 

correlation coefficient-based safety function, and fault-tolerant safe degradation switching 

mechanism for accurate measurements. Furthermore, different correlative safe functions and 

reliability assessments were performed, such as system-level MTBF, MTTF, Availability, 

repeatability and reproducibility. Moreover, predictive or prescriptive maintenance methods have 

been adopted and evaluated to identify a safe design approach appropriate for measuring 

authentic data and improving system health. 
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Chapter 1. Introduction 

Engineering biomedical systems using sensing and computational elements to estimate accurate 

pathophysiological parameters is one of the most challenging and fundamental problems in 

medical science [1], [2], [3]. Therefore, engineering electronic medical systems requires 

following system engineering principles and continuous improvement in innovative design 

concepts for its implementation in medical systems resilience to overcome the systemic and 

random failures of the system and enhance the accurate measure of the pathophysiological 

parameters of human life beings. 

Advanced intelligent medical systems engineering for safety-critical medical applications 

requires several dependable features, such as the system's functional safety, availability, and 

reliability in signal processing algorithms [4]. Furthermore, advancements in high-performance 

electronics and sensors have become affordable and, thus, increased the usage of these intelligent 

medical systems in clinical environments, such as in intensive care units(ICU) or operating labs 

[5], by performing critical patient treatments like robotic surgeries & medication supervisory by 

continuous monitoring of the patient's health parameters[6], [7], [8], [9], [10], [11]. However, 

these smart, intelligent multimodal computational electronic system, along with system 

portability, come with a substantial increase in system complexity and brings in significant 

challenges like functional safety  [12], reliability of measurements[13], and Patient Safety[14], 

[15], [16]. Moreover, this type of safety-critical smart medical monitoring system is often subject 

to an insignificant number of failures with potentially catastrophic impacts on patients[17], [18], 

[19], [20]. 

Medical systems are divided broadly into in vivo and in vitro. This thesis focuses on 

vitro-based non-invasive patient monitoring medical (PMS) systems, where a measurement is 

performed outside the human body. Nowadays, medical practitioners and healthcare providers 

depend on medical monitoring systems to safely perform disease diagnoses in various situations 

and clinical environments. However, medical systems such as patient monitoring systems or 

Point-of-Care (POC) medical devices have become more portable and advanced and have 

increased in complexity[21]. As a result, their response to user inputs, environmental inputs, and 

component failures is not as predictable[22]. Therefore, a systematic approach to system safety is 
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essential to developing fault-tolerant multimodal safety-related medical systems successfully and 

cost-effectively. 

1.1 Human Health Monitoring Systems 

A human health monitoring system[HHMS] is a device or system that helps nursing staff or 

healthcare providers monitor the vital and non-vital physiological signals and parameters of the 

patient's health. These monitoring systems are used to observe and measure a patient's health 

parameters such as heart rate, respiratory rate, blood oxygen saturation, temperature, and many 

other parameters for a critically ill or diseased patient. Such accurate and instantaneous 

information helps make crucial decisions for effective patient care and better nursing. 

1.1.1 Importance of Human Health Monitoring Systems 

Human health monitoring systems or Point-of-care devices are central nowadays. It provides 

warning signs of early or dangerous deterioration of a patient's health so practitioners or nursing 

staff can make the required changes in their treatment based on the severity[23]. The real-time 

data support doctors in prioritizing their patients and providing urgent care to those who need the 

most danger, thereby saving valuable lives. 

Human health monitoring aims to have a quantitative assessment of the vital 

physiological variables of the patients during life-threatening periods of their biological organ 

functions. Moreover, it is required to know their actual value or trend of change for research and 

diagnostic purposes. 

1.1.2 Types of Healthcare Monitoring Systems 

Human healthcare monitoring systems are categorized broadly into two main types: patient 

monitoring systems or bedside patient monitoring systems and remote patient monitoring 

systems or point-of-care medical devices. 

1.1.2.1 Bedside patient monitoring systems(BPMS) 

Bedside patient monitoring systems can also be mentioned as hospital patient monitoring 

systems. These are used within hospitals to monitor patients' vitals and ICU settings. In addition, 

bedside patient monitoring systems are required for patients in the trauma and long-term patient 
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monitoring for all vital signs to prevent complications in post-surgery patients and ensure 

complete recovery[24][25][26][27]. 

1.1.2.2 Remote patient monitoring systems(RPMS) 

A remote patient monitoring system(RPMS) monitors patients outside the hospital environment, 

i.e., remotely[28]. It can also be called a home patient monitoring system. This system enables 

medical practitioners to monitor a patient's health remotely. The system provides seamless 

continuous data, which helps medical practitioners monitor real-time variations in a patient's 

health data from a distance and use it in planning for better nursing for the patient 

[29][30][31][32][33]. 

1.1.2.3 Point-of-Care Diagnostic Systems 

Point-of-care diagnostic devices[25] are portable devices used to obtain diagnostic results in a 

short duration at or near the patient's premises. The College of American Pathologists (CAP) 

describes these Point-of-care Test (POCT) devices as ‘testing that does not require permanent 

dedicated space and it refers to those analytical patient-testing activities provided within the 

institution, but performed outside the physical facilities of the clinical laboratories [240]. These 

gadgets are used in doctors' offices, hospitals, and patient's homes. These POC diagnostic 

devices provide quick feedback on many medical tests and are repetitive in short 

durations[34][35][36][37]. 

1.1.3 Safety aspects in Health Monitoring Systems 

Safety is one of the essential considerations while designing and developing next-generation 

medical systems[38][39], as these systems are becoming more complex. Ensuring patients and 

healthcare providers' safe usage of medical monitoring systems solutions is a significant 

challenge for system designers and manufacturers to avoid critical situations. However, there are 

many methods and approaches to addressing such challenges[12],[13], [14],[15] [16]. 

With recent advancements in information technology and the availability of information, 

System Design engineers new to the medical field are sometimes surprised to discover the 

lengths to which they must go before their medical devices can be considered safe for use. 

However, the product development life cycle (PDLC) generally takes five to ten times more 

effort to develop a safe device and comply with regulations than to develop a laboratory 
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prototype. Thus, a device can only be considered safe after undergoing extensive tests that prove 

its safety. So, the safety discussion starts by devising the proper evaluation tests that provide that 

proof. 

The principles of Safety engineering emphasize mainly three aspects that are particularly 

important in making electronic instrumentation[40][41][42] safe, which they can apply: 

1. Hardware: Medical hardware uses a functional safety approach where two 

independent failures are not allowed to harm the patient. 

2. Software: There are rules for designing software so that the chances of harm arising 

from bugs are acceptably low. 

3. User Interface: The design should employ usability rules that make the man-machine 

interface safe. 

However, a few aspects, like the usage of materials and equipment, make procedures follow, 

ensuring enough to guarantee that it is safe[43]. However, industry standards are critical and 

cannot cover all risks. So, the designers must make up the right design strategies[44][45] for the 

area's standards do not covered by conducting a comprehensive risk analysis[46][47].  

Developing safe medical devices deep down in design to identify risks and establish 

measures that give the confidence to say the risks are acceptable. First, designers must judge the 

severity level of potential harm and the probability that the harm occurs. Once developers have 

identified the unacceptable risks, their next step is to define safety measures to mitigate them. 

Fortunately, some standards guide safety. One of the primary medical-device safety standards is 

IEC 60601-1 – Medical electrical equipment – Part 1: General requirements for basic safety and 

essential performance[48]. 

1.1.3.1 Safety Aspect of Hardware 

One of the principles of IEC 60601-1 is that a medical device must be safe in the case of a single 

fault. It defines a single fault as a failure of a safety system. Thus, one facet of designing a safety 

device is to imagine how the first failure in a safety system could endanger the patient and then 

implement a safety system that still makes the device safe even in the event of a first failure [49] 

[50]. 
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Though medical devices must-have designs that prevent two independent hardware failures 

from harming a patient, elevator designs must be safe in the event of three independent failures. 

All in all, the possibility of multiple lost lives brings stiffer safety requirements. 

Another important safety factor is that the safety system has its reliability 

level[51][52][53]. A designer must establish what this level is. One approach to make safety 

systems reliable is to use two redundant safety systems or one system that is tested periodically 

to see if it is still functioning. The primary approach is to go through every device component 

and determine what happens if it fails. Each possible failure is acceptable if it is obvious, and an 

operator can stop operations before the device can harm someone[54][55]. So, the failures can be 

either systematic or random.  

1.1.3.1.1 Systematic failures 

Systematic type failures are built-in design flaws, such as: 

 Errors in the PCB layout, components used outside their specification, or 

unanticipated environmental conditions 

  All software bugs are systematic failures and not random software failures, but the 

effect of software failures might be random. 

 errors in the software specification and errors in the operating system or compiler 

A robust development process can prevent systemic problems in both hardware and 

software. 

1.1.3.1.2 Random failures 

Random type failures, such as: 

 Errors happen even though the design is correct and production is flawless. 

 Hardware failures cannot be predicted individually and can only be described 

statistically[56]. 

Thus, the general approach to controlling random errors is with redundant features by 

adding self-testing or a safety system that reacts in the event of a random failure. 

To improve the system reliance, the designers typically use redundancy and diversity as 

safety features[57]. Redundancy duplicates the same feature, while diversity uses two different 

methods to deliver the same function. Diversity protects against random hardware errors as well 

as against some systematic failures. Redundancy, on the other hand, protects only against 
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random hardware failures. One of the questions that designers must decide is how much 

protection they must build against random hardware failures. The solution depends on such 

factors as whether a first failure is a hazard and whether designers should assume there is a 

possibility of a second, third, or even more numerous failures.  

The main logic here is that hazards potentially able to kill multiple people at one strike 

demand more attention. The potential for harm will guide how many independent failures 

designers must consider in the device's lifetime. The potential for harm also determines the 

amount of redundant/diverse safety systems necessary. Normally, medical devices kill one 

person, so designers must consider a maximum of two independent failures. In general, designers 

must consider the possibility of ever-more unlikely events, the higher the risk of harm. 

The IEC 60601-1 standard specifies that a combination of two independent failures should 

not be life-threatening for electrical medical devices. This mandate expresses the concept of the 

single fault condition for medical devices. The principle is that a first failure should not cause a 

hazard. If the first failure is evident to the operator, the operator stops using it and has it repaired. 

If the first failure cannot be detected, the designers must assume that a second failure will arise 

sometime later. They must also arrange the design so a combination of the first and second 

failures will not cause a hazard. Unfortunately, the term "single-fault condition" can be 

misleading in the context of medical safety standards. It can suggest that designers only assume 

that the device experiences only one failure, which is incorrect. Usually, there is a period after 

the first failure where the combination of a first and second failure is not allowed to be a hazard. 

Here the designers, need to have an in-depth understanding of the parameters like Mean-Time-

Between-Failure (MTBF), Mean-Time-To-Failure (MTTF) and Mean-Time-To-Repair (MTTR) 

before going for a risk assessment on each fault condition[48]. 

The designers must understand the definition of a failure before assessing the parameters 

like MTBF. To address this ambiguity in failure understanding, one could argue that there are 

two basic definitions of failure[48]: 

1. The termination of the ability of the product as a whole to perform its required function. 

2. The termination of the ability of any individual component to perform its required 

function but not the termination of the ability of the product as a whole to perform. 

In reality, there are more than two definitions of failure; in fact, they are infinite, which 

depend on the type of product, manufacturers quality processes. In general, it is accepted that 



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

24 

 

electronic systems or components exhibit constant failure rates during their useful operating life. 

The "normal operating period" or “useful life period" is the stage at which a product or 

instrument system is in use, then the sources of failures at this stage could include undetectable 

defects, low design safety factors, higher random stress than expected, human factors, and 

natural failures. 

 Instrument reliability ensures that any instrument used for measuring desired parameters 

gives the same results every time in the same conditions and emphasizes the equipment's ability 

to function without failure. Reliability describes the ability of a system or component to function 

under stated conditions for a specified period of time. Reliability is closely related to availability, 

which has been typically described as the ability of a component or system to function at a 

specified moment or interval of time [135]. Thus, the higher the MTBF number, the higher the 

product's reliability. The below equation illustrates this relationship. 

                
    

       (1) 

Where        is a period of time in use  

 

MTTR, or mean time to repair (or recover), is the expected time to recover a system from a 

failure, this may include the time it takes to diagnose the problem. The below equation shows 

that MTTR impacts availability and not reliability. The longer the MTTR, the worse off a system 

is, and in simple terms, if it takes longer to recover a system from a failure, the system is going 

to have lower availability. So, as the MTBF goes up, availability goes up, and similarly, as the 

MTTR goes up, availability goes down. The below equation illustrates how both MTBF and 

MTTR impact the overall availability of a system. 

              
    

           
 

 

(2) 

 

A risk graph is spelled out in the IEC 61508 standard[58] and categorizes each fault 

condition with a specific safety integrity level or SIL[58][59]. A progressive procedure for 

analyzing each hardware failure could be identified as dangerous. Designers usually divide risk 

consequences into four categories: minor injury, serious injury, several deaths, and many deaths. 

They further subdivide risks according to the exposure time to the hazard and the possibility of 

avoiding the hazardous event. Finally, they categorize the probability of the unwanted 
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occurrence as very small, small, or relatively high. Designers often start the safety analysis with 

a functional diagram of the product. It is an appropriate starting point because it is possible to 

build a high degree of safety on the system architecture level [60][61]. Designers typically treat 

each function as a black box. They then try to determine whether a specific black box is safe or 

can be made safe by introducing safety systems. When they cannot determine a black box's 

safety, they open it and go deeper, perhaps down to the level of individual components.  

The US FDA maintains a market surveillance system that can give designers a heads-up on 

potential problem areas in medical devices[62]. The manufacturer must report the details to the 

FDA if any medical device fails. Alarms are raised if a specific device has a failure rate 

exceeding a certain threshold[63]. Thus, medical-device engineers can consult this database to 

see what kinds of failures similar devices are experiencing. Other countries have similar 

databases of medical device failures. However, their data tends to be less useful than the US 

because individual countries collect their information. There is no central repository yet for 

tabulating worldwide results. 

1.1.3.2 Safety Aspect of Software  

Software for medical devices [64][65][66] has its standard, IEC 62304. It specifies life-cycle 

requirements for medical software and software development within medical devices[67]. In 

addition, the standard spells out a risk-based decision model [68] and defines testing 

requirements [69]. 

The primary principle for verifying software is to describe the function it is supposed to 

perform, and then devise a test that verifies the software works as planned. The key lies in 

devising a specific test to identify all functions. Unfortunately, the medical device industry is not 

as advanced as it should be when implementing such procedures. In many cases, software 

descriptions tend to be ambiguous, which causes several harmful side effects, and a statistic that 

illustrates [70][71] why an accurate description of software functions is essential.  

Software-safety analysis frequently employs a so-called V-model analogous to the one 

widely used for visualizing the progression of system-development tasks. The V-model 

represents the principle that designers must clearly describe software tasks in several levels of 

detail[72]. In addition, tests must check that the software delivers its intended functions and 

identifies any bugs at every level. The software risk model defines three different levels of 
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safety. Level A software is harmless even if it fails. Level C software if fails, can injure or kill 

someone. If the software is neither A nor C, it is set to level B by default. Categorizing software 

into one of the three levels helps determine how much testing is appropriate. Level A software 

needs a system test. Level B tests must be detailed enough to check individual software modules. 

Moreover, as expected, most safety-system software in medical devices is at level C, which tests 

subsets of software code at the unit level. 

1.1.3.3 Safety Aspect of Human Interface  

It is no secret that operating appliances and instrumentation are getting more complicated. 

Moreover, complicated medical instrumentation is also prone to operator errors with potentially 

tragic consequences[73][74]. Complex instrumentation puts a demand on the operator's 

intellectual ability. However, users are not getting cleverer. Unfortunately, standards for human-

factor usability are not well-developed. For example, one such document is IEC 62366 Annexure 

D 1.4 [48]. It is weak because it only supplies general guidelines about the steps necessary to 

identify risks of usage problems. It requires designers to analyze how users interact with the 

device and implement risk-mitigating measures to avoid incorrect usage. It can be expensive for 

manufacturers to explore and use their equipment's ergonomics. One widely used technique is 

interviewing the users while they operate the device. The whole set of interactions gets recorded 

and analyzed. A typical finding in sessions like this is that only about 10% of instrument 

functions get used daily. The other 90% get used rarely or not at all. However, it is not unusual to 

find often-used features buried in complicated menu structures with a huge potential for 

accidentally making an error [74]. 

However, no standard requires an ergonomic analysis or user studies. Instead, these 

practices are recommended among firms with experience developing medical equipment. 

1.1.4 Common Problems and Challenges in the Design of Health Monitoring Systems 

The World Health Organization (WHO) considers the usage of continuous patient monitoring 

during surgical interventions as "extremely important" for patient safety[75][76][77]. In 

general [78], a human health monitor electronic instrument measures and displays the vital signs 

using various sensors. In addition, it enables care providers to take corrective action if a patient's 

vital signs deviate from their normal range[79]. Thus, these monitoring devices have gained 
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significant relevance in medical expertise by continuous evolution incorporating great 

automation and intelligence. 

In the design of such intelligent health monitoring systems, the broad common problems are: 

 Problem-1: Detection of a great variety of artifacts and interferences. 

The varied biological signals detection with appropriate sensory design elements and 

monitoring techniques [80] is always a problem, which commonly hampers the generation of 

valuable information and occasionally renders monitoring impossible. 

 Problem-2: Elements of hardware and software tools for signal filtering 

The quantity and nature of artifacts critically depend on the quality of the monitoring 

equipment, including hardware and software elements for signal filtering. 

 Problem-3: Automatic interpretation of the signal. 

The interpretation of the signal and measuring parameter depends on the algorithms and 

proves to be the most vulnerable in systematic and random failures. 

Although HHMS is a complex type of end equipment, there are challenges in the 

realization of patient monitors. Considering general design aspects, parameters such as power 

consumption, portability, patient safety, secure delivery of data, integration, reliability and a few 

main functional features are used to overcome the common cause failures(CCFs)[81] – such as 

generation of Alarms, processing of Artifacts, Software implementation, Selection of Hardware, 

consideration of  Human interface factors and System factors[82][83].  

An ideal health monitoring system should transfer the relevant patient monitoring 

information as efficiently as possible, prevent false positive alarms, and use technologies 

designed to improve the problems in patient monitoring. 

In this thesis, we have investigated and adopted safety-related design architecture usage in 

mitigating the reduction of systematic and random failures. Towards this aim, we developed the 

design concepts in prototyping the cardiac health monitoring system to address some of the 

above problems and challenges. We implemented these fault-tolerant design concepts of 2oo2 

and 2oo3 with safe processing mechanisms by interfacing multimodal sensory such as photo-

plethysmogram (PPG), Electrocardiogram (ECG), and Phonocardiogram (PCG). These CHMS 

experimental research studies were used to improve the effective segregation of authentic 

artifacts for prognostic health diagnostics and systemic error signals used in processing Artificial 

Intelligence(AI) based Predictive Maintenance (PdM) for the instrument.  
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Chapter 2. Research Background and Review of Literature 

The growing demand for Safe Medical Monitoring systems in the past couple of decades has 

increased tremendously [84][85][86]. Therefore, a detailed systematic study was conducted to 

understand the technological trends in the development of medical health monitoring systems 

and their inherent failures [87][88][89].  This research's vital emphasis is to improve system 

operational availability [90] by minimizing the failures using safety-related design architectures 

[91][92], performing Artificial Intelligence-based PdM[93][94][95], and making authentic 

artifacts for prognostic health diagnostics [96][97].  

2.1 Brief review of the history of Monitoring systems and their development 

2.1.1 Patient Monitoring System and its usage studies 

Health monitoring systems measure a patient's heart rate and rhythm, blood pressure, breathing 

rate, blood oxygen saturation, and many other essential and unimportant parameters. It is a 

common part of treatment for critically ill patients. Electronic monitors are frequently used to 

collect and display physiological data, and accuracy and immediate decision-making are crucial 

for effective patient care. The health monitors perform to collect continuous data efficiently by 

using non-invasive sensors from less seriously ill patients in various clinical environments such 

as hospital's medical-surgical units, labor, and delivery suites, nursing homes, or patient's own 

homes to detect unexpected life-threatening conditions or to record routine but required data.  

In general, patient monitoring watches warn against serious or life-threatening events in 

patients with critically ill or abnormal conditions. Patient monitoring systems are defined as 

"Continuous or repeated observations or measurements of the patient, physiological function, 

and the function of life support equipment, for supervisory management decisions, including 

when to make therapeutic interventions, and assessment of those interventions" [98]. A patient 

monitor may not only alert nursing staff about possible life-threatening events but also provide 

physiologic input data used to control the connected life-support devices or interfacing units 

directly. 

In the recent past decade, the use of computers has seen significant growth to assist 

healthcare providers in the collection of data, storage, and decision-making by interpretation of 

clinical data, along with alarming and alerting by making therapeutic recommendations[99]. In 
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the recent past, most clinical data were in the form of displaying vital information like Heart and 

respiratory rates. However, they include integrating data from bedside instruments and other 

sources outside the intensive-care unit. Nowadays, as systems have become advanced, the use of 

these systems not only with patients in ICUs but, in some situations, using these systems by 

patients at home. However, the general principles and usage techniques apply to other 

hospitalized patients.  

Patients who need physiological monitoring are broadly categorized into five types: 

1. Patients having irregular physiological regulatory systems, like drug overdose or anesthesia. 

2. Patients having a suspected life-threatening condition, like a heart attack or abnormalities. 

3. Patients at higher risk of developing a life-threatening condition post-surgery. 

4. Patients in a critical physiological state, for example, shock, trauma, or Hemorrhage.  

5. Mother and baby during the labor and delivery process. 

Healthcare for critically ill patients requires prompt and accurate decisions so that life-

protecting and life-saving treatment can be appropriately applied. Because of these requirements, 

the usage of these monitoring systems has become universal for the purposes mentioned below: 

 To collect physiological data frequently or continuously, such as Vital parameters 

 To communicate acquired data from data-producing systems to remote central locations.  

 To store the continuous data, organize the database, and report data. 

 To integrate and correlate information from multimodal data sources. 

 To provide advisories and clinical alerts based on data from multiple sources. 

 To work as a decision-making tool that health professionals may use in nursing. 

 To measure and assess the severity of illness for patient classification purposes. 

2.1.2 Monitoring Systems development brief history and challenges 

The earliest known detail for acquiring physiological data is during the end of the renaissance 

period [100]. In 1625, Santorio published his methods for measuring body temperature using a 

spirit thermometer and the pulse (Heart) rate timing with a pendulum[100]. The first known 

scientific report on pulse rate measurement in 1707 by Sir John Floyer was "Pulse-Watch" [100]. 

The first known scientific report published during the period 1852 on a course of fever for a 

patient was plotted by Ludwig Taube [100]. Later, with successive improvements in the clock 
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and the thermometer, the record of pulse rate, temperature, and respiratory rate became the 

standard vital signs for monitoring. 

The sphygmomanometer device (blood pressure cuff) was introduced in 1896 by Scipione 

Riva-Rocci, and arterial blood pressure is measured as the fourth vital sign[101]. Nikolai 

Korotkoff, a Russian physician, applied Riva-Rocci's cuff with a stethoscope developed by the 

French physician Rene Laennec to allow the auscultatory measurement of both systolic and 

diastolic arterial pressure [101]. In the early 1900s, Harvey Cushing, a preeminent US 

neurosurgeon, predicted the need for and later insisted on monitoring routine arterial blood 

pressure in the operation theatre [101]. Thus, in 1903, Cushing stated that vital sign 

measurements should be made routinely with accuracy, and from the 1920s, all four vital signs 

were recorded during patient nursing[102]. Wilheim Einthoven developed the string 

galvanometer in 1903 to measure the electrocardiogram [102]. He won the Nobel Prize in 

physiology for this work in 1924. Thus, ECG has become an essential vital test for acutely and 

chronically ill patients during treatments. Since then, continuous measurement of vital health 

parameters has become routine in monitoring all critically ill patients [103][104]. At the same 

time, advancements in monitoring have been made. One of the significant changes is bringing in 

computer-based monitoring by integrating various vital functions to monitor bio-signals using 

non-invasive sensors[102]. Since then, advancements in sensors and their integration of 

multisensory fusion data [103] in computation using advanced algorithms have made a prompt 

quantitative evaluation of measured physiological variables[104]. It became essential in 

decision-making as physicians applied new therapeutic interventions such as ventilators, 

cardiopulmonary bypass equipment, and electrolyte support. 

In recent past few decades, the trends in technology advanced in various areas of 

monitoring systems design, such as the usage of advanced microcomputers[105][106], 

semiconductors[107] [108], sensors, equipment & interfacing materials, data processing, storage 

or display or in communications. Due to these technological advancements, the systems have 

become complex and may impact [109][110] the following areas in the scope of continuous 

improvements for safe use. Such as: 

 Reduction of insignificant failures 

o Improvements in safe algorithms to trigger alarms for healthcare givers. 

o Effective fault detection algorithms 
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 Reduction of Hardware failures 

o Data acquisition mechanisms  

 Reduction of Software Failures  

o Improvements in signal and data processing algorithms 

o Improvements in decision making mechanisms for nursing staff 

 Availability and continuity of the System operation in need. 

o Improvements Fault-tolerant algorithms for safe usage 

2.2 Investigation of Heath Monitoring Instrumentation Failures  

2.2.1 Motivation to Study Failures in Medical Systems 

Computational Intelligence & Analytics Software with advanced electronics is expanding in 

engineering modern medical systems[111]. These smart technological advancements in systems 

increase complexity, and their usage in health care raises the question of how medical 

professionals, patients, developers, and regulators can be confident in the device's safety, 

reliability, and security[112]. Review [113] of the recent past decade of product 

recalls[114][115][116], reported [117][118] as of 2018, to the regulator, Food and Drug 

Administration (FDA) US, shows a significant rise of 126% increase in product recalls, where 

the majority of the common causes due to software (SW) faults and design-related 

faults[119][120][ 121][122].  

The software-related errors/faults [123][124][125][126][127] in medical equipment have 

caused people's deaths in the past, so the issue is not merely theoretical but requires a more in-

depth systemic analysis to mitigate the issues by identifying the root causes.  

Moreover, it motivates engineering the systems to be designed in more resilient systems 

[128] by focusing on safety to resolve failures by effectively performing the fault classification 

and detecting the actual faults [58].  

As shown in Figure 1, these faults are in two main categories derived from the common 

causes, such as  

1. Systematic failures like safety instrumented function(SIF) design errors, Hardware(HW) 

design errors, HW implementation errors, software errors, Modification/Updating Errors, 

Installation Errors, and  

2. Random hardware failures like Stress and Ageing. 
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Figure 1: Fault Classification of Common Causes and Failures. 

2.3 Investigation of Electronic Medical Systems and its failures 

Recent studies [118][129][130] indicated that most vital patient monitoring medical systems 

follow IEC 60601, related specific standards [131][132], and various design implementation 

techniques [133][134][135] for better safety. Moreover, it has been further reported 

[136][137][138][139] that there is a possibility to measure the same vital parameter by 

monitoring diverse biomedical signals using various sensors. However, all the mentioned studies 

have common limitations. Most of the related medical systems have been designed in 1oo1 

(One-out-of-one), i.e., one sensor measures one or more vital parameters but stops functionality 

and generates an alarm if any disturbance occurs as a safety [135]. 

2.3.1 Review and study of similar works in mitigation of common cause failures 

Various systems have recently been developed to mitigate the common cause of failures using 

various safety methods [140 – 167]. A detailed review was performed on these systems, which 

use safety-related architectures. An assessment of safety and the challenge of mitigating common 

cause failures can be identified in four industries: aircraft, chemical processing, rail 

transportation, and nuclear power plants(NPP). As demonstrated by concrete cases, the proper 

application of various safety-related architectures and diversity are described in [135][225] with 

guidance shown in Table 1, 

Safety Instrumented function(SIF) 

Design Error

Software Errors

Hardware Implementation Error

Human Interaction Error

Hardware Design Errors

Modification/Updating Errors

Installation Errors

Stress

Ageing

Main Common causes

Failure Categories

Systematic Failures

Random Hardware 

Failures
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Table 1: Comparison of safety usage in system areas to mitigate CCFs. 

System Areas Aviation Railway Chemical NPP 

Equipment X  X X 

Design   X X 

Function X X X X 

Human X X X X 

Signal  X X X 

Software X X X X 

 

Over the past few decades, researchers have also looked into different proposed solutions 

for system failures. For example, I.Tumer et al. [140] came up with a Functional Failure 

Identification and Propagation (FFIP) framework, which is a graphical evaluation tool that 

includes a functional system model, a configuration model, a behavior model, a system behavior 

simulator, and a function failure logic reasoner[141]. FFIP is based on combining hierarchical 

system models with behavioral simulation and qualitative reasoning. S.Hussain et al. [142] used 

the Fully Connected Cascade(FCC) Neural Network(NN) and proposed the Sensor Failure 

Detection, Identification, and Accommodation (SFDIA) Scheme. CL Lee et al. [143] proposed 

an improvement in the trip setpoint determination methodology that incorporates a design basis 

event and a beyond design basis event. Y.Li et al. [144] proposed a complementary dual-modular 

redundancy (CDMR) scheme to mitigate the effects of soft errors. However, it is a two-stage 

voting system implemented in CDMR. Y.Kimura et al. [145] provided a microprocessor-based 

system for processing redundant instrumentation signals with a complex trip function, including 

self-testing and fail-safe feature [146] in place of a conventional hardwired 2oo3 trip circuit. 

Abdali et al. [147] proposed a fault-tolerant three-tier architecture that supports data flow from 

body sensors to the cloud. The systems are wearable computers, mobile computing, and mobile 

cloud computing, which feature high possible fault tolerance due to the nature of their 

components. Various self-checking voting mechanisms in dual and TMR architecture 

schemes[148][149][150][151][152] were investigated to improve the functional safety of 

hardware and software. A detailed review is performed on methods [153] such as traditional 

methods like Failure Mode Effective Analysis (FMEA) [154][155], System(S)FMEA, 

Design(D)FMEA [156], Fault Failure Analysis [157], Decision Tree Analysis, 

Preliminary/System Hazard Analysis(PHA/SHA) and few fault-tolerant redundancy techniques 

[158][159]like Hot/Warm stand-by [160][161][162][163][164] and Cold stand-by 
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[165][166][167] usage. However, we noticed that there are limitations to environmental 

conditions, usage, and level of reaction to the failure [135]. 

In this present digital age, with advancements in technology, medical systems are evolving 

from analog to digital and simple to complex systems. Over the last decade, due to rapid growth 

in technology and innovations, the systems are shrinking in size. Therefore, much demand arises 

for new methods to mitigate the challenges to make the medical systems resilient & reliable 

along with safety improvements. In critical pre- & post-monitoring of the patients in ICU 

scenarios, if any abnormal condition occurs, a system should provide timely notification to 

operators, and performance should degrade gracefully rather than abruptly, especially in life-

sustaining medical systems. This level of capabilities for a reliable safety system requires mainly 

Availability & Reliability [168] of measurements in any given scenario [169][170][171]. It also 

needs reliable sensing with or without redundancy structures[172], system modes of 

operation[173] and real-time response, self-monitoring built-in test functions[174], well-

organized fault identification and isolation of faults with safe degraded function, a well-defined 

system negation mechanism for all types of errors, to generate the related alarms. Overall, the 

system should meet the guidelines set by standard IEC 61508 and IEC 60601(Medical devices) 

for the best practice of functional safety [175][176]. On Safety, the standard IEC 61508 specifies 

about functional safety of electrical/electronic/programmable electronic safety-related systems. It 

has defined four different safety integrity levels as a common measure with low and high modes 

for measuring risk reduction Table 2. An embedded electronic medical system is also a safety 

related electronic system, so the standard IEC 61508 can apply to these medical systems. An 

embedded electronic system can meet the requirements of safety-related systems by definition 

and follow the developing process to achieve the desired Safety Integrity Level. Thus, having 

this type of system requirements[177] will reduce false, faulty, or insignificant alarms and 

enhance the safety feature of the device for consistent vital sign measurements[178]. 

Table 2: Safety Integrity Levels. 

SIL Level Probability of Failure on Demand 

(PFD)avg (Low Demand) 

Probability of Failure per Hour 

(PFH) (High Demand) 

SIL.1 ≥ 10
-2 

to < 10
-1 

≥ 10
-6 

to < 10
-5

 

SIL.2 ≥ 10
-3 

to < 10
-2

 ≥ 10
-7 

to < 10
-6

 

SIL.3 ≥ 10
-4 

to < 10
-3

 ≥ 10
-8 

to < 10
-7

 

SIL.4 ≥ 10
-5 

to < 10
-4

 ≥ 10
-9 

to < 10
-8
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Furthermore, a detailed study and investigations are performed on various embedded 

platforms that use microprocessors(CPUs) or microcontrollers(MPUs). These advanced 

computing devices (CPUs/MPUs) range from 8-bit to 64-bit data processing capacity, which 

makes Single Board Computers (SBCs), System on Chip(SoC), and System-on-Modules(SoM) 

incorporating single or multiple processor cores used for various applications. These embedded 

hardware computing platforms, essential instrumentation, and appropriate software technology 

are suitable for medical systems and compatible with a wide range of medical applications 

[241][242].  

In addition to the previously mentioned medical systems in section 1.1, which measure and 

monitor vital parameters, various medical systems are also designed using embedded hardware 

and software technology. Table 3  presents a critical system that measures vitals and crucial 

organ functionality health [241][243][244].  

Table 3: Various embedded system applications in the medical field 

Key Categories in 

Medical Systems 

Few Medical Systems 

And its Application Examples 

Embedded Systems/platforms for 

research  

Invasive Systems Pacemakers, Defibrillators,  

Infusers for Drug Management 

Beagle board, Raspberry PI, along with 

instrumentation system. 

Non-Invasive Systems Mobile Patient Monitoring Systems, 

Surgical Robots,  

Therapeutic Nanomachines,  

Ventilators 

Medical Imaging Systems, 

Biotechnological Analyzers, 

Xray Systems 

High-end computing platforms with 

single/dual/quad cores of ARM cortex 

family with in-build GPU & co-

processors for multitasking from TI-

Sitara, NXP iMX.6D/6Q/8D/8Q families 

or Intel ES platforms like ATOM ES, for 

parallel processing with FPGAs, using 

CCD camera sensor systems, digital 

radiation scanners, and various 

instrumentation as per specifications. 

General Medical 

Systems 

Nurse Call Systems, Patient Queue 

Systems, Radiology Prompting 

Systems, Drug Expert Systems, Drug 

Administration, Therapy 

Management, Electronic Health 

Record, Electronic Patient Record. 

Intel Atom ES, Beagle board, Raspberry 

PI, along with instrumentation system, 

GPS, GSM, Node MCU, Arduino, 

mobile phones..etc. 

Point-of-Care devices Portable Diagnostic Systems,  

Body Scanners, Blood Gas 

Analyzers,  

Pulse Oximeters,  Glucose analyzers 

Arduino, Microchip PIC MCU, Atmel 

MCU, Beagle board, Raspberry PI, along 

with instrumentation system. 

The study shows that most embedded platforms are used for medical systems in 1oo1 high 

safety architecture, with all safety mechanisms incorporated into the systems in compliance with 

the IEC standards. However, implementation of fault-tolerant is cost-intensive and cumbersome 

to make compliance.  
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This study proposed an FPGA-based fault-tolerant safety-related design approach that uses 

strategies like 1oo2- (one-out-of-two), 2oo2- (two-out-of-two), 2oo3- (two-out-of-three), or 

MooN (M-out-of-N) logic for reliable sensing and computation of vital cardiac parameters like 

heart rate [26][179]. The design combines electrocardiogram, phonocardiogram, and 

photoplethysmogram sensors into a hybrid sensor for reliable sensing. These sensors are 

connected to each channel independently. A safe voting function uses Pearson's correlation 

coefficient method to compute the correlation coefficient 'r' between the heart-rate values 

measured from independent, diverse channels. The resultant coefficient 'r' is used by a fault-

tolerant de-gradable safe function & built-in test function for isolation of fault and enables a 

reliable heart-rate value for display at no-fault conditions. This safe function uses negation error 

codes to generate the related alarm for each significant detected fault and log the results. With 

Bland–Altman and correlative plots, the accuracy of heart rate measurements and the correlation 

between vital sign measurements from two channels are analyzed. The recorded failure detected 

signal & heart rate measurements at each channel output, along with results of safe function 

output, are analyzed for effective functioning of fault isolation and reduction of a single point of 

failure (SPOF). 

The current doctoral research project focuses primarily on reducing SPOF and fault alarms 

by using Safety-related architectures without redundancy and a fault-tolerant safe degraded 

algorithmic function for continuous and consistent vital sign measurements. This design 

approach contributes to the system's high availability with consistency in vital sign 

measurements. Availability of the system explains that both channels should detect a failure for 

the system to fail, or at least one channel functioning is enough to operate the system. It further 

explains how diverse sensors measure the same single cardiac vital sign parameter in parallel 

channels. The results are correlated with a safe voting function for consistent vital sign 

measurements. Thus, evaluating these results by additionally applying the pathological data 

helps obtain a state-of-the-art medical device for further research studies on monitoring various 

organs for early detection of various abnormalities. 

2.3.2 Areas of Safety Improvements in Medical Systems and their Necessity 

A detailed study performed on a broad spectrum of existing medical systems, from wearable 

diagnostic systems to complex surgical medical systems, identified a few areas for safety 



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

37 

 

improvements in line with the research challenges mentioned in the published reports 

[113][129][135][180].  

As shown in Figure 2, we focused our primary research on critical areas. We proposed a 

fault-tolerant safety-related design architecture for medical systems. We validated these 

configurable architectures [181] to achieve the desired objective, like the uninterruptible 

operation of the systems with reduced false alarms and reliable vital data, which is needed for 

good nursing. Thus providing this safety platform and utilized to explore the applicability of data 

analytics on the bio-medical signal data to get accurate vital data and predict the subject's health 

abnormalities. Similarly, data analytics on the end-of-life parameters of multimodal system 

electronics, sensors, and components provide system safety improvements by PdM instead of 

planned preventive maintenance(PPM)[182]. 

 

 

Figure 2: Areas of Safety improvements in Medical Systems. 

Furthermore, in our continuous study and investigations on similar works such as on the 

reduction of false alarms, improvement in operational up-time in the existing medical monitoring 

systems reveals that more than 80% to 90% are false alarms and estimated that only 85% to 

93.5% operational up-time [113][245][247][248][250]. In the recent past, a comparison study of 

new and old models of pulse oximetry during motion-resistant evaluations revealed that 71% to 

95% of alarms are false[246]. There are attempts made in various areas of medical systems, 

including clinical alarm management systems in ICU, using smart algorithms and techniques to 

reduce false alarms [247][249][251][252][253][256]. A POC device such as pulse oximeter built 

on the Arduino platform achieved a sensitivity of 99.29%, specificity of 95.31%, and accuracy of 

97.76% by using algorithms and features like hierarchical decision rules by combining with 

Facets of Fault tolerant Multimodal Health monitoring Systems

Portable Wearable Gadgets with Safety Fundamental Disease Prediction algorithms/
Data Analytics in Central Monitoring stations

Safety Critical Medical 
support Systems

Remote Health Monitoring Informatics

·  Materials 
· Signal processing 

Algorithms

· Communications
· Internet of Things(IOT)
· Data fusion methods

· Authentic Data
· Data Analytics
· Alarm mechanisms

· SoC solutions
· Parallel computations
· Uninterrupted availability

 Fault-tolerant safety design 
architectures

 Improvements in prognostic health 
diagnostics

 Improvements in uninterruptable 
availability of the system

 Preventive Predictive Maintenance of 
the system to enhance safety.
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simple features such as absolute amplitude and threshold crossing rate, and autocorrelation 

function and seen a reduction of false alarms by 95.31% [250]. Below, Table 4 presents the 

comparative study of existing commercial medical devices and the methods and techniques used 

for improving the identified parameters, such as “reduction of false alarms” and “increase of 

Operational time.” 

Table 4: Comparative study of existing medical devices safety improvement parameters  

Medical 

Devices 

Name 

Existing Commercial Devices  

[113][245-254] 

Commercial 

Device Names 

False 

Alarms  

% approx. 

Uptime 

/availability 

% approx. 

Improvement methods/techniques used 

for (“reduction of Alarms”) 

Patient 

Monitors 

Systems 

Phillips 

Spacelabs-

Medical 

GE 

 

Over all 

~90% 
80% to 93.5% 

--Average of defined parameter(~40%)  

-- Delay of ~19 Sec  and patient care & 

medication(~65%)  

-- Threshold adjustments (~95%) 

-- Multi-signal processing (~85%) 

-- Smart algorithms(~90%) 

-- Majority voting(72.5%). 

-- Neutral networks (92.5%) 

-- Bayesian technique(84.3%) 

-- Fuzzy logic (80.6%) 

Pulse 

Oximeters 

Nellcor 

Criticare 

Masimo 71% to 

95% 
~98% 

2.3.3 Research Problem Setting 

Biomedical Signals monitoring and diagnosis must be carefully checked so people do not get the 

incorrect medication. In addition, the parameters measured by the HHMS, specifically CHMS, 

measure heart rate (HR), blood pressure (BP), and other related vital parameters, need to be 

effectively diagnosed for illness and disease symptoms to do proper nursing. 

The patient's pre and post-operation health monitoring and diagnosis are particularly 

important for effective nursing. These diagnostic systems should present authentic health 

monitoring vital, non-vital uninterruptedly, and desired parameters, even if any disturbances 

occur during critical monitoring periods for a patient. In real-time, the systems should 

uninterruptedly present authentic vital health monitoring measurements. It involves specific 

challenges like systemic failures and random failures. These critical systems are known to 

replenish continuously, but the mechanisms involved are inadequate and largely unknown to 

mitigate these failures.  

Our main research problem addresses these challenges and improves fault identification 

and analysis mechanisms. The system should uninterruptedly present authentic vital health 
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monitoring measurements and improve the accurate predictability of the illness with pathological 

completeness. Thus, the vital sign measure is so important that it improves the predictability of 

various heart-related diseases(HD) or cardiovascular diseases(CVDs), such as Arrhythmia, Heart 

failure, Valve disease, coronary heart disease, peripheral heart disease, Aortic disease, congenital 

heart disease, deep vein thrombosis(DVT), etc.  For this, we preferred to investigate these human 

health monitoring systems by using safety-related design architectures and the generation of the 

next technologies to counteract such failures. So, they are used in designing and developing 

fault-tolerant systems with or without redundancy, running-time monitoring, and implementing 

fault diagnostic algorithms. 

The present available medical systems, specifically non-invasive HHMS and related POC 

medical systems used for diagnosis, may not be embedded with approaches like redundancy and 

fault-tolerant mechanisms, which may be due to cost and technological factors[183]. However, 

applying these approaches to this system improves authentic health monitoring and symptom 

diagnosis if the failures are mitigated. Further, applying correlation techniques to diagnostic data 

of the patient and system health data will provide relevant new insights towards pathological 

completeness in the identification of the patient's illness and the health of the electronic system.   

Thus, implementing a fault-tolerant safety-related design approach and studying the 

correlation of data inline to system health parameters will significantly improve our 

understanding of the fault-tolerant diagnosis of the patient's illness. Furthermore, using AI-based 

predictive maintenance (PdM) techniques in these monitoring systems further helps in the 

resiliency of the systems. It may open up a new avenue in sensor fusion technology 

advancements with AI. 

2.4 Research Objectives 

This doctoral research project evaluates the safety-related design architectures usage in specific 

CHMS or a general safety-critical patient monitoring system and low-cost POC medical devices.  

The research project's main objective is to investigate the implementation of safety-related 

design architectures like 2oo3 (two-out-of-three), 2oo2 (two-out-of-two), 1oo2 (One-out-of-two), 

and its related safe computational approaches based on the selection of monitoring vital 

parameters of human being. Furthermore, these collected data evaluations and their 

computational approaches apply to new areas in further advancing medical systems by using-in 
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methods & technologies like smart fusion sensors, machine learning, data analytics, artificial 

intelligence, and the internet of things (IoT)[184]. 

By sensing the subject, we intend to collect data from multimodal sensor fusion elements in 

a non-invasive mode. Furthermore, the biomedical signals collected from a specific organ like 

the Heart have been analyzed and diagnostic correlative computations have been performed in 

line with these safety-related approaches. Thus, these research studies help in the improvement 

of mechanisms by addressing the challenges and achieving the following objectives: 

 To evaluate the improvement in providing uninterrupted authentic vital data in the usage 

of a safety-related design approach in the design of HHMS. 

 To assess the improvement in reduction of undesirable spurious alarms for any single 

point failures in the usage of fault-tolerable safety-related architectures. 

 To evaluate the system’s components remaining useful life (RUL) period by performing 

predictive data analytics on the system component's usage life. This assessment provides 

PdM support to the system, which drastically improves the system's safety. 

The availability of diagnostic systems with functions like fault-tolerant, multimodal sensor 

fusion interfaces with portable or wearable devices is limited in present systems. 

In this thesis, we proposed to design and develop a portable and wearable medical 

monitoring system prototype using safety-related architecture. This system collects the data from 

three different sensors, such as ECG, PPG, and PCG, by detecting electric potential, light, and 

sound signals via non-invasive. 

As a strategy, we design three independent and diverse computing channels using ECG, 

PPG, and PCG sensors. A validated algorithm is used in each channel to measure the heart rate. 

In addition, correlative diagnostic algorithms and related procedures are developed to evaluate 

the implemented safety-related architectures. 

To predict the illness effectively, we decoded the multimodal data acquired by processing 

the various biomedical signals, and data analytics that were performed with correlative 

algorithms to unravel the illness. In addition, a smart wearable sensor-fusion suite was designed 

to efficiently capture data for investigating identified illness parameters, such as cardiac 

disorders. 

The ultimate objective is to provide a mechanism for human health monitoring systems 

using safety-related architectures to effectively improve prognosticating illness. These safety-
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related multimodal fault-tolerant studies need to combine with the pathological studies and help 

develop various gadgets, from point-of-care devices to safety-critical patient monitoring systems, 

with the aptness of usage in the monitoring of various organ's health. Additionally, this research-

platform supports further research in developing AI-based sensor fusion systems. These medical 

devices embedded with histopathological studies further help predict the illness more effectively. 

2.5 Scope of the present work 

This thesis aims to research the possibilities of providing aptness usage of Safety-related 

architectures in the design of Non-invasive human health monitoring systems and point-of-care 

Medical systems with fault-tolerable and portable multimodal sensors. It is done by mitigating 

the teething challenges, achieving the outline objectives mentioned in section-2.4, and providing 

a platform for further research scalability to improve predicting diseases at early stages.  

Used Correlation techniques like Karl Pearson’s coefficient of correlation method in 

realizing safe functions like fault detection and identification logic, correlation coefficient-based 

safety function, and fault-tolerant safe degradation switching mechanism for authentic vital 

measurements of a human being. These functions are used in safety-related design architectures 

like 2oo2 and 2oo3 for segregating the authentic vital data for prognostics. These outcomes are 

compared against 1oo1 architecture for improvements in the reduction of alarms and system 

availability and measured positive predictive values (PPV) and sensitivity (Se) on authentic data. 

Altogether, 200 patients were available for vital HR parameter measurements and system-

level evaluation in 2oo2 and 2oo3 configurations following application protocol. Using 

MATLAB software tool, developed GUI-based application software for configuring the CHMS 

system and capturing the measured sample data for further analytics. 

 Chapter 3 details the safety-related architectures 1oo1-, 1oo2-, 2oo2- and 2oo3- and 

describes their apt usage in developing the CHMS instrument prototype with three independent 

channels based on ECG, PPG and PCG. Explained the correlation method used in safe logic 

development, experimental set-up, and evaluation framework. An application protocol has been 

described and followed to capture the sample data and evaluated using a GUI-based CHMS 

configuration tool developed based on MATLAB software. Finally, an experimental case study 

has been presented by configuring the CHMS system in 2oo2 using two independent channels of 
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ECG & PCG and showcased the results with improvements in the reduction of spurious alarms 

significantly. 

Chapter 4 focuses on developing and optimizing a fault-tolerant human health monitoring 

system based on 2oo2 architecture using ECG and PPG channels to separate authentic data from 

system-level failures effectively. Further, it presented an evaluation framework and safety 

functions to accurately segregate normal and abnormal data on vital human health measurements 

for further prognostics. Functions such as AND-OR safety function, correlation-based safe 

function, and fuzzy entropy-based detection technique are used for the vital measured in terms of 

positive predictive values (PPV) and sensitivity (Se) on authentic data. 

Chapter 5 focused on improvement parameters like systems availability and developed an 

authentic measure of vital sign HR using a fault-tolerant design approach with safety analysis 

using 2oo2 architecture using independent channels ECG and PPG. Using the correlation 

technique, presented the safe degradation function, fault detection and fault-tolerant logic. 

Evaluated the 5-concepts in various diverse modes and presented a cause and effect analysis. 

Chapter 6 detailed the enhancements of safety analytics using an edge-AI-enabled triple 

module redundancy design approach using three independent channels, ECG, PPG, and PCG, to 

improve systems availability parameters. 

2.6 Contributions of this Thesis  

Until recently, most human health monitoring systems used 1oo1 design architecture due to its 

high safety. However, design compromises may enable it to creep into spurious failures, causing 

frequent alarms and reducing the system operability time. 

 Here, we attempted to use the apt use of Safety-related architectures in the design of Non-

invasive HHMS and POCT  systems with fault-tolerability. The main contributions of this part of 

the research are: 

 Architecture for segregation of human health parameters from system health 

parameters and finding authentic data for prognostic analysis. 

 Effective segregation of human health data into normal and abnormal patient data for 

prognostic analysis. 

 Improvement in system operability through 2oo2 and 2oo3 safety-related 

architectures. 
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2.7 Preparing for Tomorrow, Today  

Microcomputers and related developments have substantially improved the capacity of medical 

systems to produce and analyze physiological data needed in patient monitoring systems. 

However, there is still a need for improvement in using microcomputer-based portable devices in 

healthcare facilities or patients' homes. Many challenges, including false alarms, insignificant 

failures, etc., remain in the research of how microcomputer-based systems could mitigate the 

issues by successfully integrating, assessing, and simplifying the complex data needed in care for 

critically ill patients. 
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Chapter 3. Introduction to Fault-tolerant Architectures for Medical 

Designers 

3.1 Essentials of Biomedical Instrumentation System 

Biomedical engineering is the interaction of engineering and medical disciplines. This area of 

expertise supports the resolution of issues within living systems via the use of relevant 

knowledge and technology. This instrumentation system, for example, is used to diagnose, treat, 

and prevent human disease. Biological signals generated by the human body, such as electrical, 

optical, or acoustic signals, are also monitored by several in vitro medical systems. Concepts of 

electronics, safety mechanisms, and measurement techniques are needed to measure these 

biological signals and design a medical instrument. As the medical field is evolving, the area of 

biomedical engineering is expanding at a rapid pace.  

Technology advancements bring in the sophistication of electronic medical instruments, 

and presently the usage of computers is becoming increasingly crucial in biomedical 

systems/devices. These microprocessor-based medical instruments are to do various small or 

large tasks in a single or multi-purpose instrument with multimodal interfaces to the extensive 

computing power needed to process a large amount of information in a medical system. 

However, commonly, these devices have certain essential components and consider following 

certain vital factors when designing a medical measuring instrument. 

In general, any electronic medical instrument consists of the following functional essential parts: 

 Measurand: A physical quantity, and the instrumentation systems measure it. The 

human body is the source for this measurement, generating bio-signals. Example: body 

surface or blood pressure in the Heart. 

 Sensor / Transducer: The transducer converts one form of energy to another, usually 

electrical energy — for example, the piezoelectric signal, which converts mechanical 

vibrations into an electrical signal. The transducer produces a usable output depending on 

the measurement. The sensor senses the signal from the source and interfaces with the 

human. 

 Signal Conditioning Circuit: Signal conditioning circuits convert the transducer's output 

into an electrical analogue value. The instrument system sends this quantity to the display 
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or recording system. Generally, the signal conditioning process includes amplification, 

filtering, analog-to Digital, and Digital analog conversions. Apart from this, signal 

conditioning circuits compensate for the non-idealities of sensors. Signal conditioning 

improves the sensitivity of instruments. 

 Display: It visually represents the measured parameter or quantity—for example, a Chart 

recorder, Cathode Ray Oscilloscope (CRO). Sometimes, alarms are used to hear the 

audio signals. Example: Signals generated in Doppler Ultrasound Scanner used for Fetal 

Monitoring. 

 Data Storage and Transmission: Data storage is used to store data and can be used for 

future reference. In recent days, Electronic Health records have been utilized in hospitals. 

Data transmission is used in Telemetric systems, where data can be transmitted remotely 

from one location to another. 

Nowadays, in every electronic medical device/system, the essential components are built 

upon microprocessors, power supplies, enclosures, cables, indicators, displays, and alarms. 

Therefore, some of the critical factors that need to be considered when designing a medical 

measuring instrument include: 

 

 Patient safety considerations: Medical instruments must be physically connected to the 

patient. There is the possibility of an electric shock hazard in cases where there is electric 

or electronic equipment unless adequate measures have been taken to design the medical 

equipment to prevent such hazards. Therefore, all safety measures must be ensured 

during the operation of the medical instrument. 

 Transducer interface problems: All instrumentation systems are affected in some way 

by the presence of the measuring transducer. This problem may get compounded while 

measuring the living system, where the physical presence of the transducer may change 

the reading significantly. Besides, the presence of a transducer in one system can affect 

the response in other systems. Therefore, adequate care must be taken while designing a 

medical measuring system to ensure that the loading effect of the transducer is minimal 

on the source of the measured variable. 

 Measurement range: Generally, physiological signal measurement ranges are quite low 

compared to other parameters outside the medical field. The biomedical signals are 

https://biomedicalinstrumentationsystems.com/sources-of-biomedical-signals/
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usually very small in the microvolt range. Therefore, it is important to consider this when 

designing any medical instrument. 

 Frequency range: Most physiological signals are in the audio-frequency range or below. 

Also, many signals contain dc and very low-frequency components. 

 The high possibility of artifacts: An artifact is an undesirable signal extraneous to the 

physiological variable under measurement. It may come from electrical interference, 

cross-talk, or noise generated within the measurement system. Designers of biomedical 

instruments put in ways to remove/filter or avoid these artifacts. 

 Reliability: In life-saving instruments like defibrillators, failure to operate or provide the 

desired output can cause a potential life threat to the patient. Hence, biomedical 

equipment must be reliable, easy to operate and withstand physical stress like 

transportation within the hospital or in the ambulance and exposure to corrosive 

chemicals. 

 Safe levels of applied energy: Biomedical instruments require some form of energy to 

be applied to the living tissue, e.g., a CT scan requires X-rays (a form of electromagnetic 

wave energy). Scientific researchers have established safe levels of some of these 

energies; designers can use this information when designing medical equipment. 

Incorporating the above vital factors in the instrumenting system and product 

requirements like portability, compatibility, modularity, and scalability of the device for certain 

functions provides certain challenges to biomedical engineers to design and develop resilient 

systems.  

3.2 Basic Safety in Biomedical Electronic Instrumentation System 

The medical system's safety [185] and effectiveness play a vital role in healthcare. Recent 

technology advancements in electronic instrumentation use various measuring instruments to 

monitor and control a process. In this area of biomedical electronic instrumentation, 

improvements in system resilience always help us measure, record, compute and transmit data to 

or from the body for better nursing. Medical systems are essential to patient care, but if a 

defective or unsafe device enters general use, it can have severe consequences. 

Designing Safety-critical systems is a complex thing involving several fields. In 

designing a Medical Instrumentation system for safety, the designer plays a vital role in defining 

https://www.biomedicalinstrumentationsystems.com/3-sources-of-noise-in-biomedical-measurement-systems/
https://www.biomedicalinstrumentationsystems.com/3-sources-of-noise-in-biomedical-measurement-systems/
https://biomedicalinstrumentationsystems.com/cardiac-defibrillators/
https://biomedicalinstrumentationsystems.com/what-is-cat-scan/
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the needed functional requirements and the required safety level based on the involved 

complexity and the assessed risk[186][187]. The following are the important safety things a 

designer needs to consider[109]. However, some standards guide medical-device safety, such as 

IEC 60601-1 – Medical electrical equipment – Part 1: General requirements for basic safety and 

essential performance[188][189].  

 Device Discovery and Concept 

 Medical Device Regulations 

 Design Controls 

 Medical Device Testing 

 Risk Management 

 Quality Assurance 

3.3 Fault-Tolerant Safety-related Architectures 

The standards IEC 61508 and IEC 60601(Medical devices) have been referred for the best 

practice of functional safety and are now recognized worldwide. In the IEC 61508 standard, 

several architectures such as 1oo2-, 2oo2-, 1oo3-, and 2oo3- are introduced for safety-related 

systems. However, the selection of the architecture depends on application requirements such as 

safety, reliability, and availability levels. Here, some of the common architectures are 

investigated, and evaluate the proposed architectures for suitable for medical monitoring systems 

to address the mentioned challenges. 

1oo1(1-out-of-1): The system is based on a single-channel architecture, shown in Figure 3 

and Figure 4, and is typically designed for low-level safety applications. Most point-of-care 

health monitoring devices and low-cost patient monitoring systems are based on this principle.  

In this system, if any single failure occurs in the sensor or a device, the output represents a single 

switch showing wrong results, loss of the safety function, or a process that will dangerously shut 

down by raising the alarm. 

sensor
Input
circuit

Logic
Computation

Output 
circuit

Device

 

Figure 3: Basic system 1oo1(1-out-of-1) architecture. 

 

https://www.pannam.com/blog/guide-medical-device-design-and-development/#Discovery
https://www.pannam.com/blog/guide-medical-device-design-and-development/#Regulations
https://www.pannam.com/blog/guide-medical-device-design-and-development/#DesignControls
https://www.pannam.com/blog/guide-medical-device-design-and-development/#Testing
https://www.pannam.com/blog/guide-medical-device-design-and-development/#RiskManagement
https://www.pannam.com/blog/guide-medical-device-design-and-development/#QualityAssurance
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Figure 4: 1oo1-with self-checking pair safety architecture. 

1oo2(1-out-of-2): The architecture 1oo2- has two outputs (based on two 1oo1 channels) 

connected in series, as shown in Figure 5. Thus, the system improves the performance of the 

safety integrity of the system since any single contact is required to shut down the process by 

raising the alarm. However, the disadvantage is that it increases twice the potential for nuisance 

failures. Thus, neither 1oo1- nor 1oo2- architectures can reduce the potential failures or alarms. 

However, self-diagnosis and switching the mechanism to 1oo1 can be explored.  
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Figure 5: 1oo2 (1-out-of-2) basic safety architecture. 

2oo2(2-out-of-2): The 2oo2- has two outputs (based on two 1oo1- channels) connected in 

parallel, as shown in Figure 6 and Figure 7. The advantage is that if the system goes for a 

dangerous shutdown, both channels should fail to raise the alarm. Else if any single channel is 

functionally operational, the system operates normally. Thus, this system can reduce potential 

failures or alarms by implementing additional safety measures like diverse sensors and diverse 

algorithms for computations in each channel. 
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Figure 6: 2oo2 (2-out-of-2) safety basic architecture. 
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Figure 7: 2oo2(2-out-of-2) with dual self-checking pair safety architecture. 

2oo3(2-out-of-3) or Triple Module Redundancy (TMR): The 2oo3-based system has three 

channels with three outputs connected to a complex output voting circuit, as shown in Figure 8. 

The system advantage is that if the system goes for a dangerous shutdown, any two channels 

should fail to raise the alarm, i.e., The system continuously operates even when any single 

channel dangerously fails. These 2oo3 systems (TMR) or, similarly, 2oo4- quadruple modular 

redundancy(QMR) are usually used in fault-tolerant applications, where the system must 

continue functioning despite a failure—most often in life-support medical devices. Thus, these 

systems can reduce potential failures or alarms by implementing additional safety measures like 

diverse sensors and diverse algorithms for computations in each channel. 
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Figure 8: 2oo3 (2-out-of-3) basic safety architecture. 

Referring to [135] and based on the above investigations, the 1oo2-, 2oo2-, and 2oo3- 

architectures are suitable due to safe and high availability with diverse redundancy. The 

possibility of fault-tolerance and system functional operation continuity can be achieved using a 

safe system degradation mechanism with proper log data analytics. These architectures can be 

configured based on medical systems' health parameter monitoring. 
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3.4 Types of Bio-Medical Signals and their Multimodal Analysis 

The signals that are obtained from the human body during the investigation and used as primary 

sources of information for investigating the body site under test are called biomedical signals. 

The process of extracting the information from the biomedical signals is as simple as sensing a 

person's pulse on the wrist or as complex as analyzing the structure of internal soft tissues by an 

ultrasound scanner. Biomedical signals originate from different types of sources. 

3.4.1 Bio-electric signals: 

Nerve and muscle cells produce these signals owing to the potential difference induced 

by ion transfer between cells. The resultant potential difference is measured using the appropriate 

electrodes. In addition, many cell interactions inside the body generate these signals. ECG and 

EEG (Electroencephalography) signals are the most common examples of bio-electric signals. 

3.4.2 Bio-acoustic signals: 

These signals originate from physiological vibrations such as heartbeat inflation and 

deflation of the thoracic cavity, peristalsis in the intestine, etc. It provides information about 

underlying biological phenomena. Examples of such signals are the flow of blood in the heart, 

through the heart valves, and airflow through the upper and lower airways and in the lungs, 

which generate typical acoustic signals. 

3.4.3 Bio-mechanical signals: 

These signals originate from some mechanical functions of the biological system. These 

include motion and displacement signals, pressure, and flow signals. 

3.4.4 Bio-optic signals: 

These signals are generated because of optical functions of the body, occurring either 

naturally or induced by the measurement process. A typical example is the pulse oximetry signal 

obtained from infrared optodes. Here, the measurement process involves measuring transmitted 

or backscattered light from tissue at different wavelengths. 
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3.5 Safety-related fault-tolerant design conceptualization 

The proposed safe computation and fault detection approach is based on a composite fail-safety 

principle with 1oo2-, 2oo2-, or 2oo3 architecture. The design architecture comprises three micro 

processing devices (Device A, Device B, and Device C). Critical safety functions are partitioned 

and performed by three devices (A, B, and C) with diversity. A fourth device (O) is responsible 

for safety-related functions. Due to the modularity of this system design approach, the system's 

architecture is configurable based on the feasibility and importance of the desired parameter to 

be monitored. Thus, an advantage of concurrent multi-signal, multi-parameter, independent 

processing, and possibilities of effective correlative analysis of the values can be explored by 

using this system.  Based on the system configuration, such as 2oo3, the three devices (A, B & 

C) cross-check using interconnection links. Along with the fourth device (O), they perform built-

in tests and negation operations as per the defined safe state for each fault detection. 

In this system design, functional faults have been attempted to be detected. At each fault 

detection, a defined safe state generates an alarm, and a negation operation is performed, i.e., a 

code or a known defined value needs to be generated and recorded for the defined fault/error. 

This fault/negation value indicates the type of fault/failure. 
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Figure 9: 2oo2(2-out-of-2) Architecture design for HHMS. 

The system uses independent device units A, B, C and O with stand-alone diverse 

computations, and the implemented logic is programmed into each FPGA device, respectively. 

Thus, the composite fail-safety principle requires an agreement between the three devices, A, B, 

and C. The feedback loop of failure detection and appropriate execution of negation operation 
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ensures the fail-safe operations of the system to the incidence of data errors and their 

effectiveness in reducing the false alarms and ensures the system toward resiliency. 

The proposed conceptual design architectures 2oo2- and 2oo3- are shown in Figure 9 and 

Figure 10.  
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Figure 10: 2oo3(2-out-of-3) Architecture design for HHMS. 

3.5.1 Experimental Set-up and Evaluation Framework 

3.5.1.1 Experimental Set-up 

The experiment was carried out in steps. 

· Configuration of the CHMS using GUI 

· Preparation of the subject for Experiment 

· Sensors placement on a wearable-suite 

· Simulation Experiment and Evaluation 

· Clinical Experiment 

 

A MATLAB tool-based GUI is developed for configuring the CHMS, as shown in Figure 

11. The tool provides: 1. CHMS control panel – which provides options for real-time algorithm 

model development and evaluation, setting simulation mode and options for analysis; 2. Basic 

patient information, 3. Device configuration panel, 4. Sensor selection for correlation, 5. 
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Parameter selection, 6. Safety architecture selection, 7. Diagnosis artifact selection, 8. Signal 

capture controls, 9. Raw signal to Processed signal capture, 10. Duration record, 11. Report 

generation. 

 

Figure 11: MATLAB-based GUI tool for system configuration and Data sample collection. 

Multimodal sensors are placed on a wearable suite and worn by the subject, as shown in 

Figure 12, connected to the portable monitoring device prototype. 

 

(a) (b)  
Figure 12: (a) Experimental set-up and (b) CHMS - PPG, PCG & ECG Sensors placement. 
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3.5.1.2 Application protocol 

The system has been validated using data collected from 5 subjects of different age groups 

following the Declaration of Helsinki. The subjects, aged 15 to 55 years, were available for 

measurement and testing after obtaining informed consent, of which fifty+ used data from 

normal healthy patients. 

Recommendations before taking measurements: 

The advice is much like blood pressure measurement (BP). Most physical or 

psychological factors can influence the assessment of heart rate. We have mainly adhered to the 

following:  

1. Heart rate can be affected by exercise, alcohol, nicotine, and coffee. These should be 

avoided for 24 hours before the measurement.  

2. The subjects should preferably sit on a chair, not cross their legs, have a comfortable 

room temperature, and be noiseless before the measurement.  

3. The subject should not speak during the measurement, and at least 5 minutes should 

elapse before the first measurement.  

4. Hemodynamic variables must be determined before the heart rate is measured in 

patients being evaluated for hypertension or heart disease.  

5. Avoid measurement in patients receiving pharmacologic therapy. The physician should 

know that many cardiovascular medications can decrease or increase heart rate. 

The CHMS is configured via GUI by activating the ECG and PCG sensors in 2oo2 mode, 

and the measured heart rate values are recorded over 1 hour for each subject. The recordings 

were analyzed qualitatively in real-time by the CHMS GUI tool. According to [222], the 

calculated trigger levels for HRmax (MaxHR), HRmin (MinHR), Targeted HR (THR)-Upper 

limit & Lower limit levels and Adjustable (ADJ), Upper limit (UL) & lower limits (LL) is set to 

5% & 10% for the defined criticality to generate the alarms. The safe logic implementation 

performs data correlation, generates an alarm for the deviation at 'rAB < 0.5', and independently 

evaluates each channel's faults. The authentic data with no faults in each channel is released for 

output. With 2oo2 logic, the alarm is activated without displaying the data if there are faults in 

both channels. However, if a fault is detected only in one channel, the system reverts to the safe 

1oo1 channel and continues to operate without interruption to record the data set. This way, the 

alarm and data calculation values are generated and recorded. These resulting values are 
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displayed for each channel, ECG-1oo1 & PCG-1oo1, along with 2oo2 resulting operating modes 

for examinations.  

3.6 Methodology 

The experimental activities of this research project are divided into mainly three main parts: 

· The first part is dedicated to evaluating the aptness to use safety-related architectures in 

medical systems to measure basic vital parameters and identify suitable sensors for 

sensing biomedical signals like sensing thru electric potential, sound, and light. 

· The second part is dedicated to the design and realization of three-independent channels 

with sensor and FPGA-based research prototypes for experimental studies. 

· The final part is dedicated to the calibration of the research platform (sensor, configurable 

safety architectures, and FPGA circuits) by performing lab and field trials in evaluating 

the vital parameters like heart rate in addressing the mentioned challenges such as 

reduction of fault alarms, algorithm limitations, and uninterruptable functionality with 

safe degradation. 

3.7 Fault-tolerant System Prototyping and Experimental Analysis 

3.7.1 System Overview 

The system is designed in a modular approach, and each device unit consists of a Field 

Programmable Gate Array(FPGA) and an analog front-end(AFE) device. The flexibility in this 

approach is used to configure the device in any of the proposed safety architectures for safe, 

functional computations in diverse methods. 

A system block diagram in  

 

Figure 13 has three independent, diverse channels of Device-A, -B & -C, and voting logic 

output in Device-O. The system operates at 100 MHz, and each channel processes a single data 

type of multi-input signal. For example, an ECG signal is based on electrical sensing data type, a 

PPG signal is based on optical sensing data type, and a PCG signal is based on sound wave 

sensing data type. Each device -A, -B &-C has an FPGA XC6SLX45 and an analog front-

end(AFE), and device – O uses an FPGA having a controller with 16MB flash memory and 
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64MB dynamic RAM that processes the voting logic and interacts with GUI. The CHMS GUI is 

a front-end software tool developed in MATLAB, which controls and interacts with the system 

via a high-speed serial interface. The CHMS GUI is a multipurpose tool operated from a PC and 

can be utilized for real-time analysis of the received sensor sample data from three different 

channels. 
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Figure 13: HHMS -System Block Diagram. 

3.7.2 Device A– ECG signal computation channel design (ECG System) 

Overview: Device -A is an independent ECG signal processing channel. This device consists of a 

Sensor, AFE, and FPGA module.  

EPIC Sensor: Using a capacitive sensing technique, the present system uses an electric 

potential integrated circuit (EPIC) sensor chip, a non-contact or dry contact sensor, to sense the 

electro potentials on the skin's surface. This advanced sensor chip acts as a near-perfect electro-

voltmeter. It eliminates the effects on the subject or patient, shaving the hair on the skin, using 

gels, and other contact-enhancing substances. It is a perfect suitable sensor for this type of 

portable/wearable CHMS application measuring the ECG since there is no need for potentially 

dangerous low impedance circuits across the heart. The availability of sensor resolution is as 

good as or better than conventional wet electrodes. 
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Figure 14: (a) EPIC Sensor, Courtesy of photo from Plessey Semiconductor sensor datasheet, 

and (b) Internal sensor schematic. 

 

A single EPIC sensor, when placed on or near the patient, an ECG signal can be 

recovered and is capable of monitoring continuous ECG as well as making more exacting 

clinical diagnostic measurements. An array of EPIC sensors, placed on the chest in a traditional 

12-lead configuration position, can recreate the signal resolution as good as or better than the one 

achieved using traditional electrodes. These EPIC sensors can diagnose various heart diseases, 

measured and interpreted through ECG recordings. 

Two EPIC sensors are used, and the outputs are connected to the pins of ADS1298R chip 

1NN & 1NP in differential, i.e., connected to ADC channel-1. In contrast, the chip is configured 

in a differential mode of operation.  

 
(a) 

 

(a) (b)
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(b) 

Figure 15: (a) Circuit Schematic ADS1298R of Device-A (Ref. TI) and (b) SPI Protocol for data 

sample reading. 

 

Analog Front-End(AFE): The device uses an analog front-end AFE1298R chip from 

Texas Instruments, and it can be used to acquire biopotentials such as 12-lead ECG signals or 

EEG signals. The chip has low-power eight-channel, 24-bit-delta-sigma (ΔΣ) analog-to-digital 

converters (ADCs) with built-in programmable gain low noise amplifiers(PGAs) with 

simultaneous sampling functionality. 

The device is configured to obtain 1000 Samples per second (SPS) and is interfaced with 

two electric potential integrated circuit (EPIC) sensors in differential mode. First, FPGA 

configures the AFE device via the SPI interface in reading Data Continuous (RDATAC) mode. It 

reads data continuously in an 8-bit burst cycle, such that all 216 bits per device (24 status bits + 

24 bits per channel) X 8 channels). Next, an FPGA reads an additional second AFE device 

interface in daisy chain configuration for an additional 4-channels via SPI interface. A 

highlighted schematic and SPI data timings are shown in Figure 14 and Figure 15. 

ECG Data Pre-Processing using FPGA: An FPGA is used to perform the desired 

computation of measuring the heart rate by detecting R-peaks in real-time from the received 

ECG data collected from a subject or a patient.    

On power-up, the GUI configures the FPGA for the desired functions to perform. The 

designed FPGA consists of an ECG controller, SPI controller, and ECG function-specific IP 

cores, as shown in Figure 16. Once configured by the GUI, the ECG controller coordinates by 

configuring the AFE ADS1298R, and they start reading the ECG data via SPI. Then, based on 

the desired function set by GUI, the ECG controller uses a specific function IP core. Finally, this 

algorithm is enabled in the ECG processing Engine (EPE) and sends the measured values to 

Device –O for safe correlation logic. 
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Figure 16: ECG-FPGA for function computation. 

This proposed system performs an R- peak detection function computation on every 1000 

samples per second (SPS). First, the sampled ECG data is continuously received for a defined 

period, configured via GUI. Then, the detected R-peak count values are processed to measure the 

heart rate, and this parametric data is correlated using a safe function in Device –O. 

R- Peaks detection: Detection of the QRS complex is essential to detect the R-peaks. The 

algorithm in [208] has successfully detected QRS with an accuracy of 99.5% using single-

channel ECG with entropy criteria. This algorithm is implemented in the present work for heart 

rate measurement.  

3.7.3 Device B– PPG signal computation channel design (PPG System) 

Overview: Device -B provides an independent channel to process the photo-plethysmogram 

(PPG) signals. This device consists of a Sensor (LED and Opto-detector), AFE, and FPGA 

module.  

PPG sensor and detector: PPG is an optically obtained volumetric measurement of an 

organ. In principle, PPG is measured by illuminating the skin and subcutaneous tissue with 

radiation of a specific wavelength. This radiation will come from a light-emitting diode (LED).  

When illuminated at a patient's measuring point, the capillaries under the skin absorb, transmit, 

or reflect the light. Depending on where it is in relation to the LED, a photodiode can sense 

either the light being sent through or the light being sent back. The photodiode then converts the 

measured light into an electrical signal. 

In this system, we used two LED sources of specific light wavelengths-- red, 660 nm, and 

infrared, 940 nm. For the photodetector, we used OP101 IC to detect the transmitted light.  

Analog Front-End (AFE): An AFE4490 chip is used in the device -B. This chip is a fully-

integrated analog front-end (AFE), ideally suited for pulse-oximeter applications. In addition, 

this device is suited for measuring heart rate and other blood parameters. The device consists of a 
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low-noise receiver channel with a 22-bit analog-to-digital converter (ADC), an LED transmit 

section, and sensor and LED fault detection diagnostics.  

The device is configured to process 200 Samples per second (SPS) and is interfaced with 

FPGA. FPGA configures the AFE device via the SPI interface and reads data continuously for 

further processing. A highlighted schematic and sample data timings are shown in 

Figure 17. 

 

 

(a) 

 

(b) 

Figure 17: (a) Circuit Schematic of AFE4490(Ref. TI) of Device-B, (b) Sample data read 

timings. 
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PPG Data Pre-Processing using FPGA: The PPG-FPGA sub-system performs the desired 

computation, like measuring the heart rate by detecting P-peaks in real-time from the received 

PPG data collected from a subject or a patient via an AFE SPI interface. 

On power-up, the FPGA is configured by the graphical user interface (GUI) for the 

desired functions. The designed FPGA consists of a PPG controller, SPI controller, and PPG 

function-specific IP cores, as shown in Figure 18. Once the GUI configures, the PPG controller 

coordinates by configuring the AFE4490 and starts reading the PPG data via SPI. Then, based on 

the desired function set like heart rate by GUI, the PPG controller enables the specific IP core 

(where a specific algorithm is executed) in the PPG Processing Engine (PPE) and sends the 

measured values to the Device-O for safe correlation logic.  

A P- peak detection function computation is performed on every 200 SPS. The sampled 

PPG data is continuously received for a defined period, configured via GUI. The detected R-peak 

count values are processed to measure the heart rate, and this parametric data is correlated using 

a safe function in Device –O. The functional block diagram of the PPG-FPGA implemented 

logic is shown in Figure 18. 
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Figure 18: PPG-FPGA for function computation. 

P- Peaks detection: Each cardiac cycle sends a pressure wave through the cardiovascular 

system. This pressure wave causes the blood vessels to expand and contract, which gives the 

PPG a characteristic waveform. Since the period of the PPG waveform repeats with each cardiac 

cycle, it, too, can be used to calculate a patient's heart rate. 

The algorithm in [207] has successfully detected the pulse rate with an accuracy of 

99.39% using PPG with entropy measures. This algorithm is implemented in the present work 

for heart rate measurement. 
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3.7.4 Device C– PCG signal computation channel design (PCG System) 

Overview: Device -C is an independent channel to process the Phonocardiogram (PCG) signals. 

This device consists of a Sensor (Digital MEMS microphone) and an FPGA module.  

PCG sensor: The device uses four individual Digital MEMS microphone MPDT01 

sensors, and each sensor covers the four heart valves (Aortic, Tricuspid, Mitral, and Pulmonary). 

The criteria for selecting this sensor are low noise, miniaturized device, low cost, and simple 

interface to process the binary sound signal. The digital MEMS microphone has a digital output 

type of Pulse Density Modulation (PDM) format, with a high sensitivity of -26 dBFS, signal-to-

noise ratio (SNR) of 62.6 dB, and a flat frequency response of 20 Hz to 15 kHz. The set of 

sensors is placed on the human chest to capture the heart sounds at four heart valves 

simultaneously with good quality due to its high sensitivity and flat frequency response.  

The digital MEMS chip has an inbuilt signal preconditioning, filtering, and signal 

enhancement module that provides digital PDM output for further processing in an FPGA. The 

sensors are interfaced serially to FPGA and capture the data at 1 MHz in line with the data read 

timings specified in the MPDT01 datasheet. The highlighted interface circuit schematic and its 

data read timings are shown in  

Figure 19. 

  
Figure 19: (a) Device-C Circuit and (b) Data read timings. 

 

PCG Data Pre-Processing using FPGA: The PCG-FPGA performs the desired 

computation, like measuring the heart rate by detecting S-peaks in real-time from the received 

PCG data. 

On power-up, the GUI configures the FPGA for the desired functions to perform. The 

designed FPGA consists of a PCG controller, which enables the PCG processing engine (PCE) to 

capture and process the received digital data from the MEMS, as shown in Figure 20. Based on 

the desired function set like heart rate by GUI, the PCG controller enables the specific IP core 
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(where a specific algorithm is executed) in the PCG Processing Engine (PPE) and sends the 

measured values to the Device-O for safe correlation logic. 

An S- peak detection function computation is performed on a 2000 SPS. The converted 

PDM to PCM sampled PCG data is continuously received for a defined period, configured via 

GUI. Then, the detected S-peak count values are processed to measure the heart rate, and this 

parametric data is correlated using a safe function in Device –O. 
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PCG
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 IP Core - n

PCG
 IP Core -2

PCG Processing Engine (PPE)

PCG Sensor -2
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Figure 20: PCG-FPGA for function computation. 

S- Peaks detection: At each cardiac cycle, major heart sounds S1 and S2 are produced 

due to the closing and opening of the heart valves. The heart rate is directly proportional to the 

number of S1 peaks per minute, so S-peaks detection is considered for heart rate monitoring. 

The algorithm in [224] has successfully detected the S1 peaks using spectral analysis of 

PCG data and measuring the number of S1 peaks per minute. This algorithm is implemented in 

the present work for heart rate measurement. 
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3.7.5 Device O -Safe-selection logic implementation using Karl Pearson’s correlation 

coefficient method 

To measure the magnitude of the relationship between two variables, [136][137][138][139] we 

used the Karl Pearson coefficient method for calculating the correlation coefficient ‘r.’ 

 

                      (1) 

  

            (2) 

  

          (3) 

  

where   ,      are "mean."  

 

The ‘r’ values always lie in between -1< r < 1, and the interpretation of ‘r’ is as below: 

When r = 1, the variables have a perfect +ve relationship. When r = -1, there is a perfect -

ve relationship between the variables, and when r = 0, there is no relationship between the 

variables. 

Moreover, if the correlation is +1 or –1, it signifies a high degree of correlation. (+ve or –

ve) between the two variables. So, if r is near zero, i.e., 0.1, -0.1, (or) 0.2, there is less 

correlation. 

As a rule-of-thumb for interpreting the coefficient of correlation value ‘r,’ below Table 5 

shows the standard interpretation of the relationship between two variables. 

The measured variables A and B from two diverse signals are correlated, and the 

correlation coefficient ‘rAB’ is calculated in a set of pre-determined continuous samples.  

Table 5: Rule of Thumb to interpret the correlation coefficient 'r' values. 

Coefficient of Correlation ‘r’ Interpretation 

0.90 to 1.00 (-0.90 to -1.00) Very high +ve or -ve  

0.70 to 0.90 (-0.70 to -0.90) High +ve or -ve 

0.50 to 0.70 (-0.50 to -0.70) Moderate +ve or -ve 

0.30 to 0.50 (-0.30 to -0.50) Low +ve or -ve 

0.00 to 0.30 (-0.00 to -0.30) Negligible 

 



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

65 

 

3.7.6 Assessment of Reliability of the Instrumentation System 

In this experimental evaluation, emphasized that the reliability is the ability of equipment to 

function without failure. Reliability is closely related to availability, which is typically described 

as the ability of a component or system to function at a specified moment or interval of time. 

During the experiment, the assessment is performed on the recorded data sets with timestamps 

and the number of failures. 

Mean time between failures (MTBF) is measured by measuring the elapsed time between 

inherent failures during normal system operation. MTBF can be calculated as the arithmetic 

mean (average) time between failures of a system. The term is used for repairable or redundancy 

systems, while mean time to failure (MTTF) denotes the expected time to failure for a non-

repairable or negation system. 

      
                                    

                    
 (4) 

 

Similarly, mean downtime (MDT) can be defined as 

 

     
                                    

                    
 (5) 

 

Where ‘Uptime” is the time between two failure states 

            “Downtime” is the instantaneous time it went down, which is after   

              the moment it went up 

 

 

              
 

 

            
 

 

 (6) 

Where      is the reliability function, which can be expressed as the 

expected value of the density function f(t) of time until failure 
 

 

             (7) 

Where    is the constant failure rate of the system  

 

      
 

 
 (8) 

Where MTBF is the expected value, average, or mean of 

the exponential distribution 
 

 

In a quantitative analysis, repeatability and reproducibility parameters are considered for 

instrument reliability performance assessment. 
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3.8 Case study: Results Analysis and Discussion 

The processed data and fault alarm signals are captured from channels ECG-1oo1 and PCG-

1oo1, and configured 2oo2- outputs are presented in Figure 21, Figure 22, and Figure 23 for a 

single subject. As it is analyzed, the reading from all fifty subjects is almost similar, and Figure 

24 presents the 2oo2- results, which show the reduction in alarms. 

Figure 21 presented the data captured from ECG 1oo1 channel with HR measured data 

and inverted alarm signal for 1 hour. Analysed and captured alarms with respect to the set ADJ-

UL & LL are shown. Similarly, for the PCG 1oo1 channel shown in Figure 22. 

 

 

 

Figure 21: 1oo1 -ECG HR measurement Vs. Alarm Signal. 
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Figure 22: 1oo1 - PCG HR measurement Vs. Alarm Signal. 

The correlation coefficient ‘rAB’ values and the ECG and PCG HR measurements are 

captured in Figure 23 and analyzed for deviances at each channel. 

 

 

Figure 23: ECG & PCG HR measurements, rAB Correlation Coefficient values Vs rAB Signal. 

The comparative and safe logic degradation and its implementation analysis using alarm 

signals are captured in Figure 24, which shows a significant reduction of alarms with consistent 

HR data records in the 2oo2 design architecture. 
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Figure 24: rAB Signal and Alarm outputs (ECG -1oo1, PCG -1oo1, and 2oo2 configured Alarm 

signal). 

 

Furthermore, though the data collected from the three independent channels during the 

experiment, the data is analysed in detail in 2oo2 configuration. However, a high-level data 

analysis on 2oo3 architecture configuration is presented below Figure 25, which shows more 

significant reduction in the spurious alarms but highlights limitations in the synchronization 

issues between the channels during data capture. 
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Figure 25: Alarm outputs (ECG -1oo1, PCG -1oo1, PPG – 1oo1 and 2oo3 configured Alarm 

signal). 

  

Table 6: CHMS Operational Availability and MTBF Results  

 

Configuration 

Type 

Sensor 

channel 

Up-time 

[Avg. 

minutes] 

['t' - 60 

minutes] 

Down-

time 

[Avg. 

minutes] 

['t' - 60 

minutes] 

Number 

of 

Failures 

System 

Availability 

System 

Availability 

[Avg of 200 

Hrs] 

MTBF 

[~ minutes] 

MTTF 

[~ minutes] 

1oo1 

(Using ECG 
Simulator with 

60 BPM set) 

ECG1 57.2 2.8 4 95.33% 96.00% 13.6 13.6 

1oo1 

(Using ECG 

Simulator with 
60 BPM set) 

ECG2 56.4 3.6 6 94.00% 95.00% 8.80 8.8 

1oo1 ECG1 48.2 11.8 11 80.33% 84.00% 3.31 3.31 

1oo1 ECG2 49.6 10.4 6 82.67% 83.00% 6.53 6.53 

2oo2 

(Using ECG 
Simulator with 

60 BPM set) 

[ECG1-
ECG2] 

55.8 4.2 3 92.67% 93.75% 17.20 

Not 

Applicable  
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repairable 

systems 
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[ECG - 
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Further, the CHMS is evaluated for reliability using ECG simulator as well as experimented 

practically on subjects over and above 200 subjects, by measuring the System level Availability, 

MTBF, Repeatability, and Reproducibility parameters. Table 6 shows the result of higher MTBF 

value of 28.40 for -2oo3, showing improvement in availability from the -1oo1 and -2oo2 system, 

and similarly from a single channel systems. Following the application protocol, experimental 

system evaluation is performed for repeatability and reproducibility. Table 7 shows that the 

measured repeatability reproducibility values have less variance when compared to the 1oo1 and 

-2oo2 systems. However, the considered limitation is complexity and synchronization issues, 

which increases further in -2oo3, and by following a systematic design approach and guidelines 

may further help in the reduction of the limitations in complexity. 

 

Table 7: CHMS Repeatability and Reproducibility Results 

 

Configuration Type 
Sensor 

channel 

Repeatability of CHMS 

(SD) 

Repeatability of CHMS 

(SDM) 

Reproducibility of 

CHMS 

1oo1 

(Using ECG Simulator 

with 60 BPM set) 

ECG1 2.18 0.69 0.0707 

1oo1 
(Using ECG Simulator 

with 60 BPM set) 

ECG2 1.90 0.60 1.6263 

1oo1 ECG1 2.16 0.68 0.07 

1oo1 ECG2 1.52 0.48 1.63 

2oo2 

(Using ECG Simulator 
with 60 BPM set) 

[ECG1 - 

ECG2] 
1,90 0.60 1.6263 

2oo2 
[ECG - 
PCG] 

1.70 0.54 0.79 

2oo3 

[ECG - 

PCG - 

PPG] 

1.20 0.38 0.1414 

 

3.9 Conclusion 

Continuous monitoring of patient vitals with minimized false alarms and correct reporting of 

measured vital data is essential for any critical patient monitoring system, regardless of potential 

problems. During patient monitoring in the ICU or during regular patient inspections, it is more 

crucial for critical care nurses to properly forecast the presence of illness than at other times. 

The current research project is related to evaluating safety design architectures with and 

without redundancies and their aptness usage in designing fault-tolerant, non-invasive medical 

systems. Detailed literature has been reviewed in medical systems like patient monitoring 



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

71 

 

systems, point-of-care medical devices, and related available functional system specifications for 

processing non-invasive biomedical signal processing preceding the current research to approach 

these challenges most appropriately. At this point, we believe improving the medical system's 

resiliency is possible by applying safety-related design approaches. We build a prototype of a 

multimodal wearable sensor suite and an FPGA-based medical diagnostic system. 

The preliminary experiments have been conducted using this prototype with 2oo2 safety 

architecture configuration with ECG & PCG sensors and measured the HR to understand the 

cardiac physiology. The initial recordings and analysis results are encouraging, with 

uninterruptable and authentic HR data and reduced alarms. Further, the measured MTBF results 

for CHMS show improvement in reliability in 2oo3 configuration and less variance in results of 

repeatability reproducibility compared to 1oo1 and -2oo2 systems. 

Furthermore, with this experimental setup, we extend to configure the CHMS system 

with 1oo2-, 2oo2, and 2oo3 settings and perform research experiments to collect the data. It 

serves us to study further the correlative analysis of non-invasive biomedical signals on 

measured parameters in combination with pathological data to infer predictable and early 

detection of unknown illnesses along with mitigating the desired challenges. 
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Chapter 4. Development and Optimization of Fault-tolerant Human 

Health Monitoring Systems based on 2oo2 Architecture 
 

4.1 Overview 

Human Health Monitoring Medical Systems (HHMMS) are advancing at a dramatic rate, 

bringing safety improvements by aiming to deliver improved quality and accuracy in predicting 

disease, faster diagnostics, and user-friendly interfaces [134][190][191][192][193]. With 

advancements in technology, there is a scope to address the present challenges in the 

identification and detection of the actual abnormal vital (heart-rate) cardiac signal [194][195]. 

Most of the existing non-invasive medical systems [139][196][197][198] use 1oo1 (one-out-of-

one) system architectures. i.e., one sensor measures one or more vital health parameters, 

generates an alarm as per safety severity level if any disturbance occurs, and halts system 

functional operation if the severity level is high [118][199]. This type of non-invasive medical 

monitoring device is often subject to insignificant failures with potentially catastrophic impacts 

on patients. A study [113] of medical device recalls between 2006 and 2011 shows a 69.8% 

increase in product recalls and a 103.3 percent increase in the number of adverse events to 

patients, like improper medications and deaths, where most of the recalls are due to the cause of 

software faults. In a recent report [117] for 2018, a significant spike of 126% increase in product 

recalls informed the Food and Drug Administration (FDA) of the U.S. that most of the causes are 

due to software faults. The shortage of these features in identifying and detecting an abnormal 

signal may cause improper data analytics and incorrect prognostic health diagnostics, leading to 

improper nursing. 

In this chapter, we focused on improving the safety feature of the detection and 

identification mechanism of actual normal and abnormal vital heart signals. In realizing this 

safety feature, a detailed framework proposed to use [200] a 2oo2 (two-out-of-two) configurable 

safety design architecture based on the composite fail-safety technique is evaluated by 

implementing the safety feature. Furthermore, the segregated vital (heart-rate) logged normal and 

abnormal data is analyzed using the AI method. Thus, the logged results are analyzed and 

tabulated for prognostic health diagnostics performance towards inferring the health of the 
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cardiac as healthy and not healthy, which further helps in the proper assessment of the patient's 

condition and supports appropriate nursing. 

The implemented safety feature helps accurately segregate normal and abnormal vital 

signals. Further, the captured normal and abnormal data is plotted for visual analysis apart from 

prognostic analytics. The extended research scope may utilize the segregated data for further 

signal analytics to extract accurate signal artifacts and histopathological data for pathological 

completeness. 

Sections 4.2 and 4.3 detail the background and motivation and provide details about the 

framework to address the challenges using the improvement feature mechanism. Section 4.4 

provides a methodology in detail about the system overview and details the current research 

phase towards improvements in the safety-related 2oo2 design with two independent and diverse 

channels for experimental evaluation studies. Finally, in Section 4.5, a detailed discussion of the 

experimental results and further application of this approach to other vital parameters 

emphasized improvements in authentic detection and prognostic health diagnostics. 

4.2 Safety-related Fault-tolerant 2oo2(two-out-of-two) design 

Conceptualization Analysis 

4.2.1 Related work and motivation 

The design of medical systems towards more accuracy and resiliency is quite challenging, and to 

mitigate this, in the recent past decade, developed and used a few techniques like data fusion 

techniques[133][134][138][190][199], Artificial Intelligence-based techniques [136][138][201] 

[202][203][204][205] and correlation techniques [139][196][197][205][206]. However, All these 

techniques will have limitations and fall short of addressing the issues.  The issues include 

accurate identification and separation of appropriate signal data for data analytics to extract 

artifacts, identification of inaccurate signal data, and determining the root cause of faults such as 

systemic or random failures to determine the health of medical systems. In addition, in-depth 

studies [118] [133][194][198][199][206] show that potential faults in sensors or related system 

design factors may cause the bio-signal to be embedded with external environmental faults.  

In the recent past, studies reported that the same vital parametric data, like heart rate, can be 

realized with different mediums of the sensor [133][136][139][197]. These studies motivate us to 

improve an additional safety feature in our fault-tolerant safety-related design research platform, 
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CHMS. Therefore, we used [200] the research platform and configured it to 2oo2 with a safety 

aspect in effectively identifying and segregating the signal data from the various faults. The 

presented framework provides an approach and the implementation results using the 

configurable safety-related 2oo2 design architecture. 

4.3 A framework for Safety-related 2oo2 system and its evaluation 

The primary medical monitoring system design aims to sense the bio-medical signal accurately. 

However, if the signal is sensed, detecting the actual informative signal is more important from 

the various disturbing factors like high noise signal interference, electronic and software faults, 

mechanical faults like sensor contact failures, and equipment wear and tear.  

Identifying and detecting abnormal signals required more focus areas in the design of 

present medical systems. Hypothetically, the accurate data and data analytics based on AI 

methods give more accurate vital parameter measured values, which helps perform better nursing 

and predict diseases. To mitigate the above challenges and achieve improved identification and 

detection, we proposed a framework to use the 2oo2 (two-out-of-two) safety-related architecture 

configuration and use different sensors, PPG, and ECG for evaluation. 

4.3.1 Configurable 2oo2(two-out-of-two) Design Architecture 

The research platform [200] was configured to 2oo2 with diverse sensors interfaced to each 

independent channel.  The vital parameter cardiac signal is selected, and measured heart rates are 

used for experimental evaluation of the implemented safe improvement function. The ECG and 

PPG signal processing validated algorithms [200] are used in measuring the heart rate 

independently at each independent channel. Further, the safety principles and conditions 

followed as mentioned: 

· The composite fail-safe principle is used and followed in a 2oo2 design that needs to adhere, 

i.e., each channel is self-compared and voted against the other channel.  

· The safe voting mechanism is, in principle, a parallel circuit. i.e., the system goes into fail-

safe when both conditions need to fail. 

· Both conditions, safe parameter boundary limit and positive correlation of parameters, should 

be true. 
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· Continuous Built-in-Test functions monitored for the identified hardware and software cases 

of systemic and random failures should not fail. Instead, the system goes to the fail-safe state. 

An AND-OR safe function is implemented to generate the fault signal to trigger the normal 

and abnormal signals. These signals are captured using the CHMS GUI tool and display PPG and 

ECG signal abnormalities. Thus, the captured signals and logged data are further subjected to 

prognostic data analysis to provide more accurate inferences for the desired disease settings. 

Furthermore, the determination of accurate inferences is further enhanced by including the 

histopathology data for completeness. Thus, the mentioned challenge is mitigated and provides 

resourceful inference data for better nursing. 

4.3.2 Evaluation Framework 

We used a verified [207] fuzzy entropy-based detection and estimation algorithm to process the 

PPG signal and perform data analytics. We used the calculated modified entropy measure as 

below: 

        
            

                 

  

   

  (1) 

                             
                       

                          

Similarly, we used a verified [208] fuzzy neural signal processing system to determine the 

R-peaks for processing the ECG signal and performing data analytics. The performance of the 

algorithms for identifying accurate pulses observed during normal and abnormal segregated 

logged data using positive predictive values (PPV) and sensitivity (Se) parameters is defined as 

follows, and calculated values are tabulated. 
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Thus, MATLAB-based CHMS GUI helps capture the data pictures and signals during the 

one-hour duration, thus providing a visual option for visual inspection of the desired signal 

captured data. Thus, this framework may help appropriately address the challenge of identifying 

the actual abnormality of the vital cardiac signal. 

4.4 Design Methodology 

As part of the three-phase experimental research activities in the realization of the safety-related 

medical monitoring system, we reused [200] system prototype realized in phases 1 and 2 and 

worked on the safety improvements in the final phase of the research activity. 

In this final phase, the experimental research platform was used to validate one of the 

focused improvement concepts of accurate segregation of normal and abnormal cardiac vital 

signals for performing data analytics and prognostic health diagnostics and providing accurate 

inferences on cardiac health. As a broader scope, the system was evaluated with varied 

configurations with elements such as PCG, ECG, PPG sensors, configurable safety-related 

architectures, and FPGA device-associated circuits. We are performing lab and field trials to 

assess the safety improvement function and provide factual inferences on detected abnormalities 

of cardia health vital measured parameters. 

In the present research evaluation setup, we configured the existing platform in 2oo2 safety-

related design architecture with two independent channels, having interfaced with two different 

sensors, PPG and ECG. As a case study, we evaluated the safety improvement function using 

these two different PPG sensors and ECG, along with diverse signal algorithms used for 

evaluation. However, the system needs to evaluate further combinations of PPG-PPG, ECG-

ECG, PCG-PCG, or any other cross combinations for completeness. 

4.4.1 Safety System Overview 

The medical system called the CHMS is designed to be modular and configured to a 2oo2 safety-

related computing platform. The safety-related system mainly consists of two independent 

operating channels, as shown in Figure 26 and explained in [200] detail, with CHMS GUI 

interfaces for data collection and analysis. 

The sensors used for ECG and PPG are detailed in [200], and the selected vital is a heart rate 

parameter used for this improvement function evaluation. The implemented safety improvement 
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function is integrated with other safe computation functions and programmed into device-O, and 

the computed results are sent out to a display. The desired cardiac health check parameters 

tachycardia, bradycardia, and arrhythmia/abnormal heart rate are configured in the system and 

provide prognostic inferences as cardiac healthy or not healthy as output. A serial interface with 

device-O based on Field Programmable gate Array (FPGA), via an external GUI tool, provides 

the desired signal tap outputs from the internally implemented safe function for further analysis 

performed in the MATLAB implemented functions. 

 

Figure 26:2oo2 (two-out-of-two) Safety-related Cardiac Health Monitoring System Block 

Diagram. 

 

Figure 27: Safety function implementation flow for Accurate Identification and Separation of 

Signals with and without Faults. 
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Figure 28: AND-OR Safety function implementation Logic. 
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Figure 29: AI-based Data Analytics function flow on Normal and Abnormal for Prognostic 

health diagnosis. 

 

 

Figure 30: ECG, PPG processed signals captured along with normal (no fault signals highlighted 

in Green) and abnormal (with fault signals highlighted in Red). 
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Figure 31: ECG, PPG processed normal signals zoom-in capture. 

 

 

 

Figure 32: ECG, PPG processed abnormal signals zoom-in capture. 

 

4.4.2 Implementation of Safety improvement Function 

The 2oo2 configured safety system consists of two independent channels with each PPG and 

ECG interface. In addition, the heart rate measured values conditionally correlated using Karl 

Pearson correlation coefficients with rAB>0.5, along with a pre-configured safe boundary limiting 

comparator parameter function, is detailed [200]. As shown in Figure 27, the outputs from these 

functions are sent to the safety decision function and the BIT function from hardware and other 

software functions.  

The implemented safety decision function is an AND-OR logic function, as shown in Figure 

28, which generates a specific alarm for every detected fault. In addition, this fault signal output 

determines whether the signal is accurate (as normal with no-fault) or inaccurate (as abnormal 

with some fault) and sent for further data analytics function implemented based on AI-fuzzy 

entropy shown in Figure 29. 

4.4.3 Application Protocol for Data Acquisition and Analysis 

The CHMS was designed as a wearable system, and an application protocol detailed in [200] was 
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of Helsinki. The subjects aged between 15 to 55 years were available for measurement and 

testing after obtaining informed consent, of which fifty healthy patient data were used.  

The system is configured to a 2oo2 safety-related computing platform with desired settings 

to tap the vital PPG, ECG samples, and post-processed data to record for one hour. A detailed 

analysis was performed on the collected data in an external interface computing laptop device 

using a developed MATLAB-based GUI tool called CHMS GUI for test evaluations. 

The captured data consists of the pulse counts of post-processing signal (PPG, ECG) data, 

fault signal data, and data related to normal and abnormal segregated data. The segregated data 

was graphically presented for visual inspection, and the recorded peak events were tabulated for 

performance assessments. However, further experiments need to be carried out by configuring 

the system with a selective combination of sensors like PPG-PPG, ECG-ECG, and PCG-PCG or 

with cross combinations to assess the performance based on the targeted applications.  

4.5 Results and Analysis 

The safety function processed data and vital signals captured for one hour from channels ECG, 

PPG, and outputs presented in Figure 30, Figure 31, and Figure 32 for a single subject. 

Currently, for preliminary validation of this conceptualized improvement function of accurate 

segregation of normal and abnormal cardiac vital signals, we considered capturing the signals for 

one hour each on fifty varied subjects and assessed them. However, to validate the improvement 

function at the system level, more tests must be performed with a varied combination of sensors 

to evaluate the functional performance better. The processed data of a single subject and its 

performance values of the system function tabulated with measured pulses, Se, PPV is in Table 8 

and observed signal drift issue during capture, and appropriate sync mechanism needs to improve 

between the signals and channels. Due to the diverse mediums of sensors utilized and their 

capturing and processing periods, this system's drift of +/- 2 pulses was identified as a limitation. 

Detailed analysis of normal segregation-type signals confirms that the count of correct pulses in 

both channels is almost the same during long-term signal capture with negligible or no incorrect 

pulses and un-detected pulses recorded. 

In contrast, drift issues noticed during short-term signal capture can be mitigated in the 

design by improving the synchronization mechanism for capturing the signals between the 

channels. Further investigation of the abnormal segregated type signals helps understand the 
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causes of various faults within the sensor system, and the related abnormal data is captured in  

Table 8. However, analysis of this related fault data is out of the scope of this chapter as it 

requires the definition of failure classification and identification of support mechanisms within 

the system. 

As analyzed, the reading from all fifty subjects is almost similar. The presented results, 

which show the segregated normal and abnormal signals, provide the correct data for prognostic 

health diagnostics functions to determine the health parameters. In this AI data analytics, we 

computed the heart rate vital parameter, which is more accurate. We made conclusions about the 

subject's health, such as bradycardia (a resting heart rate of fewer than 60 beats per minute is 

considered bradycardia in adults) and tachycardia (a resting heart rate of more than 100 beats per 

minute is considered tachycardia in adults). In this chapter, as we focused on the segregation of 

actual signal data by evaluating the safety function, we used only minimal conditions to infer the 

subject's health.  

 

Table 8: Performance Analysis of pulse counts at Normal and Abnormal 

Segregation  

Type 

Sensor 

channel 

Correct 

pulses  

In-

Correct 

Pulses 

Un-

Detected 

Pulses 

Se 

(%) 

PPV 

(%) 

Normal 

ECG 3979 0 1 99.97% 100% 

PPG 3977 0 2 99.95% 100% 

Abnormal 

ECG 102 82 14 

Faulty signals with 

“single point of 
failures.” 

PPG 86 54 38 

 

Figure 30 shows the capture of PPG and ECG signal data embedded with fault signals for 

visual inspection. The simultaneous zoom-in captures of the PPG and ECG signals at no fault are 

shown in Figure 31, with fault shown in Figure 32. i.e., The signals highlighted in green are 

highly accurate normal signals with no faults and will be further explored with data analytics. 

The signals highlighted in red are the signals with faults or failures; these signals are further 
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explored with appropriate data analytics to determine systemic failures or random failures of the 

system's health, along with the patient's health.  

Table 9: 2oo2 Configured CHMS Operational Availability and MTBF Results 

Configuration 

Type 

Sensor 

channel 

Up-time 

[Avg. min] 

['t' - 60 min] 

Down-time 

[Avg. min] 

['t' - 60 min] 

Number 

of 

Failures 

System 

Availability 

System 

Availability 

[Avg of 200 

Hrs] 

MTBF 

[~ min] 

MTTF 

[~ min] 

1oo1 ECG 48.2 11.8 11 80.33% 84.00% 3.31 3.31 

1oo1 PPG 49.6 10.4 6 82.67% 83.00% 6.53 6.53 

2oo2 
[ECG - 
PPG] 

58.4 1.6 2 97.33% 98.9% 28.40 
Not 
Applicable 

 

Furthermore, the CHMS is evaluated for reliability by measuring the systems 

Availability, MTBF, Repeatability, and Reproducibility parameters. Table 9 shows the result of 

higher MTBF value of 28.40 shows improvement in availability from the 1oo1 system. 

Experimental system evaluation is performed for repeatability and reproducibility following the 

application protocol. Table 10 shows the measured values have less variance when compared to 

the 1oo1. However, there are limitations on synchronization delays between channels, which are 

evaluated and considered to be negligible. 

Table 10: 2oo2 Configured CHMS Repeatability and Reproducibility Results 

Configuration Type Sensor channel 
Repeatability of CHMS 

(SD) 

Repeatability of CHMS 

(SDM) 
Reproducibility of CHMS 

1oo1 ECG 2.16 0.68 0.07 

1oo1 PPG 1.52 0.48 1.63 

2oo2 
[ECG - 

PPG] 
1.20 0.38 0.1414 

4.6 Conclusion 

In this chapter, the implementation of a safety improvement function in the medical system, 

which segregates the signals for normal with no fault and abnormal with fault, is detailed. 

Further, the measured MTBF results for CHMS show improvement in reliability in 2oo2 

configuration and less variance in results of repeatability and reproducibility. Furthermore, 

processing of accurate normal with no-fault signals is computed with a fuzzy entropy-based 

technique to estimate the apt pulse rate of the subject. Thus, implementing this safe segregation 

function feature has effectively identified the peaks, detected the apt artifacts, and determined the 

subject's pulse rate. The right combination of accurate samples from PPG, ECG, and PCG is 
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necessary, along with AI-based data analytics, to correctly identify artifacts. Improving this 

selection criterion of sensors combined with the desired diagnostic artifact would enhance the 

performance of the prognostic analytics of the system. The presented safety approach could be 

extended for diagnosing cardiac diseases related to the pulse rate information of the subject. 

Diseases like tachycardia, bradycardia, and arrhythmias can be diagnosed in advance from a set 

of selected combinations of sensor data along with safety function enhancement in prognostic 

health diagnostics for accurate interpretations of cardiac abnormalities for better nursing. 
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Chapter 5. Authentic Measure of Vital Signs Using Fault-tolerant 

Design Approach with Safety Analytics using 2oo2 

Architecture 

5.1 Introduction 

Advanced smart medical systems engineering for safety-critical medical applications requires 

considering several dependable features, such as the system's functional safety, availability, and 

reliability in signal processing algorithms [14][200]. Advancements in high-performance 

electronics and sensors have become affordable and, thus, increased the usage of these smart 

medical systems in clinical environments, such as performing critical patient treatments like 

robotic surgeries and medication supervisory by continuous monitoring of the patients 

[137][209], [210][211]. These smart, intelligent multimodal computational electronics, along 

with system portability, come with a significant increase in system complexity and bring in 

major challenges like functional safety, reliability of measurements, and patient safety. This type 

of safety-critical smart medical device is often subject to insignificant failures with potentially 

catastrophic impacts on patients. A study [113][212] of medical device recalls between 2006 and 

2011 shows a 69.8% increase in product recalls and a 103.3% increase in the number of adverse 

events to patients like incorrect medications and lead to deaths, where the majority of the recalls 

due to the cause of software faults. In a recent report [117], [118] for 2018, a significant spike of 

126% increase in product recalls informed the Food and Drug Administration (FDA) of the U.S. 

where most of the causes are due to software faults. These detected spurious faults interrupt the 

system functionality and may generate safe alarms during critical periods. However, the cause of 

numerous spurious alarms, incorrect measurements of vital signs, single points of failure, and 

undetected faults may have dangerous effects on the patient's nursing. In the recent past, some 

medical system designs were adopted with safety features and improvements like data fusion and 

voting techniques [133][134][190][213][214][215]. However, all of these techniques will have 

their limits and will not be able to solve the issues. For example, they cannot reduce false alarms 

without finding the real issues, improve fault tolerance by building in safe 

degradable mechanisms, and give accurate measurements of vital signs without halting the 

system's operation. 
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In this chapter, we focused on presenting a safety-related fault-tolerant design approach to 

improve the safety features in addressing the challenges related to detecting software faults in a 

non-invasive medical device. The safety features include: 1. Effective fault detection function, 2. 

Fault-tolerability with safe degradable function. These two functions were implemented and 

evaluated using the proposed conceptualized 2oo2(2-out-of-2) safety-related design architecture. 

This approach provides the uninterruptable operability of the system by removing the faults. A 

detailed framework proposed with five configurable conceptualized safety design architectures 

based on composite fail-safety techniques realized and evaluated. In addition, a safe degradable 

function was implemented using Karl Pearson’s coefficient of correlation method. Thus, the 

results are analyzed and evaluated towards reducing alarms for better nursing with reduced alarm 

fatigue and providing improved authentic vital signs measured values for better predictability of 

the illness and proper assessment of the patient's condition. 

Systematic design assurance guidelines [135][180][216] were followed in the 

implementation of the proposed architectures. Detailed experimental research activity is 

performed to evaluate and analyze the results in detail for safety improvements. The conceptual 

safety-related 2oo2 (2-out-of-2) design architecture has been reused from the previous studies 

[200] in implementing this proposed conceptual fault-tolerant safety architecture for system 

functional safety evaluation. Using the proposed design approach, this chapter evaluated vital 

cardiac signs, like heart rate (HR). The assessment includes the continuity of the measurement of 

heart rate values and the authenticity of the measured values. Two diverse sensors are selected to 

detect biomedical signals, and these signals are based on the physical medium of light and 

electric potential. These sensors, which consist of light-emitting diodes (LEDs) and an optical 

detector, are used to detect the photo-plethysmogram biomedical signal. An electric-potential 

integrated circuit (EPIC) sensor is used to detect the electrocardiogram biomedical signal — 

using two diverse independent algorithms to measure the heart rate in two independent channels 

in a 2oo2 (2-out-of-2) safety-related design architecture. Analytics were performed on the 

captured data to detect and identify the potential systemic faults during the vital sign parameter 

measurement at each independent channel.  

A set of measured parametric data, like HR, is collected from two independent channels and 

correlated to check for any computational faults. Karl Pearson’s coefficient of correlation 

method is used [200] for safe voting logic and to detect the two independent channels' 
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computational faults. A built-in test fault-tolerant safe degradation function was implemented to 

identify and isolate systemic and computational faults. Sequence operations are performed for 

any fault detected, like 1. The System operates in safe mode with safe degradation switching 

from 2oo2 to 1oo2 or 1oo1 and vice versa towards isolation of the fault and provides authentic 

data, 2. The System uses negation error codes for each fault category, generates the related alarm 

for each significant detected fault, and logs the results. Similarly, the experiment is repeated on 

the proposed conceptualized five design configurations and evaluated for system resilience. The 

proposed design configurations are: 

1. Using diverse ECG and PPG sensors and algorithms at each independent channel to 

measure the HR.  

2. Using different ECG sensors at each independent channel with diverse algorithms to 

measure the HR. 

 3. Using different PPG sensors at each independent channel with diverse algorithms to 

measure the HR. 

 4. Using a single ECG sensor and measuring the HR with diverse algorithms at each 

independent channel,  

5. Using a single PPG sensor and measuring the HR with diverse algorithms at each 

independent channel.  

For each implemented conceptual architecture, a detailed analysis was done. So, Bland–

Altman and correlative plots [217, 218] are used to analyze and show the accuracy of the heart 

rate measurements and the correlation between two channels of heart rate measurements. In 

addition, the recorded data, failure detected signal & vital sign heart rate measurements at each 

channel output, and the safe function output results are analyzed for the effective functioning of 

fault isolation and reduced a single point of failure (SPOF). 

The contributions of this research analysis on this configured medical system prototype with 

the analytics on data collected by using the safety-related design approaches having interfaces 

with diverse PPG & ECG sensors signifies,  

1. Improvements in eliminating PPG and ECG sensor-related problems in bio-signal 

detection and identifying the root causes for removing the deficiencies in signal processing 

techniques to extract authentic vital sign signal information.  
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2. Efficient predictability in the estimation of illness using accurate data, which eventually 

improves proper nursing,  

3.  Improved system operability with less insignificant alarms, enhancing the fault detection 

method, fault identification mechanism, fault tolerance of the system, and safety integrity level 

for use in safety-critical applications. 

Section 5.2 provides details about the framework to address the specified challenges in the 

software faults. This framework includes detailed requirements about the conceptualized 

architectures and their approaches toward the analysis of the challenges. Section 5.3 provides a 

methodology in detail about the system overview and its realization of two independent channels 

for experimental studies. Section 5.4 provides the experimental results and analysis of the 

measured heart rate values, along with the fault alarms between the diverse channels and 

calculated correlation coefficient values for the safety logic. This section tabulated a Cause and 

Effect of system analysis, emphasizing authentic measures and safety improvements in the 

Medical System. 

5.2 Theoretical Framework 

Work in safety-related electronic systems design and development is multi-dimensional, which 

means several safety aspects need to be considered in all phases of the product development life-

cycle (PDLC) [135][180][216][219]. These related systems should adhere to the standard 

development processes and guidelines and need compliance to comply with respective standards 

like IEC, ANSI/AAMI/ CENELEC, RTCA-DO [180][216] the domains like automotive, 

medical, railways, and aerospace. The aim of any safety-related electronic system should be to 

detect the fault efficiently. It shall drive the System into a fail-safe mode of system operation 

based on the severity level of fault that occurs. The systems that cause faults and failures like 

Random failures, systematic failures, hardware failures, software failures, or any unknown 

erroneous errors lead to hazardous situations like death, injury, or environmental damage. 

However, in how effectively we engineer a system for a particular application, a signal 

processing algorithm plays a critical role in extracting and providing vital information to make 

decisions. Generally, defining the system requirements for this computation development process 

always has challenges, dependencies, and limitations with sensors, hardware, and other 

operational environmental factors. In particular, electronic medical systems, sensors, and related 
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computational systems provide vital sign information in nursing the subject by monitoring and 

controlling treatment without any fault or insignificant information. Moreover, the system should 

not go non-operational during critical surgical procedures in the ICU. 

5.2.1 Study of Potential Faults with PPG, ECG Sensor Systems 

Recent studies show significant differences in the many brands of patient monitoring systems' 

bias and precision, even though they use identical hardware. These variances are almost certainly 

due to the different algorithms used in processing the photo-plethysmogram signal [139][194]. 

Equally, we used [139] different algorithms in processing the electrocardiogram signal to 

mitigate the differences in the sensing materials used and the artifact of interest in the signal to 

be measured. In addition, in-depth studies show that potential faults can be noticed if anything is 

compromised or missed in defining the system requirements.  

In defining the signal processing requirements, considering a few challenging areas [194] in 

the PPG signal processing, include 1. The selection of LEDs and detectors frequency ranges, 2. 

Placing the sensor probes at fingertips, ear, nose, or forehead, 3. The non-invasive probing 

mechanism, either light radiation transmission or reflection, 4. Other considerable effects include 

changes in saturation, signal quality, effects of dyshemoglobins, dyes, other pigments, and 

extraneous factors, 5. Physical motion and environmental effects. Equally, in the processing of 

the ECG signal, the challenging areas [136][139][205][206] include 1. The sensing materials, 2. 

Noise removal and signal quality 3. Non-invasive probing mechanisms by using with or without 

dielectric mediums between the probes and subjects, 4. Other considerable effects are subject to 

physical motion and environmental effects. However, considering these defined requirements 

and implementation challenges of the signal processing algorithms software,  there are 

limitations and inconsistencies between the algorithms to extract the same vital sign parameter. 

In the recent past, few experimental studies with varied sample parameter voting and data fusion 

methods have been used [133][134][138][190][199][215][220][221] for better safety of the 

device. Furthermore, few studies [133][136][139] reported that the same vital parametric data, 

like heart rate, can be realized with the different mediums of the sensor. 

The present research focuses on the fault-tolerant design approach and a safety aspect in 

effectively detecting the software computing faults in an algorithmic function using a defined 

framework and providing accurate measured parameter data with reduced alarms. The presented 
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framework provides the fault detection and analysis approach and the implementation results 

using the configurable safety-related 2oo2 design architecture. 

5.2.2 Proposed Conceptual Safety Architectures 

The proposed 2oo2 (2-out-of-2) evaluated safety-related design approach [200] used for further 

experimental investigations and performed functional safety assessment to validate the 

implemented bio-signal processing functions in biomedical systems safety-critical medical 

applications. The proposed concept evaluates a set of configurable diverse medical sensors and 

different signal processing algorithms to measure the selected vital parameter. This approach of 

processing the same parameter in a diverse method, with correlative analytics, offers a scope to 

improve a useful technique in detecting faults. Furthermore, it provides options to implement 

fail-safe degradation mechanisms, and related usage of safety-related design architecture 

provides redundancy and availability. 

This chapter considers five concepts for analysis by configuring the System with diverse 

ECG, PPG sensors, and algorithmic computing software. A correlative analysis has been 

performed and logs the results for each configuration. It tabulated all analysis inferences for each 

detected abnormality in the functional software and the results with an analysis of cause and 

effects towards improving functional safety. The functional description of the 2oo2 architecture 

includes hardware, software, sensors, and detailed algorithms [200]. The set of five selected 

configurations for framework analysis is described below. 
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Figure 33: Configurable 2oo2 System (a) ECG, PPG sensor & Diverse algorithm. (b) ECG1, 

ECG2 sensor & Same algorithm. (c) PPG1, PPG2 sensor & Same algorithm. (d) Single ECG 

sensor & Same algorithm. (e) Single PPG sensor & Same algorithm. 

5.2.2.1 Multimodal Senor configurable 2oo2 System  

The 2oo2 System in Figure 33 (a) is configured in 2oo2 with diverse sensor inputs, i.e., the ECG 

sensor interfaced to Analog Front-end (AFE) device in channel-A and PPG sensor interfaced to 

the Analog Front-end (AFE) integrated chip (IC) in channel-B. Both channels are configured 

with selected diverse algorithms [200] to process the heart rate (HR) parameter. Module A and B 

outputs from each channel correlate with a “safe correlative-bounded configurable limits” 

function implemented in Module-O to detect the faults and generate the failure detection signal. 

An output signal consists of accurate parametric data and processed alarm signal data generated 

by the fault-tolerant safe degradation function. The safe function implementation includes Karl 

Pearson’s coefficient of correlation method, which used [200] a time series sliding window 

technique between both channels' data and a fault-tolerant safe degradation voting logic function 

for reliable switching between the channel's computed output.  
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As part of the framework analysis, we analyzed the recorded output data towards the 

reliability and efficiency of the implemented algorithmic software function. We provided the 

inferences on improvements at the systems level requirements. Thus, a practical HR computing 

function is realized in both channels with authentic HR output with reduced alarms. Similarly, 

this analysis is further carried out on selected concepts to improve the safety check, such as,  

a) A system configured with diverse ECG or PPG sensors with the same algorithms in both 

channels, as shown in Figure 33 (b) and Figure 33 (c), provides the opportunity to investigate the 

sensor sensitivity and related deviances in the functional requirement for measuring the same 

desired parameter.  

b) A system configured with one sensor interfacing with both channels, with the same 

algorithmic function for computation, as shown in Figure 33 (d) and Figure 33 (e), provides the 

opportunity to investigate the safety function's response to its improvements in defining the 

requirements. Further, it helps in the evaluation of system-level hardware failure analysis. 

5.2.3 Evaluation Framework  

Safety compliance is a systematic process used in every step of the product development life 

cycle. Every safety-related electronic System aims to detect faults when the System is in an 

active state and shall drive the System into a fail-safe state. The safe state shall be defined based 

on the mode of system operation in the active state.  During the System in operation at a specific 

mode, the cause of faults and failures is categorized as negation codes. In addition, it needs to be 

defined by labeling and the severity level of the fault that occurs. 

In this chapter, as we focused on a specific signal processing algorithmic software function's 

functional safety validity, we explained the implemented fault detection logic in the 2oo2 

approach, its theoretical fault identification mechanism, and its further evaluation framework. 

5.2.3.1 2oo2-Fault Detection Logic and its Analysis 

The function 2oo2 fault detection logic receives the parameter input data from channel-A and 

channel B and is conditionally checked between that particular parameter's threshold limits. The 

generated outputs are logically ORed as a parallel circuit, and the hardcoded safe output is 

selected using the correlative coefficient condition (>0.5), which is a moderate to very high state 

relationship parameter ‘r’ [200], as shown in Figure 34, to generate the fault detection signal. 
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Further, this fault detection signal is driven back as a feedback input to the primary function, 

which triggers the diagnostic BIT functions to generate the output enable signal. The primary 

function triggers a fault-tolerant enable signal for every authentic fault detected. Thus, a 

predefined priority-based fault-tolerant safe degradation sequence is initiated to select the apt 

output to pass onto the display. However, if no fault is detected, both channel output parametric 

values are in a positive relationship. Thus, a selected ORed output and AI-based computed 

prognostic health inference outputs are released to the display. 

 
 

Figure 34: 2oo2 Fault Detection & Fault-tolerant Logic implementation. 

 

In the fault identification mechanism, a defined [200] positive correlation coefficient 

constant value is compared and continuously monitored to a correlation coefficient value 

measured between two independently received output-parameter values. Thus, a signal is 

generated when there is deviance between them. In theory, as per the 2oo2 safety-related voting 

approach, both channels must fail to initiate the System to fail-safe mode. Thus, a failure 

detection signal is generated when both the relationship signal and ORed output signal fail. All 

identified cases are analyzed in Figure 35 from 1 to 8 cases to determine the actual fault. As part 

of the evaluation framework, all these cases are tabulated in  

Table 11 and Table 13 to analyze a selected vital parameter and evaluated by checking the 

related implemented function's validity for safety.  
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Figure 35: 2oo2 Voting Logic Cases for assessment (1) Values are in a relationship and are in the 

normal range.  (2 & 3)Values in relationship with one signal drifts towards the limit. (4) Values 

in relationship with both signals drift towards the limit. (5) Values out of a relationship and in the 

normal range. (6 & 7) Values out of a relationship with one signal drift towards the limit. (8) 

Values are out of a relationship with both signals drifting towards limits. 

 

Following the standard compliance and best development practices and this design and 
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analysis is carried out for a specific vital parameter as part of the evaluation framework. 

Moreover, preliminary analytical research results show improvements in functional safety by 

reducing spurious alarms, effectively detecting functional faults, and improving the system's 

uninterruptable function by providing authentic measurements. 
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signals like sensing thru electric potential, sound, and light. The second phase is dedicated to 

designing and realizing three-independent modular designed channels, and each channel is 

interfaced with a suitable sensor. Each channel module is based on an FPGA design with a 

modular integrated system interface research prototype built for experimental research studies. 

The final phase is the validation of the experimental research platform. The system is evaluated 

with varied configurations with sensors, configurable safety-related architectures, and FPGA 

circuits. We perform lab and field trials to assess vital parameters like heart rate, address the 

mentioned challenges, reduce fault alarms, identify algorithm limitations, and improve 

uninterruptable functionality with safe degradation mechanisms. 

The present chapter focuses on the final phase of the research activities to improve the fault 

detection mechanisms and address the challenges. Using configurable safety-related architectures 

with a combination of ECG and PPG sensor interfaces, we used [200] the details of the first and 

second parts of the research prototype build activities and its design evaluation procedures and 

application protocols.  

5.3.1 System Overview  

The CHMS is modular and configured to a 2oo2 safety-related computing platform. The System 

consists of two independent operating channels, shown in  

Figure 36 and explained in [200] detail, with CHMS GUI interfaces for test evaluations. 

 
 

Figure 36: 2oo2 (two-out-of-two) Fault-tolerant Cardiac Health Monitoring System Block 

Diagram. 
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5.3.2 Sensors – PPG, ECG and its System configurations 

The set of PPG sensors (LEDs and detector), ECG sensors (EPIC and Ag-AgCl electrodes), and 

the interfaces used in this system configuration are detailed [200]. These combinations of sensors 

are bonded into a single module for convenience, and each module is placed on a subject at the 

prescribed location for better measurements. Furthermore, these sensor modules are packaged in 

modular combinations like ECG-PPG, ECG-ECG, and PPG-PPG. Finally, each module is 

interfaced with the integrated computing system, as shown in  

Figure 36, configured and evaluated for each conceptual design. 

5.3.3 2oo2-based Safe-Voting Method using Correlation Analytics 

The prototype system needs to configure 2oo2 with a safe voting mechanism to measure a 

particular identified vital parametric function.  In this system operation approach, channels A and 

B receive the sample data and compute the vital parameters independently. These measured 

values are inputs to the safety function, which correlates and votes to generate the alarm output 

signal and Fault detection signal, as per  

Table 11 and Figure 37. Further, the generated signals trigger the related diagnostic functions to 

process the data to select the authentic vital output for display and the fault alarm signal. Thus, 

this mechanism of configuring the safe-voting computation shall be performed for each essential 

parameter measured by the Medical System. 

5.3.4 2oo2 Safety-related degradation mechanism 

Based on the selected configured parameter in an active system, the System goes into a 

predefined degradation sequence for any fault detected. These degradation sequences depend on 

the System's configuration and limitations, such as sensors and availability of the independent 

processing channels for the same selected parameter. A few identified vital parameters and their 

feasible degradation scheme are shown in Table 12. Since the System is a modular interface and 

a provision for high reconfigurability is provided during the System's initial start phase, either to 

have a high availability system or high safety of the System. Therefore, we can alter the scheme 

from 2oo2 to 1oo1 for high availability with fault-tolerability (or) 2oo2 to 1oo2 to 1oo1 for high 

safety with fault-tolerability. 

               
      

                    
                (1) 
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Table 11: 2oo2 Based Safe-Voting Logical Truth Table for Fault Detection Using a Correlative 

Technique. 

Evaluation cases ChA ChB 
rAB(>0.5) 

(Correlation coefficient) 

Output Signal  

(2oo2 Fault-tolerant) 

(OAB) 

Fault Detection 

(Diagnostics) 

Yes/No 

(Fd) 

Case-1 True True True No Alarm No 

Case-2 False True True No Alarm Yes 

Case-3 True False True No Alarm Yes 

Case-4 False False True Alarm No 

Case-5 True True False Alarm Yes 

Case-6 False True False Alarm Yes 

Case-7 True False False Alarm Yes 

Case-8 False False False Alarm Yes 

 

 

 
 

Figure 37: Pseudocode for Fault detection Analytics and Alarm Output Signal. 
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5.3.5 Experimental setup and System Evaluation 

The experimental setup and application protocol detailed in [200] have been effectively reused to 

assess the proposed concepts. The MATLAB-based CHMS GUI tool is used to configure and 

capture the resultant data to Plot. 

Table 12: 2oo2 Configured -System Safe Degradation Scheme. 

Vital Sign 

FAULT-

TOLERANT 

SYSTEM 

Degradation Level 
System configuration selection scheme for High 

Availability or Safety Mode 

1 2 3 
High Availability and Fault-

tolerant 

High Safety and Fault-

tolerant 

Heart Rate or 
Pulse 

2oo2 1oo2 1oo1 
Shut down/Safe 

mode 

2oo2 à 1oo1 àSafe mode 1oo2 à1oo1à Safe mode 

Respiratory 

Rate 
2oo2 1oo2 1oo1 

Shut down/Safe 

mode 

Blood 
Pressure 

2oo2 1oo2 1oo1 
Shut down/Safe 

mode 

Body 

Temperature 
2oo2 1oo2 1oo1 

Shut down/Safe 

mode 

Pulse 

Oximetry 
2oo2 1oo2 1oo1 

Shut down/Safe 

mode 
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Table 13: 2oo2 based Cause and Effect - Fault Detection & evaluation Analysis and feasible 

mitigation solution for the identified cause. 

Evaluatio

n cases 

Channel-

A(ECG) 

[Paramete
r within 

set limits 

is True 
else False] 

Channel-

B(PPG) 

[Paramete
r within 

set limits 

is True 
else False] 

ECG-PPG 

r(>0.5) 
(Correlatio

n 

coefficient) 

Output 

Signal  
(2oo2 

Fault-

tolerant
) 

[True-

No 
Alarm; 

False-

Alarm] 

 

Fault 
Diagnostic

s required 

for 
Detected 

Failure 

Yes/No 

Software 

functional 
Fault/Negatio

n codes 

[SW-
Software; 

Ag-

Algorithm; 
F-Function; 

[4-digit] – 

Code] 

Fault Severity 
Analysis 

[No-

Fault/Minor/ 
Major/Critical

] 

(Algorithms 
function 

analysis) 

Fault 

descriptio
n and 

Probable 

cause 

Mitigatio

n solution 
for the 

identified 

cause 

Case-1 True True True True No SwAgF4001 No-Fault 
Data 

Authentic 
No action 

Case-2 False True True True Yes SwAgF4002 Minor 

 Data 

Authentic 

 Software 

Sync/Delay 

Issue 

between 

channels 

(or)  

 Negligible 

higher pulse 

count 

detected in 

ECG 

Perform 

Analytics for 

consistency 

(or) 

Repetitive 

higher pulse 

count on 

ECG signal 

and rectify 

the issue. 

Case-3 True False True True Yes SwAgF4003 Minor 

Similarly, as 

above, for 

PPG 

Similarly, as 

above, for 

PPG 

Case-4 False False True False No SwAgF4004 No-Fault 
Data 

Authentic 
No action 

Case-5 True True False False Yes SwAgF4005 Major 

Possible 

Software 

Sync/Delay 

issue between 

channels 

To rectify the 

issue, 

perform 

analytics to 

check for 

consistent 

channel 

differences. 

Case-6 False True False False Yes SwAgF4006 Major 

Possible cause 

in Software or 

Hardware 

issue 

Perform 

Built-in-Test 

(BIT) and 

analytics 

between 

channels to 

rectify the 

issue. 

Case-7 True False False False Yes SwAgF4007 Major 
Refer above 

comment 

Refer above 

comment 

Case-8 False False False False Yes SwAgF4008 Critical 

Possible cause 

in Software or 

Hardware 

issue 

Perform BIT 

and Analytics 

between 

channels to 

rectify the 

issue. 

5.4 Experimental Results and Discussion 

The System was configured with 1oo1 and captured HR data values Vs. Fault alarm signals 

individually as ECG-1oo1, PPG-1oo1, ECG2-1oo1, PPG2-1oo1, and presented in Figure 38(a), 

Figure 39(b), Figure 40(c), Figure 41(d) from a single subject. The captured alarm data is 

analyzed to set configurable adjustable upper and lower limits (ADJ-UL & LL) [200]. 
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Figure 38: (a) Heart Rate Measurement based on ECG sensor Vs. Fault Alarm signal in 1oo1 

configuration.  

 

 

 
 

Figure 39: (b) Heart Rate Measurement based on PPG sensor Vs. Fault Alarm signal in 1oo1 

configuration.  
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Figure 40: (c) Heart Rate Measurement based on ECG-2 sensor Vs. Fault Alarm signal in 1oo1 

configuration.  

 

 

 
 

Figure 41: (d) Heart Rate Measurement based on PPG-2 sensor Vs. Fault Alarm signal in 1oo1 

configuration.  
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Figure 42: (a) ECG, PPG Heart Rate Measurements, rAB Coefficient of Correlation signal Vs. 

Fault Alarm signal 

 

 
 

Figure 43: (b) ECG-1, ECG-2 Heart Rate Measurements, rA1A2 Coefficient of Correlation 

signal Vs. Fault Alarm signal. 
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Figure 44: (c) PPG-1, PPG-2 Heart Rate Measurements, rB1B2 Coefficient of Correlation signal 

Vs. Fault Alarm signal. 
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these results along with system health inferences computed per negation codes specified in Table 

13 and assessed in these three configurations that the system availability significantly improved 

from 45 % to 55%.  

However, to validate the improvement function at the system level resilience, more tests 

must be performed with various sensors to evaluate function performance better. It has been 

observed that during experimentation, limitations exist, such as mainly a signal drift issue during 

capture, and appropriate sync mechanism needs to improve between the signals and channels. 

The drift of +/- 2 pulses was a system limitation due to different sensors' mediums, capturing, 

and measurement periods. Further noticed, the system response time is less than <5 seconds as a 

limitation. However, a detailed analysis of the uptime period of signals confirms that the count of 

truthful pulses in both channels is almost the same during long-term signal capture with 

negligible or no incorrect pulses and un-detected pulses recorded. In contrast, it can mitigate drift 

issues during short-term signal capture in the design by improving the synchronization 

mechanism for capturing the signals between the channels. 

Further investigation of the uptime and down signals helps understand the causes of various 

systemic faults within the sensor system. The related fault data is captured, analyzed, and 

provided for inferences in Table 14. Additional analysis of this corresponding prognostic health 

data is out of this chapter's scope as it requires defining normal or abnormal vital parameter 

signal classification and identification of support mechanisms within the system. In this chapter, 

as we focused on the system availability with reduced alarms by processing the signal data by 

evaluating the safety function, we used only minimal conditions to infer the system's health.  

 

 



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

104 

 

 
Figure 45: (a) ECG-PPG Recorded 2oo2 Fault Alarm output during Heart rate monitoring in   1-

hour period. 

 

 
 

Figure 46: (b) ECG1-ECG2 Recorded 2oo2 Fault Alarm output during Heart rate monitoring in 

1-hour period. 
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Figure 47: (c) PPG1-PPG2 Recorded 2oo2 Fault Alarm output during Heart rate monitoring in 1- 

hour. 

 

 
Figure 48: ECG, PPG processed signals data captured using MATLAB tool w.r.t 2oo2 

configuration (a) System Uptime – Normal signal data with no-fault (Green). (b) System 

Downtime – Abnormal signal data with a fault (Red) 
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Table 14: System Availability Results by Configuring the Fault-tolerant Multimodal Sensor 

System in 2oo2 System Configuration mode. 

Fault-tolerant 

multimodal 

sensor System 

Configuration 

Signals 

Up-time 

[Normal 

Signal] 

[Avg. 

minutes] 

[ ~‘t’- 60 

mins] 

Downtime 

[Abnormal 

Signal] 

[Avg. 

minutes] 

[ ~‘t’- 60 

mins] 

System 

Availability 

configuration 

System 

Availability 

Average of ~50 

Hrs.  

Improvement 

in System 

Availability 

using the 2oo2 

design 

approach 

%Increase 

Data Analytics 

Inferences on System 

Health – Common 

Causes 

Concept-1 

[ECG-PPG] 

Evaluation of 50 

Subjects 

[1-hour/person] 

 

Channel-A 

[ECG] 
53.4 6.6 89% 90% 

57.8% 

 

Main Hardware causes: 

· ECG/ PCG Sensor 

probe contact fault. 

·  Power-related faults. 

 

Main Software causes: 

· Data Sync delay 

Issues between 

channels due to 

algorithm 

computation times 

· Inaccuracy in 

detecting the pulses 

or due to Noise 

causes. 

 

 

Channel-B 

[PPG] 
55.2 4.8 92% 89% 

Fault-

tolerant-

Output 

[ECG-PPG] 

58.2 1.8 97% 95% 

Concept-2 

[ECG1-ECG2] 

Evaluation of 50 

Subjects 

[1-hour/person] 

Channel-A 

[ECG1] 
54.6 5.4 91% 89% 

62.5% 

Channel-B 

[ECG2] 
56.4 3.6 94% 91% 

Fault-

tolerant-

Output 

[ECG1-

ECG2] 

58.8 1.2 98% 96% 

Concept-3 

[PPG1-PPG2] 

Evaluation of 50 

subjects 

[1-hour/person] 

Channel-A 

[PPG1] 
57.6 2.4 96% 91% 

46.4% 

Channel-B 

[PPG2] 
57.0 3.0 95% 94% 

Fault-

tolerant-

Output 

[PPG1-

PPG2] 

58.8 1.2 98% 97% 

 

The presented experimental data was captured from each channel with HR-measured data. 

In addition, the alarm signal's inverted logic level is logged for the 1-hour duration per subject, 

considered for evaluating the System. The analysis results show significant improvements in 

meeting the objectives and a similar systematic approach to further apply this method to other 

parameter evaluations for safety improvements. 

5.5 Conclusion  

In this chapter, a concept of fault-tolerant safety-related two-out-of-two design approach 

implemented and evaluated in the configurable medical cardiac health monitoring system, a 

research platform, addresses the effective detection of functional faults, improving the 

uninterruptable function of the targeted medical System by reducing the false or spurious alarms. 

This framework has significantly reduced the generation of insignificant alarms and increased 

uninterruptable System availability by 45% to 55%. These findings and the design approach are 

important contributions to issues related to present medical patient monitoring systems without 

significant impact on cost since they use the existing system configuration of PPG signal and 

ECG signals along with FPGA technology devices. While we have focused explicitly on 



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

107 

 

eliminating identified issues, the conceptual design approach may suit medical monitoring 

systems, implying that our findings are likely important to designing medical monitoring and 

control systems. In terms of future research, we suggest using diverse algorithms and sensors (or) 

evaluation with a combination of these with effective predictive system maintenance, which 

helps eliminate spurious alarms with reduced downtime of the system and produce more accurate 

data vital parameters.  

  



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

108 

 

Chapter 6. Enhancements in Safety Analytics Using Edge-AI 

enabled Triple Module Redundancy Design Approach 

6.1 Introduction 

Technology advancements in multimodal smart sensor systems lead to developments in the 

sophistication of automated monitoring and alert systems and robotic medical surgery 

systems[213][214]. However, increased system automation and precision controlling activity 

during patient nursing bring in more challenges[14][209][226][227][228]. Along with this, the 

lack of fault-tolerability, uninterruptable system functionality with safe operations, effective fault 

detections, and identification of authentic signal data for data analytics to perform vital sign 

measurements adds to the problems. Recently, concerns regarding functional safety due to faults 

and the effectiveness of uninterrupted continuity of monitoring operations and its related robot-

assisted surgeries have heightened the additional safety needs[118][137]. Furthermore, due to the 

increased number of adverse events associated with monitoring-assisted surgical robots, as 

reported to the USA Food and Drug Administration (FDA) [113][117][210][229][230], it 

appears to be essential to address it. This rise is partly due to the exponential upsurge in the 

number of advanced smart medical monitoring and assistive usage and related robotic procedures 

over the last decade. In 2012 itself, around 450,000 robotic procedures were performed in 

hospitals worldwide with an installed base of 2,585 robotic medical systems [215][231][232] and 

in a recent report [113][233][234][235] in 2019, a significant spike of 126% increase in recalls 

reported to the U.S. FDA, where the majority of the causes due to software faults in medical 

patient monitoring assistive technology. 

This chapter focuses on an extended experimentation of the 2oo2(2-out-of-2) design 

approach [236], which emphasizes the fault-tolerant safety-related 2oo3(2-out-of-3) design 

approach to enhance the safety features in addressing the systematic failure challenges related to 

detecting functional software faults in a medical monitoring assistive system. The safety features 

include: 

1. Effective systematic fault detection function,  

2. Fault-tolerability with safe degradable function.  

These two functional features are implemented and evaluated using the proposed 2oo3(2-

out-of-3) configurable safety-related design architectures to mitigate the challenges. This 



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

109 

 

improves the effective detection of functional faults and the uninterrupted system operation, even 

if the system is affected by a single point of failure (SPOF). A detailed framework is presented 

with a configurable and conceptualized 2oo3 safety design architecture based on the fail-safe 

technique, which was realized and evaluated. A safe degradation function is realized using Karl 

Pearson’s coefficient of correlation method. Thus, the results are analyzed and evaluated for 

effective algorithmic fault detection and safe degradation mechanism for the continuous 

operability of the system in assisting the feedback controls of automated robotic surgical 

procedures. This approach reduces system fault alarms for better nursing with reduced alarm 

fatigue. Also, it provides improved authentic vital signs measured values for better predictability 

of the illness and proper assessment of the patient's condition by giving feedback to the safety-

critical medical systems for effective precision controlling. 

The systematic design assurance guidelines [135][180][216] are followed in implementing 

the proposed safety-related architecture in building the prototype. In addition, detailed 

experimental research is performed to evaluate the results and further analyze for safety 

improvements. The conceptual safety-related 2oo3 (2-out-of-3) design architecture or triple 

module redundancy (TMR) design architecture was used from the previous studies [200] in the 

implementation of this safe design approach. Furthermore, this chapter introduces the notion of 

correlation between multiple channels in a 2oo3 system with the objective of minimizing the 

spurious alarms and chances of failures. This chapter evaluated the cardiac vital sign parameters 

like heart rate (HR) using the proposed 2oo3 safe design approach. The assessment includes the 

continuity of the measurement of heart rate values and the aptness of the measured values. A set 

of three diverse sensors is selected to detect the biomedical signals, and these signals are based 

on diverse physical media like Light, Sound and Electric potential. In addition, a hybrid sensor, 

consisting of a set of light-emitting diodes (LEDs) and an optical detector, is used to detect the 

photoplethysmogram (PPG) signal. 

A digital micro-electro-mechanical system (MEMS) sensor detects the 

phonocardiogram(PCG) signal. An electric-potential integrated circuit (EPIC) sensor detects the 

electrocardiogram(ECG) signal. Three diverse independent algorithms were used to 

simultaneously measure the heart rate in three independent channels in a 2oo3 (2-out-of-3) 

safety-related design architecture. A detailed observation is recorded and evaluated for potential 

measurement errors and systemic faults during the measurement of the vital sign parameter like 
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the heart rate (HR) parameter at each independent channel using PPG, PCG, and ECG signals. A 

set of measured HR parametric data was collected periodically from three independent channels 

and correlated to check for any computational faults. Karl Pearson’s coefficient of correlation 

method is used for a safe voting function and implemented to detect the computational faults 

between the three independent channels. A built-in test (BIT) fault-tolerant safe degradation 

mechanism is implemented to identify and isolate systemic and computational faults. A set of 

diagnostic sequence operations performed for any fault detected, like 1. The system operates in 

safe mode with safe degradation switching from 2oo3 to 2oo2, 2oo2 to 1oo2 or 1oo1 and vice 

versa towards isolation of the fault and provides authentic data, 2. The system uses the 

predefined negation error codes for each fault category, generates the related alarm for each 

significant detected fault, and logs the results. A detailed functional analysis is carried out, and 

the accuracy of the cardiac vital sign heart rate measurements, along with the coefficient of 

correlation results of vital sign measurements between three channels, are analyzed using Bland–

Altman and correlative plots [217][218]. The recorded data consists of a log of failure detected 

output signal and vital sign heart rate measurements at each channel output along with results of 

safe, functional, built-in diagnostic outputs analyzed for the effective functioning of fault 

isolation and reduction of single-point-of-failure (SPOF) using safe degradation function and 

safe correlation function. 

The contributions of this research analysis by this configurable medical system prototype, 

with data collected, using this optimized TMR approach and having interfaces with diverse PPG, 

PCG, and ECG sensors, signifies,  

1. Drastic improvement in the elimination of PPG, PCG, and ECG-related problems in bio-

signal detection and removing the deficiencies in signal processing methods to extract the 

authentic vital sign signal information, 

2. Efficient predictability in the estimation of illness, which eventually improves in 

monitoring the subject health and proper nursing,  

3. Significant improvement in system active time with much fewer unimportant alarms, thus 

improving the system's fault tolerability and safety integrity level (SIL) for usage in safety-

critical medical applications like medical robotics or improving instrument intelligence. 

Section 6.2 details the framework in order to address the specified challenges in the 

detection of software faults. This framework includes requirements about the conceptualized 
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TMR architecture and the approach to analyzing the challenges. Section 6.3 provides a 

methodology in detail about the system overview and its realization of three independent 

channels for experimental studies. Section 6.4 evaluated the experimental results of the measured 

heart rate values, the fault alarms between the diverse channels, and the correlation coefficient 

values calculated for the safety logic. Finally, in Section 6.5, a detailed discussion of the results 

and further application of this approach to other parameters will emphasize authentic measures 

and safety improvements. 

6.2 Theoretical Framework 

This part of the research study is an extended experimentation of the 2oo2(2-out-of-2) design 

approach and re-uses the experimental framework described in section 5.2. This study presents 

the safety-related 2oo3(2-out-of-3) design approach to evaluate the safety features in addressing 

the systematic failure challenges related to detecting functional software faults in a medical 

monitoring assist system. 

6.2.1 Investigations of potential faults in a Medical Instrumentation System 

Recent investigations show significant differences in the many brands of patient monitoring 

systems on signal biasing and precision, even though they use similar hardware. These variances 

are almost certainly due to the different algorithms used in processing the photoplethysmogram 

signal [136][194], the Phonocardiogram signal[137][237], and the electrocardiogram 

signal[136]. To reduce the effects of variations in the sensing materials employed and the artifact 

of interest in the signal to be measured, we used alternative approaches for processing these 

ECG, PCG, and PPG signals. In-depth studies show potential faults can be noticed if anything is 

compromised or missed in defining the system requirements. By defining the design 

requirements and its approach, we considered a few challenging areas from the PPG system 

example[194][238], including  

1. The selection of sensor’s and detector's frequency ranges,  

2. Placement of the sensor probes at different locations such as fingertips, ear, nose, and 

forehead, 

3. Mechanisms of non-invasive probing, either light radiation transmission or reflection,  
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4. Other considerable effects like changes in saturation, signal quality, effects of 

dyshemoglobins, dyes, other pigments, and extraneous factors,  

5. Subject in physical motion and environmental effects.  

Equally, in the processing of the ECG, the PCG signal is considered a similar challenging 

area[136][237]. However, considering these defined requirements and the implementation of the 

signal processing algorithms software, there may still exist some inconsistency between the 

algorithms to extract the same vital sign parameter due to faults or limitations at a certain level. 

Therefore, in the recent decade, a few experimental studies with varied sample parameter voting 

and data fusion methods have been used [133][134][137][138][190][199] [205][206][219][220] 

for better device safety. 

Moreover, few studies [136][137] reported that the same vital sign parametric data, like 

heart rate, can be realized with the different mediums of the sensor. The present research chapter 

focuses on the fault-tolerant safety-related design approach and a safety feature in effectively 

detecting systematic failures using a defined framework and providing accurate measured 

parameter data with reduced alarms. Systematic failures such as safety instrumented functional 

design errors, hardware design errors, and software computing faults in an algorithmic function. 

The presented framework provides the fault detection and analysis approach and the 

implementation results using the configurable safety-related 2oo3 design architecture. 

6.2.2 Optimized Conceptual Fault-tolerant 2oo3 Design and Analysis Framework 

The proposed 2oo3 (2-out-of-3) evaluated safety-related design approach [200] used for further 

experimental investigations and performed functional safety assessment to validate the 

implemented bio-signal processing functions in biomedical instrumented systems for safety-

critical medical applications. The proposed concept evaluates configurable diverse medical 

sensors and different signal processing algorithms to measure the selected vital parameter. This 

approach of processing the same parameter in a diverse method, with correlative analytics, offers 

a scope to improve a useful technique in detecting faults. Additionally, it provides options to 

implement fail-safe degradation mechanisms, and related usage of safety-related design 

architecture provides redundancy and availability. 

This chapter considers 2oo3 (2-out-of-3), called the triple modular redundancy (TMR) 

concept, for analysis by configuring the system with diverse ECG, PCG, and PPG sensors and 
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diverse algorithmic computing software. A correlative analysis is performed and logs the results 

for the set configuration. Additionally, it tabulates all prescriptive maintenance inferences using 

edge-AI-based cause and effect analytics for each detected abnormality in the functional 

software and the results with analysis of cause and effects towards improving functional 

safety[239]. The functional description of the 2oo3 architecture includes hardware, software, 

sensors, and the algorithms used, as detailed in [200]. The selected 2oo3 configuration and its 

framework analysis are described below. 

 

Figure 49: Configurable TMR or 2oo3 safety-related System. 

 

6.2.2.1 Multimodal Senor configurable 2oo3 (2-out-of-3) System  
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ECG sensor interfaced with Analog Front-end (AFE) device in channel-A, a PPG sensor 

interfaced to the Analog Front-end (AFE) integrated chip (IC) in channel-B and a digital 
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bounded configurable limits” function implemented in Module O to detect the faults and 
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processed alarm signal data generated by the fault-tolerant safe degradation function. The safe 

function implementation includes Karl Pearson’s coefficient of correlation method, which used 

[200] a time series sliding window technique between the channel's data and a fault-tolerant safe 

degradation voting logic function for reliable switching between the channel's computed output.  

As part of the framework analysis, we analyzed the recorded output data towards the 

reliability and efficiency of the implemented algorithmic software function. We provided AI-

based inferences based on defect density for the improvements at the systems level functional 

requirements. Thus, a practical HR computing function is realized in these channels with 

authentic HR output with reduced alarms. Similarly, this analysis is further carried out on various 

segments of the design to improve the safety check, such as,  

a) System configured with diverse or same sensors with the same algorithms in both 

channels, which provides the opportunity to investigate the sensor sensitivity and related 

deviances in the functional requirement for measuring the same desired parameter.  

b) A system configured with one sensor interfacing in all channels, with the same 

algorithmic function for computation, provides the opportunity to investigate the safety function 

response to its improvements in defining the requirements. Further, it helps in the evaluation of 

system-level hardware failure analysis. 

6.2.3 Framework Evaluation 

Safety compliance is a systematic process in every product development life cycle (PDLC) 

phase. Every safety-related electronic system aims to detect faults, and while in an active state 

system, it shall drive the system into a fail-safe state. The safe state shall be defined based on the 

mode of system operation in the active state. During the System in operation at a specific mode, 

the cause of faults and failures is categorized as negation codes. In addition, it needs to be 

defined by labeling and the fault's severity level. 

In this chapter, as we focused on a specific signal processing algorithmic software function's 

functional safety validity, we explained the implemented fault detection logic in the 2oo3 (2-out-

of-3)  approach, its theoretical fault identification mechanism, and its further evaluation 

framework. 
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6.2.3.1 2oo3-Fault Detection Logic and its Analysis 

The function 2oo3 (2-out-of-3) fault detection logic receives the parameter input data from 

channels -A, -B,  and -C and conditionally checks between that particular parameter's threshold 

limits. The generated outputs are logically ORed as a parallel circuit, and the hardcoded safe 

output is selected using the correlative coefficient condition (>0.5), which is a moderate to very 

high state relationship parameter ‘r’ [200], as shown in Figure 50, to generate the fault detection 

signal. Further, this fault detection signal is driven back as a feedback input to the primary 

function, which triggers the diagnostic Built-In-Test (BIT) functions to generate the output 

enable signal. The primary function triggers a fault-tolerant enable signal for every authentic 

fault detected. Thus, a predefined priority-based fault-tolerant safe degradation sequence is 

initiated to select the apt output, to pass onto the display. However, if no fault is detected, both 

channel output parametric values correlate positively. Thus, a selected ORed output is released to 

the display and AI-based computed prognostic health inference outputs. 

In the fault identification mechanism, a defined [200] positive correlation coefficient 

constant value is compared and continuously monitored to a correlation coefficient value 

measured between two independently received output-parameter values. Thus a signal is 

generated when there is a deviation in the relationship between them. In theory, as per the 2oo3 

safety-related voting approach, any two channels must fail to initiate the System to fail-safe 

mode. Thus, a failure detection signal is generated when the relationship signals and ORed 

output signal fail. All identified cases are analyzed, as detailed in 

Figure 51, from 1 to 8 cases to determine the actual fault. As part of the evaluation 

framework, all these 64 cases are tabulated in Table 17 to analyze a selected vital parameter and 

evaluated by checking the related implemented function's validity for safety.  

Following the standard compliance and best development practices and this design and 

analysis framework approach in implementing safety-critical medical systems will significantly 

address the identified challenges and improve the medical system's safety features. A detailed 

analysis is carried out for a specific vital parameter as part of the evaluation framework. 

Moreover, preliminary analytical research results show improvements in functional safety by 

reducing spurious alarms, effectively detecting functional faults, and improving the system's 

uninterruptable function by providing authentic measurements. 
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Figure 50: 2oo3 Fault Detection and Fault-tolerant Logic implementation. 
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Figure 51: 2oo3 Fault Detection and Fault-tolerant Logic implementation. 2oo3 Voting Logic 

Cases for assessment (A) All channel values are in a relationship and are in the normal range. (B 

& C) At least two channel values in relationship with one signal drift towards the limit. (D) At 

least two channel values in relationship with both signals drift towards the limit. (E) All channel 

values are out of a relationship and in the normal range. (F & G) Two-channel values out of a 

relationship with one signal drift towards the limit. (H) All channel values are out of a 

relationship, and the signals drift toward limits. 

 

6.2.3.2 2oo2 configurations Comparative analysis and Necessity for -2oo3 architecture Evaluation 

A detailed analysis is performed on the results of -2oo2 configurations presented in the earlier 

Chapters 3 and 5 are shown in Table 15. Observed that -2oo2 configurations of ECG-PCG, 

ECG-PPG show significant improvement in Availability from 45% to 65% when compared with 

independent channels of ECG, PCG and PPG. However, the selected HR parameter can be 

measured from these independent channels, and our theoretical analysis shows that in 2oo3 

system configuration, the system will further improve in Availability due to an increase in 

channel redundancy. 
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Table 15: System Availability Results by Configuring the CHMS in 2oo2 System Configuration 

 

Configuration 

Mode 

Signal 

Channels 

Up-time 

[Normal 

Signal] 

[Avg. 

minutes] 

[ ~‘t’- 60 

mins] 

Downtime 

[Abnormal 

Signal] 

[Avg. 

minutes] 

[ ~‘t’- 60 

mins] 

System 

Availability 

 

System 

Availability 

Average of ~50 

Hrs.  

Improvement 

in System 

Availability 

using the 2oo2  

%Increase, 

w.r.t 1oo1 

2oo2 
[ECG-PPG] 

[ECG-PPG] 58.2 1.8 97% 95% 62.5% 

2oo2 

[ECG-PCG] 
[ECG-PCG] 54.6 5.4 91.00% 94% 57.8% 

6.3 Methodology 

In the progression of safety systems design engineering, performed research activities towards 

aptness usage of safety-related architectures in safety-critical medical systems [200]. We 

followed a methodology of experimental evaluation by addressing the primary challenges like 1. 

fault detection in a signal feature computation function during biomedical signal processing, 2. 

fault-tolerable functionality of the system, and aiming the goals towards: 

 a) Improving in the elimination of PPG, PCG and ECG-related potential failures in bio-

signal detection and removing the deficiencies in signal processing methods to extract the 

authentic vital sign signal information,  

b). Effective predictability in the estimation of illness through data analytics on the authentic 

vital signal data, which eventually improves in monitoring the subject health and proper nursing, 

c) Improve system active time by eliminating much fewer spurious alarms, thus improving 

the fault tolerability with self-correcting or by using redundancy channel data and thus further 

improving the system's safety integrity level (SIL) for usage in safety-critical medical 

applications like medical robotics. 

The research activities for this part of the project are divided into mainly three parts: 

The first part is dedicated to the study and evaluation of the aptness to use safety-related 

architectures in the targeted non-invasive diagnostic medical monitoring and to assist control 

systems in measuring basic vital parameters and identifying suitable sensors for sensing 

biomedical signals like electric potential, sound, and light. 

The second part is devoted to the configurable design and realization of three-independent 

channels with sensor interface and FPGA-based research prototype for experimental studies. 



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

119 

 

The final part is dedicated to the calibration of the research platform for safety-critical 

medical applications (sensor, configurable safety-related architectures, and FPGA design and 

related circuits) by performing lab and field trials in evaluating the vital parameters like heart 

rate in addressing the mentioned challenges as reduction of fault alarms, identifying algorithm 

limitations and improving in uninterruptable system functionality with safe degradation 

mechanisms. 

The part of the experimented results with 2oo2 configuration with 5-configurable concepts 

is evaluated and presented[236] in Chapter 5. The present chapter focuses on the final part of the 

research activities in improving the fault detection mechanisms with configurable 2oo3 safety 

architecture and addressing the challenges using a combination of ECG, PCG and PPG sensor 

interfaces. In contrast, we used in Chapter 3 and Chapter 4 details of the first and second parts of 

the system-level research prototype build activities and its preliminary evaluation results. 

6.3.1 Instrumentation System Design Overview 

The human health monitoring system (HHMS) is designed to be modular and configured to a 

2oo3 (2-out-of-3) safety-related computing platform. The integrated system consists of three 

independent operating channels, as shown in Figure 52 and explained in [200], along with the 

cardiac health monitoring system (CHMS) GUI tool used in test evaluations. 

 
Figure 52: 2oo3 (two-out-of-three) Fault-tolerant Cardiac Health Monitoring System Block 

Diagram. 

 

6.3.2 Hybrid Sensor (PPG, PCG & ECG) and its configuration  

A set of three diverse sensors to sense PPG, PCG, and ECG are selected in three different media, 

optical, sound, and electrical, respectively, to measure the desired parameter and its related 
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artifacts from bio-medical signals. The selected PPG sensors (LEDs and detector), PCG sensors 

(MEMS microphones), ECG sensors (Electric potential Integrated Circuit (EPIC)), and the 

interfaces used in this 2oo3 system configuration are detailed [200]. These diverse sensors are 

bonded like a hybrid module into a single package for convenience based on the desired bio-

signal parameter monitoring selection. Each sensor module is placed on a subject at the 

prescribed location for desired parameter measurements. The combinations include ECG-PPG, 

ECG-PCG, and PPG-PCG, and the selected modules are interfaced to the integrated computing 

system as shown in Figure 52, configured and evaluated the conceptual 2oo3 safety design. 

6.3.3 2oo3 (2-out-of-3) based Safe-Voting Method using correlation analysis 

The prototype system must configure 2oo3 with a safe voting mechanism to measure a particular 

identified vital parametric function. In this system operation approach, the three channels, A, B, 

and C, receive the sample data and independently compute the vital parameter. Then, as per 

Table 16 and Figure 53, these measured values are inputs to the safety function, which correlates 

and votes to generate the alarm output signal and Fault detection signal. Further, the generated 

signals trigger the related diagnostic functions to process the data to select the authentic vital 

output for display and the fault alarm signal. Thus, this mechanism of configuring safe-voting 

computation shall be performed for each essential parameter measured by the Medical System. 

6.3.4 2oo3 (2-out-of-3) Safety-related degradation mechanism 

Based on the selected configured parameter in an active system, the System goes into a 

predefined degradation sequence for any fault detected. These degradation sequences depend on 

the System's configuration and limitations, such as sensors and availability of the independent 

processing channels for the same selected parameter. Table 16 shows a few identified vital 

parameters and their feasible degradation scheme. Since the System is a modular interface and 

provides high reconfigurability during the System's initial start phase, it either has a high 

availability system or a high safety System. Thus, we can alter the scheme from 2oo3 to 2oo2 to 

1oo1 for high availability with fault-tolerability (or) 2oo2 to 1oo2 to 1oo1 for high safety with 

fault-tolerability. 
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Table 16. 2oo3 Configured -System Safe Degradation Scheme. 

 

Vital Sign 
FAULT-

TOLERANT 

SYSTEM 

Degradation Level 
System configuration selection scheme for High 

Availability or Safety Mode 

1 2 3 4 
High Availability and 

Fault-tolerant 
High Safety and 

Fault-tolerant 

Heart Rate 

or Pulse 
2oo3 2oo2 1oo2 1oo1 

Shut 

down 

2oo3 à 2oo2 à 1oo1 

àSafe mode 

1oo2 à1oo1à 

Safe mode 

Respiratory 
Rate 

2oo2 1oo2 1oo1 
Shut 
down 

 

Blood 

Pressure 
2oo2 1oo2 1oo1 

Shut 

down 
 

Body 
Temperature 

2oo3 2oo2 1oo2 1oo1 Shut 
down 

Pulse 

Oximetry 
2oo2 1oo2 1oo1 

Shut 

down 
 

 

6.3.5 Edge-AI-enabled cause and effect analytics and its prescriptive maintenance 

suggestions 

Edge-AI-based data analytics is performed at three levels: Diagnostics, Prognosis, and 

Prescriptive. First, as shown in Figure 54 and Figure 58, the fault data captured during system 

operating time at each correlated channel -A, -B, -C of Fd(AB),  Fd(AC), Fd(BC), and at built-

in-tests(BITs) for all identified failure codes as specified in Table 17. In addition, during the 

prognosis of fault data, considering the severity as conditional weights, the fault data computed 

for the number of repeated failures that occurred during the system’s active time. Finally, the 

failure data rate meeting the criteria of threshold limits provides the prescriptive maintenance 

recommendations. 
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Figure 53: Pseudocode - 2oo3-based Safe-Voting Logical Analytics Using Correlative Technique 

for Fault Detection and Fault Alarm Output Signal generation. 

6.3.6 Experimental setup and System Evaluation 

The experimental setup and application protocol detailed in [200] are reused to assess the 

proposed concept. In addition, the MATLAB-based CHMS GUI tool is used to configure and 

capture the resultant data to Plot. 

Initially, a verified healthy fifty subjects are selected for HR measurements. Well-informed 

and prepared these subjects per the application protocol[200] and used the monitoring system 

prototype for evaluation. A set of desired sensory multi-channels or probes are well connected to 

the subject, and simultaneous readings are logged per CHMS GUI tool configuration. Finally, the 

experiment is repeated for each subject. 

The part of the experiment with 2oo2 configuration with a set of sensor data collected in a 

combination of ECG-PPG, ECG1-ECG-2, and PPG1-PPG2 evaluated five different concepts and 

· To do following steps in real-time in 2oo3 configuration, on the measured parameter(p) 
data from three channels -Channel-AP (ChAp); Channel-BP (ChBp); Channel-CP (ChCp); 

     For all ‘Ɐ’, ChAp, ChBp, ChCp; > >= ) 

     If (ChAp > LL) ∩ (ChAp < UL) then 
       ChA <= True; 

     Else 

       ChA <= False; 
     If (ChBp > LL) ∩ (ChBp < UL) then 

       ChB <= True; 

     Else 
       ChB <= False; 

     If (ChCp > LL) ∩ (ChCp < UL) then 

       ChC <= True; 
     Else 

       ChC <= False; 

-- for Fault Detection (Fd) : 
    If (rAB > 0.5) then 

      If (ChA XOR ChB) then 

        Fd(AB) <= No-Fault; 
      Else 

        Fd(AB) <= Fault; 
    Else 

       Fd(AB) <= Fault; 

   Compute Fd(AC) and Fd(BC); 
For Fd = Fd(AB) OR Fd(AC) OR Fd(BC); 

-- for 2oo3 Alarm Output Signal (OAlarm) : 

    If (rAB > 0.5) then 
      If (ChA OR ChB) then 

        OAB <= True; 

      Else 

        OAB <= False; 

    Else 

        OAB <= False; 
  Compute Fd(AC) and Fd(BC); 

     For OAlarm = OAB OR OBC OR OAC; 
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presented the results[236]. The present chapter focused on the 2oo3 configuration of data, using 

a partial set of data collected from ECG, PCG, and PPG sensor channels[236] for computation 

and simultaneous failure signal data for AI analytics on prescriptive maintenance. 

 

Table 17. 2oo3 based Cause and Effect - Fault Diagnostics & Evaluation Analytics and 

prescriptive inferences for the identified cause. 
Evaluation 

cases 

[Case-1 to 

Case 64] 

Ch

-A 

Ch

-B 

Ch

-C 
X Y Z O R Code Severity Fault description & Probable cause 

Prescriptive maintenance 

inferences for the identified 

causes. 

Case-1 T T T T T T T N 
SwAgF

4001 
No-Fault Data Authentic No action 

Case-2 

to 

Case-8 

T T T 
T/

F 

T/

F 

T/

F 

T/

F 
Y 

SwAgF

4002 to 

4008 

Major/ 

Minor 

May be Software Sync/Delay issue 

between  

Channels-A,B; A,C; B,C 

Negligible higher pulse count 

detected in ECG, PCG 

 Primary Issues of failures: 

 Sensing Probe failure of 

ECG/PCG/PPG. 

 Signal Bias issues to detect 

the signal. 

  Sync/Delay Issue between 

channels. 

 Algorithm computation 

delay issues between 

channels. 

 

 Overall failure analysis  

Hardware and software 

issues segregation like 

display module, cuff, 

Sensor, Calibration, Battery, 

power supply, Probe, 

Connector, and Other 

unknown issues.  

Case-9 

to 

Case-16 

T T F 
T/

F 

T/

F 

T/

F 

T/

F 
Y 

SwAgF

4009 to 

4016 

Major/ 

Minor 

Possible cause in Software or 

Hardware issues at channels A, B; 

B, C, and A, C 

Case-17 

to 

Case-32 

T 
T/

F 

T/

F 

T/

F 

T/

F 

T/

F 

T/

F 
Y 

SwAgF

4017 to 

4032 

Critical 

Data Authentic 

Software Sync/Delay Issue  between 

channels (or) Negligible higher 

pulse count detected in PPG & PCG 

Case-33 

to 

Case-40 

F T T 
T/

F 

T/

F 

T/

F 

T/

F 
Y 

SwAgF

4033 to 

4040 

Critical 

Possible cause in Software or 

Hardware issues at channels A, B; 

B, C, and A, C 

Case-41 

to 

Case-64 

F 
T/

F 

T/

F 

T/

F 

T/

F 

T/

F 

T/

F 
Y 

SwAgF

4041 to 

4064 

Critical 

Data Authentic 

Software Sync/Delay Issue  between 

channels (or) Negligible higher 

pulse count detected in ECG & PPG 

 
Where Ch-A: Channel-A (ECG) [Parameter within set limits then TRUE else False] 

Ch-B: Channel-B (PPG) Parameter within set limits then TRUE else False] 

Ch-C: Channel-C (PCG) Parameter within set limits then TRUE else False] 

X: Correlation coefficient ‘r’ measured between ECG-PPG, if r(>0.5) then TRUE else False. 

Y: Correlation coefficient ‘r’ measured between ECG-PCG, if r(>0.5) then TRUE else False. 

Z: Correlation coefficient ‘r’ measured between PPG-PCG, if r(>0.5) then TRUE else False. 

O: 2oo3 Fault tolerant Output Signal Alarm[True-No Alarm; False-Alarm] 

R: Result = Fault Diagnostics required for Detected Failure = Yes or No 

Code: Software functional Fault/Negation codes  

          [SW-Software; Ag-Algorithm; F-Function; [4-digit] – Code] 

Severity: Fault Severity Analysis No-Fault/Minor/Major/Critical  

          [Algorithm function analysis metric] 

T: True; F: False; Y: Yes; N: No; 

 

 

 
 

Figure 54: Framework workflow for Edge-AI-based fault data analytics for prescriptive 

maintenance. 
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6.4 Experimental Results and Discussion 

The System configured with 1oo1 and captured HR data values Vs. Fault alarm signals 

individually as ECG-1oo1, PPG-1oo1, and PCG-1oo1 are presented in Figure 38, Figure 39, and 

Figure 55 from a single subject. The captured alarm data is analyzed to set configurable 

adjustable upper and lower limits (ADJ-UL & LL) [200]. 

 

 

Figure 55: Heart Rate Measurement based on PCG sensor Vs. Fault Alarm signal in 1oo1 

configuration. 

 

 

The captured correlation signals ECG-PCG, ECG-PPG, and PCG-PPG Vs. a fault alarm 

signal are shown in respective Figure 42, Figure 56, and Figure 57. It analyzed that the reduction 

of alarm readings from all fifty subjects (with an overall 200 Hrs monitoring) is similar in 

meeting the objectives. Figure 58 present the configured 2oo3- results of a single subject, which 

shows the reduction in alarms and its related cause & effect evaluated analysis presented in 

Table 17 with inferences. 

The sensor's ECG, PCG, and PPG processed signal data are captured and performed 

analytics using MATLAB tool by configuring the system in 2oo3 configuration. The tool 

computes system uptime and downtime by separating the normal and abnormal signal data, as 

shown in Figure 59. Figure 60 shows the prescriptive results of the failure recorded data of the 

power supply and sensor probes using computed edge-AI workflow. 
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Figure 56: ECG & PCG Heart Rate Measurements, rAB Coefficient of Correlation signal Vs. 

Fault Alarm signal 

 

 

 
 

Figure 57: PCG & PPG Heart Rate Measurements, rBC Coefficient of Correlation signal Vs. Fault 

Alarm signal. 
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conditions and following application protocol[200] and recorded the uptime and downtime of the 

system during evaluation. As a result, an average of 200 Hrs total operating time of the system 

and calculated system availability in percentile as per equation-1. Table 17 provided these results 

along with system health inferences computed as per negation codes specified in Table 17 and 

assessed in the set configuration that the improvement in system availability significantly 

improved from 85 % to 98%.  

However, to validate the improvement function at the system level resilience, more tests 

must be performed with various sensors to evaluate function performance better. It has been 

observed that during experimentation, limitations exist, such as mainly a signal drift issue during 

capture, and an appropriate sync mechanism needs to improve between the signals and channels. 

The drift of +/- 2 pulses was noticed as a system's limitation due to different sensor media of 

operation, capturing, and measurement periods. Further noticed, the system response time is less 

than <5 seconds as a limitation. However, a detailed analysis of the uptime period of signals 

confirms that the count of truthful pulses in correlated channels is almost the same during long-

term signal capture with negligible or no incorrect pulses and un-detected pulses recorded. In 

contrast, it can mitigate drift issues during short-term signal capture in the design by improving 

the synchronization mechanism for capturing the signals between the channels. 

Further investigation on the uptime and down signals helps understand the causes of various 

systemic faults within the sensor system. The related fault data is captured, analyzed, and 

provided inferences in Table 17. Additional analysis of this corresponding prognostic health data 

is out of this chapter's scope as it requires defining normal or abnormal vital parameter signal 

classification and identifying support mechanisms within the system. In this chapter, as we 

focused on the system's health and availability with reduced alarms by processing the signal data 

and evaluating the safety function, we used only minimal conditions to infer the system's health.  

The presented experimental data is captured from each channel with HR-measured data. In 

addition, the alarm signal's inverted logic level is logged for the 1-hour Avg. duration per 

subject, considered for evaluating the System. The analysis results show significant 

improvements in meeting the objectives and a similar systematic approach to further apply this 

method to other parameter evaluations for safety improvements. 
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Figure 58: (a) Fault Alarm output recorded at each channel A, B, and C during Heart rate 

monitoring in 1 hour. (b) Correlative Signal Record between channels ECG-PCG, ECG-PPG, 

and PCG-PPG during Heart rate monitoring in 1 hour. (c) 2oo3 configured system Fault Alarm 

output during Heart rate monitoring in 1 hour. 

 

 
 

Figure 59: ECG, PCG, PPG processed signals data captured using MATLAB tool w.r.t 2oo3 

configuration (a) System Uptime – Normal signal data with no-fault (Green). (b) System 

Downtime – Abnormal signal data with a fault (Red) 

 

 

0
1
1

0 500 1000 1500 2000 2500 3000 3500 4000

E
C

G
-1

o
o

1
A

la
rm

 S
ig

n
a

l

Time(Seconds)

ECG-1oo1 Alarm

0
1
1

0 500 1000 1500 2000 2500 3000 3500 4000

P
C

G
-1

o
o

1
A

la
rm

 S
ig

n
a

l

Time(Seconds)

PCG-1oo1 Alarm

0
1
1

0 500 1000 1500 2000 2500 3000 3500 4000

P
P

G
-1

o
o

1
A

la
rm

 S
ig

n
a

l

Time(Seconds)

PPG-1oo1 Alarm

0
0,5

1

0 500 1000 1500 2000 2500 3000 3500 4000

2
o

o
3

A
la

rm
 S

ig
n

a
l

Time(Seconds)

2oo3 Alarm Output
(ECG-PPG-PCG)

0

0,5

1

0 500 1000 1500 2000 2500 3000 3500 4000

r A
B

S
ig

n
a

l 
(>

0
.5

)

Time(Seconds)

rAB Signal (>0.5)
(ECG & PCG)

0

0.5

1

0 500 1000 1500 2000 2500 3000 3500 4000r A
C

Si
gn

a
l 

(>
0

.5
)

Time(Seconds)

rAC Signal (>0.5)
(ECG &PPG)

0

0.5

1

0 500 1000 1500 2000 2500 3000 3500 4000r B
C

S
ig

n
a

l 
(>

0
.5

)

Time(Seconds)

rBC Signal (>0.5)
(PCG &PPG)

(a) (b)

(c)

(b)

(a)

A
m

p
li
tu

d
e

 (
m

V
)

Samples

ECG

PPG

(a) (b)

PCG

ECG

A
m

p
li
tu

d
e

 (
m

V
)

Samples

A
m

p
li
t
u

d
e

 (
m

V
)

Samples

ECG

PPG

ECG

PCG

Samples

A
m

p
li
t
u

d
e

 

(m
V

)

A
m

p
li
t
u

d
e

 

(
m

V
)

Samples

ECG

PPG

Sampl

es

A
m

p
li
t
u

d
e

 

(
m

V
)

ECG

PCG



 

 

Copyright © L.V.R Prasada Raju, 2023 

All Rights Reserved 

128 

 

 
 

Figure 60: Edge-AI-enabled fault data analytics and its prescriptive maintenance 

recommendation 

 

Table 18. System Operational Availability Results by Configuring the Fault-tolerant Medical 

Instrumentation System in 2oo3 (2-out-of-3) configuration mode.  

Fault-tolerant 

System 

Configuration 

In TMR or 

2oo3(2-out-of-3) 

mode 

Signals 

Up-time 

[Normal 

Signal] 

[Avg. 

minutes] 

[ ~‘t’- 60 

mins] 

Downtime 

[Abnormal 

Signal] 

[Avg. 

minutes] 

[ ~‘t’- 60 

mins] 

System 

Availability 

configuration 

System 

Availabili

ty 

Average 

of ~200 

hrs  

Improvement 

in System 

Availability 

using the 2oo3 

design 

approach 

%Increase 

(approx.) 

Data Analytics Inferences 

on System Health – 

Common Causes 

System 

Evaluation 

performed using 

50 Subjects  

with 

data record  

Four 

hours/subject and 

an average of 1 

hour. 

 

Channel-A 

[ECG] 
53.4 6.6 89% 90% 

20% 

Main Hardware causes: 

· ECG, PPG, and PCG 

Sensor probe contact fault. 

·  Power-related faults. 

 

Main Software causes: 

· Data Sync delay Issues 

between channels due to 

algorithm computation 

times 

· Inaccuracy in detecting the 

pulses mainly due to causes 

of Noise and feeble pulses. 

Channel-B 

[PCG] 
46.8 13.2 78% 76.2% 

Channel-C 

[PPG] 
55.2 4.8 92% 89% 

2oo3 Fault-

tolerant-

Output 

[ECG-PCG-

PPG] 

59.4 0.6 99% 98.6% 

 

Further, the CHMS is evaluated for reliability by measuring the System level MTBF, 

Repeatability, and Reproducibility parameters. Table 18 presents the results. The higher MTBF 

value of 28.40 shows improvement from the 1oo1 and -2oo2 system. Following the application 

protocol, experimental system evaluation is performed for repeatability and reproducibility. 

Table 19 shows that the measured values have less variance when compared to the 1oo1 and -

2oo2 systems. However, the considered limitation is complexity, which increases further in -

2oo3, and following a systematic design approach and guidelines may further help reduce the 

limitations in complexity. 
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Table 19: 2oo3 Configured CHMS MTBF, Repeatability and Reproducibility Results 

Configuration 

Type 
Sensor channel 

MTBF 

[~ minutes] 

MTTF 

[~ minutes] 

Repeatability 
of CHMS 

(SD) 

Repeatability of 
CHMS 

(SDM) 

Reproducibility 

of CHMS 

1oo1 ECG 3.31 3.31 2.16 0.68 0.07 

1oo1 PCG 6.53 6.53 1.52 0.48 1.63 

1oo1 PPG 28.40 28.40 1.20 0.37 0.79 

2oo2 ECG-PPG 28.40 
Not 

applicable to 

a reparable 
system. 

1.20 0.38 0.14 

2oo2 ECG-PCG 24.60 1.70 0.54 0.79 

2oo3 [ECG -  PCG - PPG] 28.40 1.20 0.38 0.14 

 

6.5 Conclusion  

In this chapter, a concept of fault-tolerant safety-related two-out-of-three(2oo3) or TMR design 

approach implemented and evaluated in the configurable medical cardiac health monitoring 

system, a research platform, addresses the effective detection of functional faults improving the 

uninterruptable function of the targeted medical System by reducing the false or spurious alarms. 

This framework has significantly reduced the generation of insignificant alarms and increased 

uninterruptable System availability by 85% to 98%. These findings and the design approach are 

important contributions to issues related to present medical patient monitoring systems without 

significant impact on cost since they use the existing system configuration of ECG, PCG, and 

PPG signals along with FPGA technology devices. While we have focused on eliminating 

identified issues, the conceptual design approach may suit medical monitoring systems, implying 

that our findings are likely necessary for designing medical monitoring and control systems. 

Further, the measured MTBF results for CHMS show improvement in reliability in 2oo3 

configuration and less variance in results of repeatability and reproducibility. In terms of future 

research, we suggest using diverse algorithms and sensors (or) evaluation with a combination of 

these with effective predictive system maintenance, which helps eliminate spurious alarms with 

reduced downtime of the system and produce more accurate data vital parameters.  
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Chapter 7. Conclusion 

7.1 Summary of the present work 

It is essential to monitor the pathophysiological state of an individual uninterruptedly during 

critical times by measuring authentic vital parameters, which provides insights for predicting 

imminent health hazards. 

Portable, non-invasive human health monitoring systems like PMS, POCTs one of the 

popular research areas that aim at the development of low-cost, reliable, and accurate monitoring 

systems to use in critical times by improving the safety parameters like Availability – i.e., 

improvement in systems operational uptime, Reduction of Alarms – i.e., reducing spurious 

alarms, improvement in segregating the authentic data from abnormal data to compute 

prognostics for better medication. These systems help in building a healthier society as day by 

day, more and more populations are being effected by various health issues caused due to 

abnormal levels of monitoring of human health vitals at critical times. 

Various design approaches have been proposed in the literature, like hot/warm standby, 

Cold stand-by, FFIP, FCC, etc. Many research groups are exploring a wide variety of design 

approaches to develop a system that can provide an improvement in safety and reliable results 

conveniently and economically. 

Chapter 3 detailed the safety-related architectures 1oo1-, 1oo2-, 2oo2- and 2oo3- and 

describes their apt usage in developing the CHMS instrument prototype with three independent 

channels based on ECG, PPG and PCG. It has provided the details of the correlation method 

used in safe logic development, experimental set-up, and evaluation framework. An application 

protocol has been described and followed to capture the sample data and evaluated using GUI 

based CHMS configuration tool developed based on MATLAB software. Finally, an 

experimental case study has been presented by configuring the CHMS system in 2oo2 using two 

independent channels of ECG and PCG. It has been observed that the results show improvements 

in the reduction of spurious alarms significantly by more than 85% to 95%. Further, we 

evaluated the reliability of the CHMS prototype by measuring the MTBF, MTTF, Repeatability, 

and Reproducibility parameters of each independent channel as well as the configured -2oo2 and 

-2oo3 architectures and presented the operational Availability results. 
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Chapter 4 described developing and optimizing a fault-tolerant human health monitoring 

system based on 2oo2 architecture using ECG and PPG channels to effectively separate authentic 

data from system-level failures. Evaluated the functions such as AND-OR safety function, 

correlation-based safe function, and fuzzy entropy-based detection technique are used for the 

vital measured in terms of positive predictive values (PPV) and sensitivity (Se) on authentic data. 

It has been observed that the segregation of normal data from abnormal data is effective and 

computed with positive predictive values (PPV) of nearly 99.99%, whereas sensitivity (Se) of the 

ECG channel is greater than 99.97% and 99.95% for the PPG channel. 

Chapter 5 detailed the improvement parameters like systems availability and developed an 

authentic measure of vital sign HR using a fault-tolerant design approach with safety analysis 

using 2oo2 architecture using independent channels ECG and PPG. Evaluated the safe functions 

and five different concepts in various diverse modes and presented a cause and effect analysis. It 

has been observed that a significant improvement of 55% to 95% in the reduction of spurious 

alarms is achieved and improved the system's availability by 45% to 55%. 

Chapter 6 detailed the enhancements of safety analytics using an edge-AI-enabled triple 

module redundancy design approach using three independent channels, ECG, PPG, and PCG, to 

improve systems availability parameters. The safe functions and safe degradation mode were 

evaluated and a cause and effect analysis presented. It has been observed that a significant 

improvement by greater than 95% in the reduction of spurious alarms is achieved and improved 

the system's availability by greater than 95%. 

 Based on the availability of multimodal sensor configurations, the system can be 

configured at once for the desired mode in 2oo2 or 2oo3 for each vital measurement. The cost of 

using reagents constitutes a substantial portion of the operating expenses. 

The current research focuses on using safety-related design architectures for non-invasive 

HHMS, PMS, and PCOT devices, mainly to segregate the authentic data from abnormal data of 

the various systemic failures and system availability improvement. A correlative technique is 

used in the existing safety-related design architectures to achieve the objectives, and both 

qualitative and quantitative analysis are used to separate the systemic failure data from human 

health vital data, and normal authentic vital data is segregated from abnormal data.  
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7.2 Conclusion 

Safety Medical systems with intelligence are one of the demanding research areas that aim to 

develop reliable and accurate medical diagnostic systems at a lower cost with portability. 

Furthermore, these safety systems help build a healthier society by providing reliable inputs to 

healthcare providers for better nursing, to the patients with predictive alerts on their ill health, 

and device health inputs for the owners for better operability by saving costs. 

Various methods to improve safety in the system design life cycle have been proposed in the 

literature. Many research groups are exploring various approaches to develop a device that can 

provide stable and reliable results conveniently and economically. As technology improves, 

many research groups are constantly working on these problems in medical monitoring systems 

to find a better way to solve them. For example, they are trying to reduce the number of false 

alarms, improve the accuracy of vital signs, and use health artifacts to predict illness before it 

happens. They also use PdM and PPM techniques to improve the system's operational time 

availability with fault tolerability. 

The current research focuses on using safety-related architectures in the design of medical 

systems, such as safe correlative computations. However, many problems with biosignal 

detection need to be addressed, including a lack of accurate data for predicting illness and a lack 

of reliability in the system's operation. This study aims to identify the root causes of these issues 

so that they can be mitigated and the system can operate more reliably. A CHMS prototype is 

built and can be configurable to operate in 2oo2 and 2oo3 approaches, along with fault-tolerant 

functions used in the quantitative analysis.  Here, we have investigated and analyzed the 

recorded failure output data towards the reliability and efficiency of the implemented algorithmic 

software function and provided the inferences on improvements at the systems level 

requirements. Thus, a practical heart rate (HR) computing function is realized in both channels 

(i.e., in the 2oo2 approach) with authentic heart rate output for prognostic diagnostics with 

reduced alarms, i.e., we effectively segregated the faulty or an abnormal signal. 

Further, a system configured with one sensor interfacing with both channels, with the same 

algorithmic function for computation. Again, this configurable analysis provided the opportunity 

to investigate the safety functions' response to its improvements in defining the requirements. 

Thus, this approach helps to evaluate system-level hardware and software failure analysis. 

Finally, as part of an extended experiment, we collected the data in 2oo3 CHMS system 
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configuration using three diverse sensors: ECG, PPG, and PCG. The data is evaluated for the 

overall system availability, and the collected failure data is analyzed based on edge-AI-based 

prescriptive maintenance of the system. 

Thus, based on this experimental research, by design and developing a research CHMS 

prototype having known limitations of FPGA and configurability of channels. Overall, the 

experiment was carried out for more than 200 Hrs with the selected and tested 50 - healthy 

subjects from different age groups. As a result, we have concluded, as part of this research, such 

as: 

 Using fault-tolerant design architectures in medical systems, observed that in the 2oo2 

configuration, the system availability improved by 45% to 55%, and in the 2oo3 

configuration further improved by approximately 85% to 95%. 

 A significant improvement by approx. 55% to 95% in the reduction of spurious alarms in 

both 2oo2 and 2oo3 configurations when compared to the 1oo1 configuration of the 

system. 

 A significant improvement by average. Approx. >95% in the authentic vital parameter 

(HR used in the experiments) measured in 2oo2 and 2oo3 configurations when compared 

to the 1oo1 configuration of the system. 

 Evaluated the failure data w.r.t abnormal signal, and the implemented edge-AI enabled 

analytics on the selected fault codes, showing promising results with prescriptive 

maintenance inferences.  

7.3 Scope of future work 

In the recent past, many design architectures and approaches have been followed for 

improvement in the safety of the monitoring systems. However, none of these design approaches 

have produced a clinically reliable system with fewer spurious alarms and more system 

availability. Although extensive research is being done, it is understood that it is a continuous 

improvement activity in safety, specifically the critical health monitoring systems in ICU usage. 

It has been achieved that safety-related design architectures are quite useful in developing 

human health monitoring systems with significant improvements in availability and reduction of 

spurious alarms. Now, there is a scope for improving the system safety on systems components 

using the system's abnormal data.  
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In the recent past, based on the incorporated technologies in the systems, the systems 

underwent preventive and periodic maintenance. However, providing the requisite safety with 

ergonomics value is not easy. Moreover, with the advancements in AI usage, work has to be 

done in-depth on these segregated normal data for a better prognosis of diseases such as HD, 

CVDs, and other illnesses. Further work needs to be carried out on predictive maintenance of the 

system. 
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