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" MULTICHANNEL PHONOCARDIOGRAPHY SYSTEM FOR CARDIAC DIAGNOSIS " 

ABSTRACT 

The current research aims to develop a multichannel phonocardiography system to improve 

the efficiency in detecting low-frequency cardiac auscultation and diagnosis of heart failures. In 

particular, the research work has been carried out with respect to two aspects. Firstly, a hardware 

prototype of a MEMS-based multichannel phonocardiography system has been developed, along 

with the placement of microphones and methods for heart sound localization to enhance signal 

quality. Secondly, proposed the signal processing algorithm for heart sound segmentation to 

identify the low-frequency components and neural network-based data analytic technique for 

feature extraction and implemented the proposed algorithms on SoC-FPGA to differentiate the 

normal and abnormal heart sound components.  

Cardiac auscultation is one of the non-invasive methods to diagnose heart abnormalities. 

Along with four significant heart sounds (S1, S2, S3, and S4), other murmur sounds are generated 

due to pathological conditions. These anomalies help in proper diagnosis and prevent the 

possibility of heart failure. MEMS are becoming the most popular due to their size and free 

ambient noises and are vital in developing noninvasive diagnostic instruments. In addition, The 

development of cardiac auscultation devices advantages significantly from using MEMS 

microphones. This research has developed the MEMS-based phonocardiography instrument to 

capture and analyze the heart sound S3, S4, and murmur components at cardiac auscultation points. 

The main contribution of this thesis is developing the mathematical model for source localization 

algorithms to derive microphone positions with a high signal-to-noise ratio (SNR). The proposed 

cross-correlation method improves the system's sensitivity in detecting low-frequency cardiac 

sound components (S1, S2, S3, S4 and stenosis, regurgitation murmurs). The segmentation 

approach combining wavelet and Shannon energy was implemented on Field Programmable Gate 

Arrays (FPGAs) to categorize the heart sound components. The proposed segmentation algorithm 

revealed an excellent sensitivity of 99.17 percent and a detection error rate of 1.5 percent. 
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Accurate measurements of the cardiac components were obtained using a combination of 

traditional statistical approaches and neural network based algorithms from multiple signals 

received simultaneously from several PCG systems. The proposed multichannel 

phonocardiography system analysis the cardiac sound components using artificial neural networks 

(ANN). The Inverse delayed (ID) function model of a neuron is used to compute synaptic weights 

after being simulated in MATLAB. The proposed ANN model was implemented in a Field 

Programmable Gate Array (FPGA). An SoC FPGA (ZYNQ SoC) performs most of the required 

data processing, eliminating the need for robust and expensive computer systems. Using regression 

analysis, a statistical model was developed to identify abnormal heart sounds from the captured 

signals. The receiver operating characteristic (ROC) curve has been used to evaluate the 

performances of the proposed model. The ANN system examined both abnormal and normal 

samples, and experimental results revealed a good sensitivity of 99.1% and an accuracy of 0.9. 

The research concluded that signal acquisition from multiple sensors and source 

localization methods produces a high-quality signal suitable for analyzing low-frequency cardiac 

sounds (S1, S2, S3, S4, stenosis, regurgitation murmurs). In addition, the proposed ANN 

classification method, based on the inverse delayed (ID) function model of neuron, can resolve 

combinatorial optimization problems. The negative resistance of the ID model can destabilize a 

neural network's stable equilibrium points, reducing the possibility of unknown values in 

suboptimal synaptic weight solutions obtained using an ANN based on a traditional neuron model.  

Furthermore, the repeatability and reproducibility measurements are used for the performance 

analysis.  
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Chapter 1. Introduction 

Worldwide, Heart diseases are the primary cause of human death. Heart disease and 

stroke are the world's biggest killers, accounting for a combined 15.2 million deaths out of 56 

million deaths in 2016. These diseases have remained the leading cause of death globally in 

the last 15 years [1]. Early detection of heart failure and its related symptoms helps properly 

diagnose heart diseases and reduces the death rate. In the modern technological revolution, 

many diagnosis methods like phonocardiogram (PCG), electrocardiogram (ECG), 

Echocardiogram (Echo), Cardiac Magnetic Imaging (CMRI), and Computed Tomography 

(CT) heart scan are available to detect early heart failure.  

 

Figure 1-1: The top 10 causes of death from WHO [2016]. 

However, most of these methods have drawbacks, like using ECG, which has challenges 

detecting the heart valve's structural abnormalities. Sound-based methods detect cardiac 

abnormalities by heart murmurs. Echo, CMRI, and CT scans provide accurate results, but these 

are expensive and not economically affordable for many people [2].  

phonocardiography is a noninvasive method for detecting significant heart sounds and 

murmurs. The stethoscope was the primary phonocardiography instrument that played a 

significant role in detecting cardiac auscultation, but this had its limitations in terms of clinical 

expertise to analyze the low-frequency amplitudes such as third, fourth heart sound components 

(S3 & S4) systolic, diastolic murmurs [2] formed during heart failures. However, these can be 

overcome by using advanced signal processing techniques for Heart sound detection and 
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prediction by data analysis techniques like Artificial Intelligence (AI) based machine 

learning(ML), deep learning(DL) methods for providing inferences, and accurate parameter 

derivation. These methods motivate us to work on the multichannel phonocardiography system 

using multiple advanced sensors to detect cardiac auscultation based on source localization. 

Analysis of the heart sound using advanced signal processing techniques and computational 

data analytics software for the classification, recognition, and modeling simulations. 

1.1 Cardiac Auscultation and Pathology 

Heart sounds are produced by the heart valve's contraction and expansion as blood 

traverses into the heart and throughout the body. Using a stethoscope, the doctor listens to the 

heart's sound during a heart examination and analyses each sound component's characteristics 

during the cardiac cycle. Systolic and diastolic phases make up each heart cycle. Four primary 

heart valves, known as the auscultation sites, are where the heart sounds are recorded. Each 

auscultation site's examination of the heart sound reveals the heart's functionality and identifies 

any irregularities to identify the sickness. The Mitral area (fifth intercostal space, mid clavicular 

line), Tricuspid area (mid-left sternal border), pulmonic area (left second intercostal space), 

and Aortic area (right second intercostal space) [3-9] are the four heart sound areas in Figure 

1-2. These locations, each of which corresponds to a different heart valve, are as follows: 

Mitral valve: Blood flows from the left atrium (the upper-left chamber) to the left ventricle 

(the lower-left chamber) and is controlled by the mitral valve. 

Aortic valve: The aortic valve controls the lower-left chamber of the heart (the left ventricle)'s 

blood flow into the aorta. The main blood vessel that carries blood throughout the body is the 

aorta. 

Tricuspid valve:  Blood flows to the right ventricle (lowermost chamber) from the heart's right 

atrium (uppermost chamber) and is controlled by the tricuspid valve. 

Pulmonary valve: Blood flows between the pulmonary artery and the heart's right ventricle 

(the lower-right chamber) and is controlled by the pulmonary valve. 
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Figure 1-2 Heart Sensing Valves 

 

[10-17] These four valves help the heart pump blood throughout the body. The four main 

heart sounds are produced as the heart valves open and close during blood pumping. The 

aortic and pulmonary valves open, and the tricuspid and mitral valves close during the systole 

cycle, resulting in the first cardiac sound, S1. S1 is best heard as "dub" at the top of the heart. 

The pulmonary and aortic valves close during diastole while the tricuspid and mitral valves 

expand, resulting in the second heart sound, S2. At the heart's center, S2 is best heard as 

"lub." S3, the third heart sound, is produced during the rapid filling phase of the pre-diastole 

cycle when blood flow strikes the ventricular wall. The low-pitched S3 sound is best 

discernible at the peak and is best described as "lub-dub-sum." When blood flow strikes the 

wall of the ventricular chamber during the atrial systole phase in the pre-systolic cycle, the 

fourth heart sound, S4, is generated. S4 has a low-pitched heart sound best described as "da-

lub-dub" at its apex. Figure 1-3 depicts the S1, S2, S3, and S4 heart sounds during the cardiac 

systole-diastole cycle.  

S1
S2

S3S4

S1

SYSTOLE DIASTOLE

S4

 

Figure 1-3: Cardiac systole-diastole cycle 

 

Tricuspid Valve Aortic Valve 

Pulmonary Valve Mitral Valve 
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The two main pathological disorders are stenosis and regurgitation, both of which are caused 

due to blood flow via the heart valves. Blood flowing backward due to an incorrect heart valve 

closure is known as regurgitation. Blood flow through constrictive heart valves is referred to 

as heart stenosis. Limited blood flows from the heart to the body's organs are brought on by 

heart valve stenosis and regurgitation. As a result, the heart needs to function harder to circulate 

the blood, which leads to heart failure. 

 

The return of blood into the left atrium is known as mitral regurgitation (MR). The return of 

blood from an inflated valve in the aorta into the left ventricle is known as aortic regurgitation 

(AR). The return of blood that flows from the right ventricle to the right atrium is referred to 

as tricuspid regurgitation (TR). The passage of blood that flows from the pulmonary arteries to 

the right ventricle is known as pulmonary regurgitation (PR). 

 

The narrowing of the mitral valve, known as mitral stenosis (MS), causes blood to pool in the 

left atrium rather than flow into the left ventricle. The narrowing of the aortic valve is the cause 

of aortic stenosis (AS). This controls the blood flow into the aorta from the left ventricle. The 

tricuspid valve narrowing is what causes tricuspid stenosis (TS). This controls the blood flow 

into the right ventricle from the right atrium. Narrowing of the pulmonary valve and control of 

blood flow from the right ventricle into the pulmonary arteries cause pulmonary stenosis (PS). 

Issues with the tricuspid and pulmonary valves are infrequent compared to the mitral and aortic 

valves. The current research focuses on identifying and evaluating Mitral and Aortic 

abnormalities. 

 

The third cardiac sound(S3) is frequently heard in normal children and adolescents, although 

it can also be reported in the low-frequency channel in adults (but not heard). It's a low-pitched 

(low-frequency) sound with a weak pitch. S3 disappears due to aging, 

caused by increased cardiac mass-dampening vibrations. However, a rapid filling rate or 

alterations in the anatomical characteristics of the ventricle might create an amplified third 

sound. If S3 appears beyond 40 years, it is considered abnormal. A pathological S3 is found in 

mitral regurgitation, aortic stenosis, and ischemic heart disease. 

 

The fourth cardiac sound (S4) coincides with the atrial contraction, and thus the originated 

increased blood flow through the mitral valve with consequences as mentioned for the third 



 

 

Copyright © Madhubabu Anumukonda, 2023 

All Rights Reserved 

 

19 

sound. It is seldom heard in ordinary cases, sometimes in older people, but is registered more 

often in the low-frequency channel. The sound level increases in cases of augmented 

ventricular filling or reduced ventricular distensibility. A pathological S4 is found in mitral 

regurgitation, aortic stenosis, hypertensive cardiovascular disease, and ischemic heart disease. 

Cardiac sounds are audible at very low frequencies, the lowest range of human hearing. 

Figure 1-4 illustrates the frequency ranges that make up the heart sound spectrum, which ranges 

from 20 Hz to 1 kHz. S1 and S2 heart sounds range from 40 to 150 Hz in this spectrum, whereas 

S3 and S4 gallops range from 20 to 70 Hz, stenosis murmurs range from 25 to 80 Hz, ejection 

noises range from 110 to 500 Hz, and regurgitation murmurs range from 110 to 900 Hz. 

 

 

20 Hz 40 Hz 60 Hz 80 Hz 100 Hz 150 Hz 200 Hz 400 Hz 600 Hz 800 Hz 1000 Hz

First and Second Heart sounds

Third and Fourth Heart sounds

Stenosis Murmurs

Ejection Heart sounds

Regurgitation Murmurs

 
 

Figure 1-4: Heart Sound Spectrum 

 

 

1.2 Common Problems and Challenges in Phonocardiography Systems 

The reasons for real-world issues are frequently unknown and have minimal 

information. This is because of the complexity of the systems and the noninvasive approaches 

scientists and engineers use to investigate them. Signal and image processing techniques used 
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to analyze such systems tend to be blind. Earlier, training signal-based techniques were used 

extensively for such analyses. But often, these training signals are not practicable to be availed 

by the analyzer or become a burden on the system itself. 

Phonocardiography signals are examined for pathological patterns, relative intensities, 

intensity variations, timing, and duration of events. More objective evaluation can be 

performed, ranging from simple, accurate phenomena to advanced waveform analysis and 

comparing recorded results with available reference data. The importance of auscultation can 

be explained by the technique's simplicity and by the ear's strong abilities concerning pattern 

recognition in acoustic phenomena [18]. When comparing abnormal and normal heart sounds 

to diagnose pathological disorders, the medical professional must have a high level of clinical 

skill [5]. For obtaining equivalent information with phonocardiography, a single recording fails 

to be sufficient: A set of the frequency-filtered signals, each of them emphasizing gradually 

higher frequency components (by using high pass or band-pass filters), is needed. In this way, 

visual inspection of sound phenomena in different frequency ranges, adapted by a 

compensating amplification for the intensity falloff of heart sounds toward higher frequencies, 

is made possible, thus rendering the method equivalent to hearing performance: pattern 

recognition abilities and increasing sensitivity toward higher frequencies within the above 

mentioned frequency range.  

Also, hidden elements like background noise, respiration noise, muscle tremors, 

stomach rumbling, nonoptimal recording sites, and weak sounds (obese patients) are captured 

during heart sound recording. The presence of artifacts and noises can visually mask weak 

heart sounds. So, getting high-quality heart sound recordings with a high signal-to-noise ratio 

is challenging. Based on auscultation in PCG, one discriminates between heart sounds and 

murmurs. It has already been indicated that the source types and the acoustic impressions they 

provoke are different. From the standpoint of signal analysis, heart sounds correspond better 

with transients originating from a sudden impact, whereas murmurs, except for the musical 

types, have a random character. If one considers a set of subsequent heart cycles, one may find 

that heart sounds are more coherent than murmurs. For example, averaging of sounds of 

subsequent heart cycles to an appropriate time reference gives a meaningful result. Still, the 

same fails for murmurs due to their random character. 

  As the spectral performance of phonocardiography may exceed the possibilities of 

human hearing, inaudible low frequency phenomena can be recorded; They are also indicated 

as "(inaudible) sounds." Acoustic phenomena originating from the heart are classified into heart 



 

 

Copyright © Madhubabu Anumukonda, 2023 

All Rights Reserved 

 

21 

sounds and murmurs [19][20]. Although the distinction between them is not strict, one can state 

that heart sounds have a more transient, musical character and a short duration (Fig. 1). In 

contrast, most murmurs have a predominantly noisy character and generally (but not always) 

exist for a longer duration (e.g., a "blowing" murmur, a "rumbling" murmur). It is also believed 

that the genesis of both types is different. Heart sounds are indicated as resonant phenomena 

of cardiac structures and blood due to one or more sudden events in the cardio hemic system 

(such as valve closure), and most heart murmurs are said to originate from blood flow 

turbulence [21][22][23]. Many aspects of the problem of the genesis of these phenomena are 

still being discussed, including the relative importance of the valves and the cardio hemic 

system in the generation of heart sounds (valvular theory versus cardio hemic theory). 

In addition, the pathological condition of the heart may not always be identifiable in 

the raw time-domain PCG signal—failure to present information on the frequency of heart 

sounds and their components. Also, the difference between different frequencies of various 

sounds lacks information on the energy variations in various sounds. The auscultation 

technique, which uses a single acoustic sensor, may not provide accurate analysis in detecting 

low-volume signals due to the generation source in the cardiac cycle. This will be addressed in 

the current study by recording cardiac auscultations with a multichannel acoustic sensor and 

analyzing the signal through segmentation, feature extraction, and classification. 

 

1.3 Research Objectives and Scope 

The current medical systems on the market, specifically the electronic non-invasive 

phonocardiography system and related point of care (POC) medical systems, may not be 

embedded with multichannel or multimodal computations for effective low-frequency cardiac 

signal detection or continuous non-invasive patient monitoring. Additionally, the challenges 

involved in the detection and processing of low-frequency cardiac signals from an adult (or 

from single or multiple fetuses of a pregnant patient) or the detection and analysis of low-

frequency respiratory and gastric bio-signals and their effects on cardiac include the need for a 

high sensitivity phonocardiogram sensor with robust characteristics, the placement of sensors, 

the localization of heart sounds, and the requirement for multichannel signal detection. 

The current research mitigates the above problems and evaluates the heart sound detection 

system to determine the structural abnormalities of heart failure using a multichannel 

phonocardiogram system. This system helps to improve the efficiency of detecting low-
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frequency, low-amplitude cardiac sounds like S3, S4, and heart murmurs to diagnose heart 

failures. This will be achieved by following objectives: 

❖ Development of Multi-channel phonocardiography Instrument: To capture the 

multi-channel heart sounds using a MEMS microphone-sensor and computational 

platform to implement the algorithms to analyze the heart sounds in real-time.   

❖ Placement of Microphones: Derivation of sensor placement on the chest to get the 

good signal quality using the time difference of arrival (TDOA) method and cross-

correlation techniques with the help of the heart sound source localization mathematical 

model. 

❖ Algorithm for heart sound classification: Propose and implement the algorithm to 

classify the low-frequency heart sound components S3, S4, and murmurs. 

❖ ANN-based Feature extraction: Develop and implement the algorithm using the 

Inverse delayed model of a neuron based on input feature sets of heart sounds and find 

the abnormal heart sound components. 

 

The designed PhonoCardioGraphy system enhances the capability to provide inferences in 

predicting a cardiac-related illness by processing the multi-signal input data and performing 

data analytics on the data collected from these various sensors for pathological Completeness. 

Apart from cardiac health, providing this developed multichannel MEMS-based 

PhonoCardioGraphy system research platform and its analysis technique to be explored for 

applicability to determine the health of the respiratory system and gastric signals analysis and 

or determining the health of single or multi-fetus by monitoring non-invasively. 

1.4 Contributions of this Thesis  

This research project aims to develop a portable phonocardiography hardware system to 

detect low-frequency heart sounds S3, S4, and murmurs using multiple sensors. The proposed 

system addresses the present problems and challenges of the phonocardiography system 

(mentioned in Section 1.2) and improves the efficiency with the below major contributions: 

➢ Designed and built an experimental hardware device for multi-channel data acquisition 

and real-time algorithm computations. (Chapter 3) 

➢ The proposed source localization methods and accurate microphone positioning 

improved the cardiac signal quality (SNR). (Chapter 3) 
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➢ Improved the real-time classification of the low-frequency S3, S4, and abnormal heart 

sounds by implementing advanced signal processing in FPGAs. (Chapter 4) 

➢ Artificial Intelligence (AI) based on the Inverse delayed model of a neuron was used to 

extract the features of the cardiac sounds. (Chapter 5) 

1.5 Organization of this thesis 

This thesis is organized into six chapters  

 

Chapter 1: This chapter provides the introduction to the problem statement and the necessity 

of a phonocardiography system to detect human cardiac diseases. Explains the preliminaries of 

cardiac auscultation areas (Mitral valve, Aortic valve, Tricuspid valve, and Pulmonary valve) 

and generation of S1, S2, S3, S4, and heart mummer-like regurgitation, stenosis. Detailed about 

the pathology related to cardiac sounds and its evolution over the years. Also, the common 

issues and challenges of phonocardiography, such as capturing heart sounds, complex 

pathological patterns, relative intensities and intensity variation, timing and short duration of 

events, fast variation with time, and transient nature, have been presented. Research objectives 

and scope the current research provide the methods to mitigate the above problems by 

developing the MEMS-based multi-channel phonocardiography system and major contribution 

of this thesis in the area of phonocardiography and finally outlines the thesis organization by 

chapter wise.  

 

Chapter 2: This chapter introduces the research background and literature study on the 

evaluation of phonocardiography systems, a review of phonocardiography sensors, cardiac 

sound sensors placement, and cardiac signal processing methods for classification and analysis. 

Literature on phonocardiography sensors explored the different sensors used for auscultation 

over the years, drawbacks, advantages to detecting the low frequency cardiac sound 

components, and consideration of the MEMS microphones for developing multi-channel 

phonocardiography systems. Cardiac sound sensor placement and detection provides  

 the literature study on multi-channel cardiac sound recordings advantages and shortfalls of 

placement for proper auscultations. Research background on different heart sound localization 

techniques like time difference of arrival (TDOA), Generalized Cross Correlation, Multi-

Channel Cross correlation (MCCC), Cross Power Spectrum Phase (CSP), Generalized Cross 

Correlation using Phase Transform (GCC-PHAT), MUltiple SIgnal Classification (MUSIC), 
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Estimation of Signal Parameters through Rotational Invariant Technique (ESPRIT, and root-

MUSIC. Finally, this chapter covers the cardiac signal processing methods for classification. 

In the literature, many signal processing procedures for cardiac sound segmentation, 

classification, and feature extraction for identifying anomalies have been proposed. The 

literature study on different algorithms like Fourier Transforms (FT), Short-Time Fourier 

transforms (STFT), Wigner-Ville distribution (WVD), Wavelet transforms, Artificial Neural 

Networks (ANN), Multi Layer Perceptron- Back propagation (MLP-BP), k-nearest neighbor 

(kNN) and Convolutional Neural Network (CNN). Several studies are investigating various 

ways to develop a tool that may offer consistent and dependable results in a simple and cost-

effective manner. 

 

Chapter 3: This chapter introduction provides an overview of the phonocardiography system, 

MEMS sensors, heart source localization, and microphone placement. The material and 

Methods section covers the High-performance Multi-channel phonocardiography system 

design, Heart sound localization and microphone placement, cross-correlation methods for 

TDOA calculation, Feature sets for cardiac sound assessment, and Performance evaluation 

metrics. High-performance multi-channel phonocardiography system design explains the 

design details of the Cardiac sound detection unit, High speed processing unit, and Graphic 

Display unit. Heart sound localization and microphone placement provide the mathematical 

model for finding the sensor placements based on Time Delay of Arrival (TDOA). Cross-

correlation methods for TDOA calculation provide the cross-correlation (CC) details, 

Generalized Cross Correlation (GCC) details, Multi Chanel Cross-Correlation Coefficients 

approach, and Phase Transform (PHAT) weighing function. The feature set for cardiac 

assessment provides the twelve features that are identified for signal extrication. Performance 

Evaluation covers the metric required for statistical assessments of the proposed system. The 

Repeatability, Reproducibility, and error in coordinate positions concerning SNR are used for 

performance criteria. The experimental results section demonstrates the final output of the 

signal derived from the four channels after applying the proposed correlation analysis to reduce 

the noise level, statistical assessment metrics values of Standard deviation, Repeatability 

coefficient, variance coefficient, signal-to-noise ratio versus coordinate errors percentage, and 

deviation index for the error coordinates. 

Finally, the Summary section summarizes the multichannel phonocardiography hardware 

development, source localization methods, and results. 
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Chapter 4: This chapter's introduction covers a few signal processing methods for heart sound 

segmentation. The Theoretical Framework section explains the theory behind the Daubechies 

wavelet transform and Shannon energy details.  Daubechies wavelets are well set for the 

analysis of non-stationary heart sound signals. The Daubechies wavelets are ideal for analyzing 

non-stationary heart sounds. Furthermore, Daubechies wavelets are perfect for providing the 

smallest support for many vanishing moments. In the current suggested algorithm, the 

Daubechies wavelet db9 is used for the breakdown of the heart sound signal. The Shannon 

energy can emphasize low and medium heart sound levels more than the traditional square 

energy operation. As a result, the heart sound signal following Shannon energy processing has 

no significant amplitude changes, allowing to use of a single thresholding technique in the heart 

sound peak detection algorithm. The Materials and methods section provides the algorithm for 

heart sound data analysis. The wavelet decomposition module processed the normalized 

cardiac sound output for decoding the sub-bands. The 9th-order Daubechies (db) wavelet Level 

7 was used for the wavelet decomposition. After decomposition, process the data through 

Shannon entropy and moving average filtering for the intensity peak detection. Performance 

Evaluation provides the metrics for statistical assessments of the proposed system. The 

sensitivity, specificity, positive predictive rate, and detection error rate are used for 

performance metrics. The experimental Results section demonstrates five evaluations. In the 

present study, the results of normal heart sound S1 and S2, study 2 presents the results of Aortic 

stenosis heart sounds, Study 3 presents the Mitral stenosis heart sounds, Study 4 presents the 

results of Mitral Regurgitation heart sounds, and Study 5 presents the results of S3 and S4 

gallop heart sounds. Finally, the summary section summarizes the proposed algorithm and final 

results compared with other state-of-the-art algorithms.   

 

Chapter 5: This chapter's introduction covers the overview of Artificial Neural Networks 

(ANN) and the inverse delayed function model of neuron. The Materials and Methods section 

covers the inverse delayed neuron function model of neuron, the prediction model using the ID 

function model of neuron, and the realization of the activation function of the ID function 

model of the neuron. The inverse delayed model function of the neuron section details the 

theoretical derivation of the model and its features to use in cardiac sound assessment. The 

prediction model using the ID function model of neuron shows a neural network algorithm 
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with an input layer using six inputs, a second layer constructed on 12 hidden neurons, and an 

output layer that consists of five output neurons. The realization of the activation function 

covers the implementation of the tan sigmoidal function. Hardware implementation of the 

proposed algorithm covers the Xilinx system generator model of neuron function and the total 

ANN model. Performance Evaluation provides the metrics for statistical assessments of the 

proposed system. The sensitivity, specificity, positive predictive rate, and detection error rate 

are used for performance metrics. Experimental results show the RTL schematic of the neuron 

model and implemented resource utilization of the device, training state analysis of neuron 

network based on ID function model of a neuron, Mean square error of different 11 epochs and 

selection of best valid epoch, regression analysis of ID function model of a neuron. The 

performance assessment of the proposed neuron model provides the sensitivity, specificity, and 

accuracy of extraction of normal and abnormal cardiac components. Receiver Operating 

Characteristics (ROC) curve results for the accuracy evaluation. Finally, the summary section 

summarizes the proposed algorithm and final results compared with other state-of-the-art 

algorithms.   

  

 

Chapter 6: This chapter covers the summary of the present work, the final conclusion, and the 

scope of future work. Summary of the present work brief the problem statement and 

development of multi-channel phonocardiography, proposed source localization methods for 

sensor placement and system performance assessment results, proposed segmentation 

algorithm details, proposed ANN model using ID function model of neuron and normal and 

abnormal sounds classification results. The conclusion section briefs this thesis work's research 

activities and major contributions. Finally, the scope of future work provides possibilities for 

further activities of present research continuation, limitations of the present thesis work, and 

enhancements to improve the system.  
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Chapter 2. Research Background and Review of Literature 

 

2.1 Introduction 

The human heart consists of multiple anatomical structures, each producing distinct 

sounds. However, these sounds are often mixed and attenuated as they propagate through the 

chest wall. Additionally, environmental noise, patient-specific factors, and signal artifacts 

complicate localizing specific sound sources within the heart. During the initial stages of 

modern medicine, heart sound analysis is one of the major non-invasive methods to diagnose 

humans for illnesses [23][24]. The stethoscope was the primary phonocardiography instrument 

that played a major role in detecting heart auscultation, but this had its limitations regarding 

clinical expertise to analyze heart sounds [26]. In the digital era, phonocardiography has 

advanced Heart sound signal processing techniques for detecting, representing, analyzing, 

recognizing, and simulating heart sounds.  

In recent years, Micro-Electrical-Mechanical Systems (MEMS) have become popular 

as it is inexpensive and play a vital role in medical research, especially in diagnostic devices 

[27]. The phonocardiography signals are primarily detected by the acoustic sensor in MEMS 

microphones, which are used to measure the heart sound's acoustics. The classification of the 

heart sound signal into its individual components and extracting features for the 

pathophysiological data make up the analysis of heart sound signals [28]. The present work 

aims at developing a high-performance phonocardiography system to help medical 

professionals capture and analyze heart sounds at the bedside.   

 

2.2 Evaluation of phonocardiography system 

The stethoscope has been the main tool used in phonocardiography to detect heart 

sounds and diagnose heart diseases from ancient times to the present digital era. Hyacinth 

Laennec (1816) was the first to listen to the sounds of the heart, not only directly with his ear 

to the chest, but he also invented the stethoscope and provided the basis of contemporary 

auscultation. As physiological knowledge increased through the following decades, faulty 

interpretations of heart sounds were progressively eliminated. The first transduction of heart 

sounds was made by Hurthle (1895), who connected a microphone to a frog nerve-muscle 

preparation. Einthoven (1907) was the first to record phonocardiograms with a carbon 
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microphone and a string galvanometer [18]. The evolution of PCG is strongly coupled with 

auscultatory findings, and clinicians predominantly drove the development [28]. A result of 

this situation is that a large variety of apparatus has been designed, mainly according to a 

medical researcher's specific needs or scientific interests [29]. During the 1960s, the necessity 

for standardization was strongly felt. Standardization committees made valuable proposals [7–

9], but the impact on clinical phonocardiograph apparatus design was limited. During the 1970s 

and the 1980s, fundamental research on the physical aspects of recording, genesis, and 

transmission of heart sounds was performed [10–12]. Together with clinical investigations, 

understanding the heart sound phenomena improved considerably. At the same time, ultrasonic 

methods for heart investigation became available and gradually improved. Doppler and 

echocardiography provided closer information about heart action in a heart valve, wall 

movement, and blood velocity. Moreover, obtaining high-quality heart sound recordings with 

a high signal-to-noise ratio is problematic. 

The review is carried out on the following topics to study the available methods in the 

present literature on multichannel phonocardiography systems. 

• Literature study on phonocardiography sensors 

• Cardiac sound sensor placements and detection 

• Cardiac sound signal processing methods for classification and analysis 

2.3 Literature review on phonocardiography sensors 

The electronic stethoscope's advantages over traditional stethoscopes for cardiac sound 

detection include speed of usage, low cost, and familiarity with health care professionals. A 

digital stethoscope explicitly designed for cardiac diagnosis is thus appropriate for use in 

hospitals with limited equipment budgets. There are a number of difficulties implied by the 

stethoscope's portability [30]. The stethoscope's portability constrains the possible recording 

duration because it requires the healthcare professional to go outside the patient's comfort area. 

The presence of traction surges in recordings is a second issue with the handheld stethoscope. 

Since it's impossible to keep the stethoscope stationary, friction between the diaphragm and the 

skin causes noise in captured cardiac data. The creation of portable digital auscultation 

equipment for personal cardiac-sound evaluation has recently drawn more study attention due 

to the quick growth of semiconductors and precise manufacturing technologies [31]. 
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In phonocardiography systems, acoustic sensors detect and record heart sounds. The most 

popular devices are microphones, including piezoelectric and acceleration sensors 

(accelerometers). The acoustic sensors based on condenser (electrostatic) microphones are 

used widely but need complex circuitry to measure the heart sounds. An alternative option for 

condenser microphones is “an electret microphone”. In this case, the immobile armature is a 

plate of polarized serum. Such a microphone does not require an external power supply since 

an electrostatic charge is formed during production [18]. This microphone has high sensitivity, 

but noise levels are more than 100Hz [32-33]. Piezoelectric microphones are a bit less popular 

in phonography. They are characterized by a simple structure instead of excellent frequency 

characteristics in the sphere of low frequencies; however, it is they are due and moisture. The 

drawbacks of piezoelectric sensors are a need for hard and high-quality contact with the 

patient’s skin (it is achieved utilizing suitable dielectric mediums, especially sticky lubricants, 

and gels) and low mechanical durability. The latter is conditional because thin ceramic films 

are used in sensitive acoustic sensors, 100 mm thick or less [34]. The size of the cardiac-sound 

sensors is increased by these cavities, making portable cardiac-sound detection devices 

impractical [35-36]. According to theoretical research by Wang et al. [37], auditory correlates 

of coronary turbulence will be at relatively high frequencies, exceeding 200 Hz and as high as 

1 kHz, due to the tiny channel size. These frequencies have not been specifically targeted for 

detection by modern phonocardiography technologies since they are substantially higher than 

the components of valve sounds, and the majority of murmurs are detected using regular 

auscultation or phonocardiography. 

The cardiac sound murmurs are low audible signals and challenging to capture with 

standard acoustic transducers.  The acoustic transducer needs to be highly sensitive and have a 

high signal-to-noise ratio. Air-linked microphones and accelerometers are the two main sensor 

types that are frequently employed to record heartbeats. In the air-coupled configuration, a 

microphone is placed in a coupler mold, and the coupler mold's edges rest against the chest 

wall. The relative motion of the skin contained within the coupler mold determines how much 

of the recorded signal is proportionate [38]. The air-coupled microphone has the benefit of 

having little impact on the chest wall and a very straightforward fabrication. The disadvantage 

is that the air-coupled microphones have a poor impedance match with the chest wall and are 

susceptible to noise from the surroundings. Till now, many researchers to capture heart sounds 

using air-coupled microphones [39-43]. Thinklabs released an electronic stethoscope based on 

the Electromagnetic Diaphragm theory in 2003. The diaphragm of the stethoscope has a 



 

 

Copyright © Madhubabu Anumukonda, 2023 

All Rights Reserved 

 

31 

conductive surface coating. There is a metal plate behind the diaphragm. Depending on the 

distance between them, the diaphragm and the plate function as a capacitor with a variable 

capacitance. Recent research on the acoustic detection of heart sound [44-46], utilized the 

Thinklabs stethoscope. Piezoelectric contact sensors [47], which Chen et al. employed in 

studies of cardiac sounds [48], are another transducer principle. Dr. Salvatore Mangione, MD, 

of Philadelphia's Allegheny University of Health Sciences [29], in his study, stated that medical 

students are more challenging to train for detecting heart sound problems with a stethoscope. 

These drawbacks can be overcome by the MEMS microphone-based heart sound 

detection system, which is more compact and has an embedded digital interface that is simple 

to integrate with any system without a lot of additional electronic overhead. The experiments 

[48-49] revealed that sensors based on MEMS microphones recorded the highest-quality heart 

sounds when the acoustic sensor was placed in the area of the right second intercostal space. 

The frequency range of the signal recorded was 60-140 Hz [50]. Signals contain useful 

information and the least amount of noise, limiting the diagnosis process in auscultation. Due 

to high sensitivity, immune to noise characteristics, and ease of implementation, the MEMS 

microphones were considered for the present multichannel phonocardiography system. 

 

2.4 Cardiac sound sensor placements and detection 

Heart sound detection at multi-site recording has been done for 25 years. In 1978, B. 𝐻̈ok 

et al. detected the chest-surface vibrations induced by heart action using holographic 

interferometry [51-54]. However, that is unsuitable for catching time-related changes such as 

vibration propagation. After that, in 1980, K. Chihara et al. measured the first heart sound at 

25 points on the chest surface with each of four phone microphones [54]. In 1982, M. Okada 

repeated the recording of cardiac sounds at every 36 positions of the chest surface concurrently 

with a 2-channel electrocardiogram and analyzed the recorded phonocardiogram, which 

synchronized to the time reference point R-wave peak of the ECG [55]. In 1983, J. Verburg 

simultaneously measured the heart sounds at 12 places on the chest wall. Results of examining 

the propagation velocity of heart sound indicated propagation at almost 10 (m/s) [56]. It 

surmised that generation and propagation of the heart sound often show a dipolar relation. In 

1989, H. Vermarien repeated the simultaneous recording of heart sounds at all eight positions 

on the chest wall; a phonocardiogram that synchronized 49 positions was obtained, and the 

heart sound's intensity distribution confirmed the dipole pattern [57]. In 1998, M. Cozic et al. 
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implemented simultaneous sampling of the envelope for heart-sound at 22 sites on the chest 

wall using analog circuits [58]. Recently, visualization of the current distribution in cardiac 

muscle [59] and the spatial analysis of the radio magnetic field [60] was reported using a 64-

channel magnetocardiography system. These measurements used bulky, heavy, and expensive 

equipment utilized for specialized magnetic sensing of a superconducting quantum interference 

device.  

Sound source localization techniques in this sector may generally be categorized into 

four major groups: methods based on time difference of arrival (TDOA) [61-62], methods 

based on beam formation [63-64], approaches based on high-resolution processing [65-66], 

and techniques that need a training phase [67-68]. The TDOA approach is highly accurate at 

locating static sound sources, particularly transient events (69). To accurately measure TDOA, 

the Generalized Cross Correlation (GCC) and its variations, including the Cross Power 

Spectrum Phase (CSP) and Generalized Cross Correlation utilizing Phase Transform (GCC-

PHAT), can be used [70-72]. The TDOA and beamforming techniques could not be 

successfully used for localization purposes and have a poor performance when a microphone 

array is faced with multiple sound sources. The high side lobe level of the employed beam 

pattern reduces the accuracy of the method for narrow-band signals since the resolution of 

source localization via beamforming is incredibly reliant on the source frequency [73]. The 

subspace localization techniques work with higher resolution results and make use of spectrum 

estimation. Some well-known techniques in this category include (MUSIC) [74], Estimation 

of Signal Parameters through the Rotational Invariant Technique (ESPRIT) [75], and root-

MUSIC [76]. These methods will perform less well when sources are incoherent since the 

covariance matrix is assumed in these methods to be in maximum order. 

In the first step, a set of Time Difference Of Arrivals (TDOAs) is estimated using 

measurements across different combinations of microphones [77-82]. In the second step, when 

the position of the sensors and the speed of sound are known, the source positions can be 

estimated using geometric considerations and rough estimators. This widely used method is 

known as the indirect method. Using a least squares solution, close-formed estimators, and 

Iterative maximum likelihood estimators [83-89]. The position of the sources can be directly 

determined, and spatial probability functions can be defined from the area's acoustic map 

produced by the direct technique. Accurate localization of the sources of cardiac sounds can 

provide valuable insights into cardiac dynamics and aid in diagnosing cardiovascular 

conditions. The localization of cardiac sources within PCG signals provides valuable insights 
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into the underlying physiological processes. Localization of sound sources allows clinicians to 

monitor changes in cardiac function over time. By tracking the spatial distribution of specific 

sound sources, the effectiveness of therapeutic interventions can be assessed, and appropriate 

follow-up care can be provided. 

 

2.5 Cardiac sound signal processing methods for classification and 

analysis 

Every time a medical professional takes auscultation, he or she tries to distinguish the 

different cardiac components and is trained to evaluate relevant parameters, including rhythm, 

temporal instants, intensity of heart sound components, splitting of S2, etc. Using this 

approach, he or she can look for murmurs and audio anomalies that might be related to 

particular heart diseases. Auscultation may not be effective for determining a diagnosis if there 

are poor listening conditions (such as in a crowded healthcare ward), other noises or murmurs 

are present, the heart is beating quickly, or there are non-cardiac sounds, such as chest wheeze 

or lung sounds, are present [90-91]. Growing semiconductor technology in the digital era 

makes it possible to address these issues from raw signal capture through final processing to 

identify anomalies [92-93]. 

In the literature, a number of signal processing procedures have been proposed for cardiac 

sound segmentation, classification, and feature extraction for finding abnormalities. A number 

of studies are researching a wide range of approaches to create a tool that can deliver steady 

and dependable findings conveniently and affordably [94]. Many different types of noise and 

artifacts from numerous sources frequently affect the collected PCG signals. A PCG 

segmentation method's accuracy may suffer from the presence of noise and artifacts. Therefore, 

to mitigate the impact of high-frequency disturbances, the recorded PCG signal was first 

filtered. A digital low-pass filter (LPF) with a cutoff frequency of 900 KHz and a wavelet 

decomposition method was employed in the majority of PCG segmentation techniques [95-

98]. For cardiac sound segmentation, a number of parameters have been proposed in the 

literature [97-104], including amplitude, energy, the square of energy, average Shannon 

energy, average three-order Shannon energy, instantaneous amplitude, energy, and frequency, 

as well as an ideal signal envelope. In past studies, wavelet transforms have been frequently 

used for the segmentation of heart sounds [105–106][107]. To find the low frequency cardiac 

sound components, we can use the time-frequency representation [108- 109]. The time and 
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frequency resolutions of TFR techniques like the short-time Fourier transform (STFT) and 

Wigner-Ville distribution (WVD) are demonstrated [110 - 116]. In cardiac sound analysis, the 

Stockwell transform is a preferred method to the STFT [117-118]. The STFT's key drawback 

is its trade-off between chronological and spectral accuracy [119-120]. The wavelet transform 

was often employed to categorize biological signals based on the literature [121–126]. Wavelet 

denoising technique allowed for independent modification of the recorded PCG signal and 

didn't necessitate any further measuring procedures [127-133]. As a result, it was possible to 

make the measurement apparatus smaller, and the patients were more comfortable throughout 

the examination. Analyses of models [134–136] demonstrated the superiority of wavelet 

denoising techniques among alternative adaptive algorithms. 

Artificial neural networks (ANNs), which are based on the cognitive system of the 

human, are frequently employed in pattern recognition and computer learning [137-138]. These 

networks have a critical role in a number of fields, such as biomedical engineering, control 

engineering, and electronic systems [139-140]. Cardiac sounds have been categorized using 

Multi-Layer Perceptron -Back Propagation in [141] and [142]. Three cases of cardiac sounds 

were used to train a two-dimensional self-organizing map [143], but sufficient performance 

was not reported. The selection of input features for the multi-layer perception can take some 

time [144-146], making the deployment of Artificial Neural Networks (ANN) time-consuming. 

The properties of the input also affected the number of layers and neurons in each layer. It takes 

inspiration from efforts to simulate organic networks of neurons. Here, the nodes are connected 

using weighted linkages. The network learns throughout the learning phase by modifying the 

weights to enable the prediction of the correct class labels for the input sequence. Fuzzy neural 

networks based on wavelets have also been utilized to identify coronary artery disease. To 

distinguish between normal and abnormal phonocardiogram data from the human heart, deep 

convolutional neural networks, and mel-frequency spectrum coefficients were used. The 

experiment's data set includes heart sound data from PhysioNet.org. The accuracy of the 

suggested method is 84.15%. 80.63% and 87.66%, respectively, were the sensitivity and 

specificity [147]. Automatically detecting urban noises was examined in [148] using feature 

extraction based on the short-time Fourier transform (STFT) spectrogram, feed-forward 

artificial neural networks (ANN), and k-nearest neighbor (kNN) classifiers. Similar to [149], 

local binary pattern (LBP) features taken from spectrogram transforms were used to train an 

SVM to classify environmental noises. Convolutional neural networks (CNN) were used as the 

classifier to assess speech emotions in a similar manner [150-154]. 
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The features of heart sounds were extracted using the wavelet transform and classified 

using a neural network with 64.7% of sensitivity and 70.5% specificity [155]. Analyzed the 

doppler signals of heart valves using wavelet transform and short-time Fourier transform and 

classified the cardiac sounds using HMM with sensitivity of 97% and 92% of specificity [106]. 

The least-squares support vector machine categorized the heart sounds into two groups with a 

94.5% of specificity of 94.5% and a 90% of sensitivity. 

Traditional approaches have primarily focused on time-frequency analysis and feature 

extraction techniques. This study presented a multi-channel phonocardiography system that 

simultaneously recorded the heartbeat at four different sites using MEMS-based microphones 

as sensors. By measuring the time delays and identifying the sensor location using a good the 

signal to noise ratio, heart sound localization is used to determine where to place the sensors. 

The segmentation of heart sounds was done using the proposed wavelet analysis. To identify 

abnormal heart sounds, the classification of cardiac sound components is carried out using 

neural network training from the derived feature set. The proposed algorithms were developed 

on SoC FPGA, and the outcomes were evaluated against MATLAB simulations. 
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Chapter 3. Development of MEMS Microphone based Multi-

Channel Phonocardiography system 

3.1 Introduction 

In recent years, phonocardiography systems have become popular for recording cardiac 

sounds and studying structural abnormalities in heart sounds. However, the detection and 

processing of low-frequency signals from an adult's heart, or detection of the cardiac signal 

from a single/multiple fetus of a pregnant patient, or detection and analysis of low-frequency 

respiratory, gastric bio-signals and their effects on cardiac, is complicated by issues such as 

sensor placement. This calls for a need for a high-sensitivity phonocardiogram (PCG) sensor 

with robust characteristics, sensor portability, and the need for multichannel signal detection 

and processing. In general, various acoustic sensors are required for each new or modified 

application to detect low-frequency sounds, which causes system portability and evaluation 

issues. Also, the current medical systems for diagnosis, such as the electronic noninvasive 

phonocardiography system and related point of care (POC) medical systems, may not have 

multichannel or multimodal safe computations embedded for effective detection of the low-

frequency cardiac signal or continuous noninvasive monitoring of the patients' health [156-

163]. 

The detection of structural heart defects such as aortic insufficiency or the existence of 

a ventricular septal defect (VSD) remains a significant clinical challenge. Although precise 

auscultation can detect many of these anomalies, only experienced cardiologists can 

consistently detect crucial yet subtle auscultatory findings. Echocardiography is excellent at 

detecting and describing such anomalies, and it is costly and unsuitable for bulk screening or 

continuous monitoring. Furthermore, its operation demands a great deal of expertise and 

experience. The current research work addresses these issues using a multichannel 

phonocardiography system and methods to analyze the cardiac sounds to find the 

abnormalities. 

Acoustic MEMS (microelectromechanical systems) microphones present unique 

prospects for healthcare diagnostics and treatments due to their small size, lightweight, and 

ability to be shaped into an array over a limited area. Because of its small size, MEMS 

microphones have a high surface-to-volume ratio that can be used in a surface-reaction-based 

medical diagnostic tool. Furthermore, there are other advantages like the tiny size and weight 
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of fewer reagents, accurate (and digital) reagent control, the potential to implant acoustic 

MEMS in the human body, improved functional aspects not feasible with macro systems, and 

low power consumption [164-171]. 

Noise reduction is used to raise the Signal Noise Ratio (SNR), which allows for a more 

accurate assessment of the source position in significant conditions with low SNR. All of the 

signals from the network arrays are processed using algorithms that provide the source 

positions during localization [172-182]. Finally, post-processing is an important step that 

improves the precision of location data and aims to reduce or eliminate the effects of reflection, 

reverberation, and incorrect measurements [183]. 

In real contexts, the presence of a noise source and echo effects substantially reduce the 

performance of a PCG system. Some channels will have lower signal-to-noise ratios (SNR) 

than others, depending on the distance between each microphone and the noise source signal, 

mainly when a large microphone array is used [184]. The resonance effects varied between the 

sensors as well. As a result, deploying as many microphones as possible in an actual situation 

may not necessarily improve speech enhancement performance. Furthermore, in microphone 

array processing, it is commonly assumed that all microphones have the same characteristics. 

Differences in the system operation from the microphone to the analog-to-digital converter 

(ADC) [185-186] may invalidate this assumption. The SNR-based method is easy and quick to 

calculate but relies on cardiac activity monitoring and is hence challenging in chaotic 

environments. 

Himawan et al. addressed the issue of microphone placement on an ad hoc basis [187]. 

As a result, microphone clustering must be done without prior knowledge of microphone 

placements. In contrast, we examine a situation where the microphones are strategically placed, 

and the locations are known ahead of time. This assumption allows us to simplify the problem 

significantly. In general, we can use the multichannel cross-correlation coefficient (MCCC) 

[188-189] as a method for evaluating whether channels are reliable. The cross-correlation 

coefficient can be viewed as a specific case of the MCCC calculated with more than one 

channel. We choose the maximum MCCC criterion for channel selection, although Benesty et 

al. developed the MCCC for the speaker localization problem [190]. Using the classical Cross-

Correlation, the Generalized Cross-Correlation (GCC) [189], multichannel signal processing 

for sound localization estimates the Time Difference Of Arrival (TDOA) between a 

microphone pair. 
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The present algorithm is aimed at extracting the signal from unreliable channels which 

are mutually independent of those from other channels. We first use the phase transform 

(PAHT) to adjust for the signals' delays for computational efficiency [191-192]. Next, we 

compute the large MCCC once the multichannel signal has been aligned and then select a set 

of channels with the large MCCC. Lastly, the selected channels were subjected to post-

filtering. Through a series of cardiac signal identification studies using real data acquired with 

real microphones, we demonstrate the efficiency of our channel selection technique. 

 

3.2 Materials and Methods 

3.2.1 High-Performance Multichannel phonocardiography system Design 

The proposed high-performance phonocardiography system was developed based on 

the advanced MEMs microphone to capture the low-frequency components and analyze the 

captured data using the proposed algorithm based on the inverse delayed function model of 

neurons. The proposed algorithm was implemented on Xilinx Zynq-7 System on chip Field-

programmable Gate Array which has dual-core ARM Cortex -A9 for application software and 

programmable logic for algorithm complex computations [193]. The detailed block diagram 

for the high-performance phonocardiography system is shown in Figure 3-1. 

 

Figure 3-1: Phonocardiography System Block Diagram 

Cardiac Sound Detection (CSD) unit consists of a MEMS microphone, a tiny Integrated 

circuit with a sound transducer, an analog front end, and signal conditioning circuit [194-195]. 

The MEMS microphone has a high Signal Noise Ratio (SNR) of 70 dB and a good frequency 

response from 10 Hz to 10 kHz, as shown in Figure 3-2. Due to its flat response and high SNR 
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in the lower region more suitable for detecting the third and fourth heart sounds and murmurs. 

The CSD module has four microphones placed based on sound source localization to cover the 

four heart valves (Aortic valve, Tricuspid valve, Mitral valve, and Pulmonary valve), which 

are the origins of the cardiac sounds. 

 

Figure 3-2: MEMS microphone Frequency response 

 

Figure 3-3a shows the microphone sensor jacket developed for capturing heart sound 

signals. Figure 3-3b. shows the hardware board developed for the systems development. High-

Speed Data Processing (HSDP) unit consists of Xilinx Zynq-7 System on chip Field-

programmable Gate Array which has dual-core ARM Cortex -A9 processor for application 

software, programmable logic for algorithm complex computations. The HSDP module is 

responsible for separating cardiac sounds based on the frequencies and processes using the 

proposed ANN-based ID model neuron. The Graphical Display Recorder (GDR) unit consists 

of an LCD touchpad for parameter configuration and a display for analyzing the results for 

further diagnosis. Apart from dynamic analysis, the GDR Module also stores the original signal 

in non-volatile memory (SD Card) for future offline analysis and reference for training 

purposes. The application software was developed on an ARM cortex-A9 processor and 

interfaced with the GDR module.  

The current system is implemented in two phases. In the first phase, the proposed 

algorithm was modeled using MATLAB, simulated with different test parameters, and 

baselined as a golden reference for further hardware system development. The proposed 

algorithm was implemented on FPGA in the second phase compared to the MATLAB model. 
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The cardiac sounds detected by the CSD unit are passed to the HSDP unit to extract the cardiac 

feature set. These feature sets are given to respective processed blocks for further analysis. 

 

Figure 3-3a: Cardiac sound detection jacket with four sensors 

 

 
Figure 3-4b: High speed data processing unit with LCD Display 
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3.2.2 Heart sound localization and microphone placement 

The localization of the heart sound and placement of the MEMs microphones are 

computed based on the Time Delay of Arrival (TDOA) method [196-209]. The digital MEMs 

microphones are placed at four heart valves in a fixed location, as shown in Figure 3-5. Let the 

four microphones' Cartesian coordinates be designated as (x1, y1), (x2, y2), (x3, y3), (x4, y4), 

and the heart sound source at (xs, ys, zs). The 𝑟1⃗⃗⃗⃗ , 𝑟2⃗⃗⃗⃗ , 𝑟3⃗⃗⃗⃗ , 𝑟4⃗⃗⃗⃗  and 𝑟𝑠 ⃗⃗⃗⃗  ⃗ are the vector 

representation of four microphones and heart sound sources from the origin of the coordinate 

system. The heart sound source reaches the microphone at different time intervals t1, t2, t3, 

and t4. 

The mathematical relationship between the heart sound source and four microphones is as 

follows: 

 

‖𝑟 𝑠 − 𝑟 𝑖‖ =  ‖𝑟 𝑠 − 𝑟 1‖ + 𝑐∆𝑡1𝑖 

             (1) 

Where ∆𝑡1,𝑖 (i = 2, 3, 4) is the TDOA between the ith microphone and the first microphone, 

obtained using the generalized cross-correlation (GCC) method [106]. A positive ∆𝑡1,𝑖 means 

𝑖𝑡ℎ microphone is far from the sound source than the first microphone, while negative ∆𝑡1,𝑖  

means 𝑖𝑡ℎ microphone is near the sound source. 𝑐 is the heart sound velocity, and the symbol 

‖. ‖ represents the length of a vector. 

Microphone 1
(x1,y1.0)

Microphone 2
(x2,y3,0)

Microphone 3
(x3,y3,0) Microphone 4

(x4,y4,0)

Source
(xs,ys,zs)

 

Figure 3-5: Microphone Placement for Heart sound source Localisation 
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Eq. (1) can be rewritten as 

  

√(𝑥𝑠 − 𝑥𝑖)2 + (𝑦𝑠 − 𝑦𝑖)2 + 𝑧𝑠2     =    √(𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2 + 𝑧𝑠2  + 𝑐∆𝑡1,𝑖 

                  (2) 

Substitute the microphone locations (x1, y1), (x2, y2), (x3, y3), (x4, y4) in Equation 2. 

 

√(𝑥𝑠 − 𝑥2)2 + (𝑦𝑠 − 𝑦2)2 + 𝑧𝑠2     =    √(𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2 + 𝑧𝑠2  + 𝑐∆𝑡1,2 

                    (3) 

 

√(𝑥𝑠 − 𝑥3)2 + (𝑦𝑠 − 𝑦3)2 + 𝑧𝑠2     =    √(𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2 + 𝑧𝑠2  + 𝑐∆𝑡1,3 

 (4) 

 

√(𝑥𝑠 − 𝑥4)2 + (𝑦𝑠 − 𝑦4)2 + 𝑧𝑠2     =    √(𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2 + 𝑧𝑠2  + 𝑐∆𝑡1,4 

 (5) 

 

Where c is the velocity of sound, ∆𝑡1,2 is the time interval between the first and second 

microphones, ∆𝑡1,3 is the time interval between the first and third microphones, ∆𝑡1,4 is the 

time interval between the first and fourth microphone. 

 

 Squaring equation 3 and canceling the similar terms on both sides. 

(𝑥𝑠 − 𝑥2)
2 + (𝑦𝑠 − 𝑦2)

2 + 𝑧𝑠
2  

= (𝑥𝑠 − 𝑥1)
2 + (𝑦𝑠 − 𝑦1)

2 + 𝑧2
2 + 2((𝑥𝑠 − 𝑥1)

2 + (𝑦𝑠 − 𝑦1)
2 + 𝑧2

2)(𝑐∆𝑡1,2)

+ (𝑐∆𝑡1,2)
2
 

 

 

𝑥2
2 + 𝑦2

2 − 𝑥1
2 − 𝑦1

2 − (𝑐∆𝑡1,2)
2
 

= −2𝑥𝑠(𝑥1 − 𝑥2) − 2𝑦𝑠(𝑦1 − 𝑦2) + 2𝐶∆𝑡1,2√(𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2 + 𝑧𝑠2  

 (6) 

 

Substituting  𝑥2
2 + 𝑦2

2 − 𝑥1
2 − 𝑦1

2 − (𝑐∆𝑡1,2)
2
= 𝐶2 
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𝐶2 +  2𝑥𝑠(𝑥1 − 𝑥2) + 2𝑦𝑠(𝑦1 − 𝑦2) = 2𝐶∆𝑡1,2√(𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2 + 𝑧𝑠2  

(7) 

 

 

Similar operation is performed on equation 4 and equation 5. 

 

𝐶3 + 2𝑥𝑠(𝑥1 − 𝑥3) + 2𝑦𝑠(𝑦1 − 𝑦3) = 2𝐶∆𝑡1,3√(𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2 + 𝑧𝑠2  

(8) 

 

 

𝐶4 + 2𝑥𝑠(𝑥1 − 𝑥4) + 2𝑦𝑠(𝑦1 − 𝑦4) = 2𝐶∆𝑡1,4√(𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2 + 𝑧𝑠2 

(9) 

 

Where 𝐶3 = 𝑥3
2 + 𝑦3

2 − 𝑥1
2 − 𝑦1

2 − (𝑐∆𝑡1,3)
2
  and 𝐶4 = 𝑥4

2 + 𝑦4
2 − 𝑥1

2 − 𝑦1
2 − (𝑐∆𝑡1,4)

2
   

 

Dividing equation 7 by Equation 8 gives 

 

𝐶2∆𝑡1,3 +  2∆𝑡1,3[𝑥𝑠(𝑥1 − 𝑥2) + 2𝑦𝑠(𝑦1 − 𝑦2)]

=  𝐶3∆𝑡1,2 + 2∆𝑡1,2[𝑥𝑠(𝑥1 − 𝑥3) + 2𝑦𝑠(𝑦1 − 𝑦3)] 

(10) 

 

Dividing equation 7 by Equation 9 gives  

 

𝐶2∆𝑡1,4 +  2∆𝑡1,4[𝑥𝑠(𝑥1 − 𝑥2) + 2𝑦𝑠(𝑦1 − 𝑦2)]

=  𝐶4∆𝑡1,2 + 2∆𝑡1,2[𝑥𝑠(𝑥1 − 𝑥4) + 2𝑦𝑠(𝑦1 − 𝑦4)] 

(11) 

 

Rearrange the Equation 10 and Equation 11. 

 

𝑥𝑠 [
(𝑥1 − 𝑥3)∆𝑡1,2 − (𝑥1 − 𝑥2)∆𝑡1,3
(𝑦1 − 𝑦3)∆𝑡1,2 − (𝑦1 − 𝑦2)∆𝑡1,3

] + 𝑦𝑠 = 
1

2
[

𝐶2∆𝑡1,3 − 𝐶3∆𝑡1,2
(𝑦1 − 𝑦3)∆𝑡1,2 − (𝑦1 − 𝑦2)∆𝑡1,3

] 

(12) 
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𝑥𝑠 [
(𝑥1 − 𝑥4)∆𝑡1,2 − (𝑥1 − 𝑥2)∆𝑡1,4
(𝑦1 − 𝑦4)∆𝑡1,2 − (𝑦1 − 𝑦2)∆𝑡1,4

] + 𝑦𝑠 = 
1

2
[

𝐶2∆𝑡1,4 − 𝐶4∆𝑡1,2
(𝑦1 − 𝑦4)∆𝑡1,2 − (𝑦1 − 𝑦2)∆𝑡1,4

] 

(13) 

 

Consider  

𝑎1 =
(𝑥1 − 𝑥3)∆𝑡1,2 + (𝑥1 − 𝑥2)∆𝑡1,3
(𝑦1 − 𝑦2)∆𝑡1,3 + (𝑦1 − 𝑦3)∆𝑡1,2

 , 𝑎2 =
(𝑥1 − 𝑥4)∆𝑡1,2 + (𝑥1 − 𝑥2)∆𝑡1,4
(𝑦1 − 𝑦2)∆𝑡1,4 + (𝑦1 − 𝑦4)∆𝑡1,2

 

 

 

𝑏1 =
𝑐3∆𝑡1,2 + 𝑐2∆𝑡1,3

2[(𝑦1 − 𝑦2)∆𝑡1,3 + (𝑦1 − 𝑦3)∆𝑡1,2]
,     𝑏2 =

𝑐4∆𝑡1,2 + 𝑐2∆𝑡1,4
2[(𝑦1 − 𝑦2)∆𝑡1,4 + (𝑦1 − 𝑦4)∆𝑡1,2]

 

 

 

Substitute 𝑎1, 𝑎2, 𝑏1, 𝑏2 in equation 12 and equation 13. 

 

𝑏1 = 𝑎1𝑥𝑠 + 𝑦𝑠 

(14) 

𝑏2 = 𝑎2𝑥𝑠 + 𝑦𝑠 

(15) 

 

Equation 14 and Equation 15 are solved for the values of xs and ys, which represent the 

coordinates of the sound source. 

 

 

𝑥𝑠 =
𝑏2 − 𝑏1
𝑎1 − 𝑎2

 , 𝑦𝑠 =
𝑎1𝑏2 − 𝑎2𝑏1
𝑎1 − 𝑎2

 

 

𝑧𝑠 = ±√(
2(𝑥1 − 𝑥2)𝑥𝑠 + 2(𝑦1 − 𝑦2)𝑦𝑠 + 𝑐2

2𝑐∆𝑡1,2
)

2

− (𝑥𝑠 − 𝑥1)2 + (𝑦𝑠 − 𝑦1)2    

                       (16) 
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Equation 16 represents the localization of the heart sound source with respect to four 

microphones. 

 

The sensor module has four individual channels, and each channel was developed using 

Digital MEMS microphone modules to cover the four heart valves (Aortic, Tricuspid, Mitral, 

and Pulmonary) [210-212]. Figure 3-6. shows the placement of the four PCG sensors on the 

body to capture the data.  Figure 3-7. shows the printed circuit board for the PCG sensor used 

in the present work. A first microphone was placed at the aortic valve to cover the right side of 

the 2nd intercostal space, just lateral to the sternum. The second microphone was placed at the 

pulmonic valve to cover the left side of the 2nd intercostal space, just lateral to the sternum. 

The third microphone was placed at the Tricuspid valve to cover the left side of the 4th-5th 

intercostal space over the left sternal border. Finally, the Fourth microphone was placed at the 

Mitral valve to cover the 5th intercostal space, the midclavicular line.  

 

 

 

Figure 3-6: PCG sensors placement for the experiment 

 

 

 

Figure 3-7: PCG Sensor Printed Circuit Board (10x10mm) 

 

The First heart sound is best heard at the mitral and tricuspid valves more stridently 

than other components. The second heart sound is best heard at the aortic and pulmonary 

valves. The Third and Fourth sounds are best heard at the mitral valve low-pitched blowing 

PCG 
Sensor 

ECG 
Se
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sound during the early and late diastole cycle. During pathology, systolic and diastolic murmurs 

heard with low-pitched sounds at the valve indicate the dysfunction of the respective heart 

valve. 

 

3.2.3 Cross-Correlation methods for TDOA calculation 

Cross-Correlation (CC) is a measure of two signals' similarity. The CC is defined as the 

product of two wide-sense stationary signals. 𝑦1 and 𝑦2. 

 

𝐶𝑦1,𝑦2(𝑝) = 𝐸[𝑦1(𝑘)𝑦2(𝑘 + 𝑝)] 

(17) 

 

E[·] denotes mathematical expectation, and the relative time delay is calculated using a cross-

correlation function estimation of the highest peak detection. 

 

𝜏̂ = 𝑎𝑟𝑔𝑚𝑎𝑥𝐶𝑦1,𝑦2(𝑝)  

(18) 

Because of the restricted observation period and the non-stationary nature of the acoustic 

source, the CC is determined by its time-averaged estimate at time k on observed samples of 

length k+L; hence, the CC in digital implementation becomes 

 

𝐶𝑥1,𝑥2(𝑝) =

{
 
 

 
 1

𝐿 − 𝑝
∑𝑦1(𝑘 + 𝑙)𝑦2(𝑘 + 𝑙 + 𝑝), 𝑝 = 0,… . . , 𝜏𝑚𝑎𝑥

𝐿−1

𝑙=0

1

𝐿 − 𝑝
∑𝑦2(𝑘 + 𝑙)𝑦1(𝑘 + 𝑙 + 𝑝), 𝑝 = − 𝜏max ,   .  .  1

𝐿−1

𝑙=0

 

(19) 

where τmax is the maximum TDOA of the microphone pair and depends on the distance 

between microphones  

𝜏𝑚𝑎𝑥 =
𝑑12
𝑐

 

(20) 

The Pearson Correlation Coefficient (PCC) can normalize the CC. The PCC measures 

the correlation between two signals, with values ranging from +1 to -1. The PCC is calculated 

by multiplying the covariance of two variables by the product of their standard deviations. 
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𝜌𝑦1,𝑦2 =
𝑐𝑜𝑣(𝑦1, 𝑦2)

𝜎𝑦1𝜎𝑦2
=
𝐸[(𝑦1 − 𝐸[𝑦1])(𝑦2 − 𝐸[𝑦2])]

𝜎𝑥1𝜎𝑥2
 

(21) 

Many factors, such as signal self-correlation and reverberation, might reduce the CC's 

performance. As a result, it is inappropriate to use it in a real-world setting. 

 

The Generalized Cross-Correlation (GCC) is the classic method to estimate the relative 

time delay associated with acoustic signals received by a pair of microphones in a moderately 

reverberant and noisy environment. The GCC consists of a cross-correlation followed by a 

filter to reduce the performance degradation caused by additive noise and multipath channel 

effects. The GCC in the frequency domain is 

 

𝐶𝑦1,𝑦2
𝐺𝐶𝐶 (𝑘) =

1

𝐿
∑Ψ(𝑓)𝑆𝑦1,𝑦2(𝑓)𝑒

2𝜋𝑗𝑓𝑘
𝐿

𝐿−1

𝑓=0

 

(22) 

where Ψ(f) is the frequency domain-general weighting function, and the cross-spectrum of the 

two signals is defined as 

𝐺𝑦1,𝑦2(𝑓) = 𝐸[𝑌1(𝑓)𝑌2
∗(𝑓)] 

(23) 

where Y1(f) and Y2(f) are the DFT of the signals and * denotes the complex conjugate. GCC 

is used to minimize the influence of moderate uncorrelated noise and moderate multipath 

interference, maximizing the peak in correspondence with the time delay. The relative time 

delay τ is obtained using an estimation of the maximum peak detection in the filter cross-

correlation function 

𝜏̂𝐺𝐶𝐶 = 𝑎𝑟𝑔𝑚𝑎𝑥𝐶𝑦1,𝑦2(𝑘) 

(24) 

The CC is computed when Ψ(f)CC = 1. The CC is estimated using the DFT and the IDFT, 

which can be efficiently implemented with the Fast Fourier Transform (FFT). The most used 

and effective weighting function is the Phase Transform (PHAT). It places equal importance 

on each frequency by dividing the spectrum by its magnitude. The 
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PHAT normalizes the amplitude of the spectral density of the two signals and uses only the 

phase information to compute the GCC. 

 

Ψ𝑃𝐻𝐴𝑇(𝑓) =
1

𝐺𝑦1,𝑦2(𝑓)
 

(26) 

In acoustic and noisy situations, the GCC efficiently enhances time delay estimation 

between microphone pairs [213-214]. The GCC approaches are fast and accurate, making them 

ideal for monitoring real-time systems that require an estimate. Furthermore, in periodic 

sounds, or generally quasi noises, the GCC performance is significantly lowered. When applied 

to a quasi-sound, the GCC is less effective in reducing the negative impacts of noise and 

reverberation. [191] provides a thorough examination of PHAT performance for both 

broadband and narrowband signals. The findings show that the PHAT can improve detection 

accuracy for one or more locations in noisy and acoustic situations when the sound occupies 

most of the frequency band. 

 

The Multichannel Cross-Correlation Coefficient (MCCC) approach [215] is a spatial 

correlation-based method that uses redundant data from many sensors. Using the spatial 

prediction (or interpolation) error, the aim is to evaluate the correlation between many signals 

[216]. We can formulate the signal model using the microphone placement indicated in Fig. 3, 

a single source, ignoring the noise terms. 

 

𝑦𝑛(𝑘 + 𝜏𝑛) = α𝑛𝐺(𝑘 − 𝑡) 

(27) 

The time-aligned signal is as follows once the time delays of M signals are determined using 

the PHAT. 

 

𝑌 = [𝑦1(𝑘), 𝑦2(𝑘 + 𝜏𝑛) . . . . 𝑦𝑛(𝑘 + (𝑁 − 1)Τ𝑛)]
Τ 

(28) 

We'll need a spatial correlation (covariance) matrix of observations to construct the MCCC. 

The spatial correlation matrices can be written as follows: 

𝐶𝑁 = 𝐸{𝑌𝑑,𝑁[𝑘]𝑌𝑑,𝑁
𝑇 [𝑘]} 

(29) 
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Then, given the TDOA estimates, the MCCC can be computed as 

 

𝜚𝑁
2 = 1 −

det[𝐶𝑁]

Π𝑖=1
M 𝜎𝑖

2
 

(30) 

 

where det[.] denotes the determinant and 𝜎𝑖
2 denotes the 𝐶𝑁 spatial correlation matrix 𝑖𝑡ℎ  

diagonal component. In the case of M = 2, the MCCC is easily proved to be comparable to the 

cross-correlation coefficient normalized by the energy. 

In the present study, MCCC with constant time delays for channel selection using the TDOA 

based on the PHAT results in a significant computational decrease in the case of the near-field 

assumption.  

3.2.4 Feature sets for cardiac sound assessment 

The assessment of the cardiac sound components involves the different parameters, and a set 

of features defers these to sort out the components from the heart sounds. In the current 

research, the segmentation algorithm by Springer et al. 2016. was used to differentiate the heart 

sound using timing intervals of S1, S2, Systole, and diastole. The following parameters (Table 

3-1) are used as feature sets to identify the low-frequency abnormal and normal heart sound 

components.  

Table 3-1: Cardiac sounds Feature sets 

S. No Feature Description 

1 F1 Mean of the Systolic to diastolic time interval ratio of each heart 
sounds. 

2 F2 Mean of the S1, S2 intervals ratio. 

3 F3 Mean of the heart sound peak energy in the systolic cycle to total 
cardiac cycle energy of each heartbeat. 

4 F4 Mean of the heart sound peak energy in the diastolic cycle to 
total cardiac cycle energy of each heartbeat. 

5 F5 The mean of spectral frequencies from 10 Hz to 900 Hz with a 
window resolution of 10 Hz in the systole cycle of each 
heartbeat. 

6 F6 Mean spectral frequencies from 10 Hz to 900 Hz with a window 
resolution of 10 Hz in the diastolic cycle of each heartbeat. 
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3.2.5 Performance Evaluation 

The proposed system performance is assessed using statistical values, like Repeatability, 

Reproducibility, and error in coordinate positions with respect to SNR.  Repeatability and 

reproducibility are the two aspects of precision measurement. Repeatability refers to the 

variability in repeated measurements by one observer when all other factors are assumed 

constant. Reproducibility refers to the variability in repeated measurements when one or more 

factors, such as observer, instrument, calibration, environment, or time are varied. The current 

guidelines from the British and International Standards recommend the expression of 

repeatability and reproducibility estimates in terms of standard deviations. The random-effects 

model was used to compute the standard deviation (𝜌), Variation coefficient (VC), and 

repeatability Coefficient (RC). 

𝑉𝐶 =
𝜌

𝜎 
 

 (31) 

𝜎 means overall mean,  

 

𝑅𝐶 = √2 ∗ 1.96𝜌  

(32) 

  

The source coordinates are estimated using this input data, and the accuracy of the output is 

assessed using L-2 norm errors specified with the benchmark coordinates.  

 

𝑒𝑟𝑟 =
|𝑟⃗⃗⃗  − 𝑟 𝑟𝑒𝑓|

2

|𝑟 𝑟𝑒𝑓|
2 ∗  100% 

(33) 

 

Where  𝑟,⃗⃗  𝑟 𝑟𝑒𝑓 represents the measured and reference positions, respectively. 
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3.3 Experimental results  

Heart sounds are captured using the proposed phonocardiography system in section 

3.2.1 under the supervision of a doctor to ensure that the measurements are accurate. All tests 

on human subjects follow the Declaration of Helsinki. The proposed localization algorithm was 

implemented in a zynq SoC FPGA and evaluated on captured signals at a 2 kHz sampling rate.  

 

The heart sounds of 50 patients with normal and abnormal sounds were recorded. 

Figure 3-8. shows the captured data from the four channels. We applied cross-correlation signal 

processing to detect cardiac sounds to identify dominating channels. Based on the lag durations 

between channels, cross-correlation analysis determines the dominant region and estimates the 

relationship between channels. The propagation impact and dominating patterns in the Cardiac 

sounds were also confirmed by visual inspection. The cross-correlation between channels was 

analyzed to see which channels were dominant and how they interacted. The study revealed 

delays between channels in the area of interest and throughout the measuring probe. These 

signal delays indicate that leading signals are the dominating channels. It is plausible to infer 

that the delays represent the movement of activated areas to surrounding areas based on the 

delays between channels. Furthermore, our findings revealed that the dominant channel had 

one of the most robust responses.  Figure 3-9. shows the final output of the signal derived from 

the four channels after applying the proposed correlation analysis to reduce the noise level 

Figure 3-8: Signal capture from four channels 
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Figure 3-9: Signal after correlation 

 

Table 3.2 shows the values of standard deviation (𝜌), repeatability coefficient (RC), and 

variance coefficient (VC) for repeatability and reproducibility computed from the random-

effects model for the feature set. Considering the mean intervals of the systole to diastole cycle, 

the repeatability is below 4%, and the VC and RC were 2.7 – 3.9%, 6.4 – 8.9%.  For 

reproducibility, the 𝜌 was around 2-3%, and the VC and CR were 2.8 – 4%, 6.4 – 8%, 

respectively. The VC for both repeatability and reproducibility are below 4%, indicating the 

results are within the standard limits. 

 

 

Table 3-2: Repeatability and Reproducibility Results 

  Repeatability Reproducibility 

Feature Mean 𝜌 VC RC 𝜌 VC RC 

F1 0.85 0.023 0.027 0.064 0.024 0.028 0.066 

F2 0.83 0.027 0.033 0.075 0.029 0.034 0.080 

F3 0.75 0.023 0.030 0.064 0.026 0.035 0.072 

F4 0.81 0.026 0.032 0.072 0.027 0.033 0.075 

F5 0.79 0.031 0.039 0.086 0.023 0.029 0.064 

F6 0.84 0.029 0.034 0.080 0.025 0.040 0.069 
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Figure 3-10: Error vs. Frequency with different S/N values 

 

 
Figure 3-11: S/N vs. Frequency before and after correlation 

 

Figure 3-10. depicts the results of the cross-correlation approach and the received signal. For 

the set of signals used in the correlation approach, the S/N ratio increases significantly (at least 

25 dB). This enhancement is critical for accurate signal detection. However, as shown in 

Figure 3-11., the received signal-to-noise ratio expression and the growth in the S/N ratio 

obtained by the cross-correlation approach can be analyzed. These measurements show that 

utilizing the cross-correlation method. Therefore, it is possible to reliably get the signal 

amplitude and obtain an increase of 18 to 25 dB in the S/N ratio, resulting in an improvement 

in cardiac detection.  

The origin of the Cartesian coordinate is (0,0,0). The four sensors are situated at (1, 4, 0), (-2, 

4, 0), (2, -2, 0), and (3, 4, 0) cm, respectively, to cover the four heart valves. In the plane of 

5cm x 5 cm, the origins of cardio sounds from mitral, aortic, tricuspid, and pulmonary valves 

reach four sensors at different time intervals at a constant speed. Figure 3-11 shows the 

deviation of the sensor placement with respect to the reference coordinates, which varies the 

intensity of the sound and, thus, the S/N ratio of the microphone. 
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Figure 3-12: Microphone co-ordinates placement Deviation index 

A significant observation of the cross-correlation study is that the noise can be 

decreased by removing irrelevant data. Channels with deficient activation after stimulation, for 

example, can be removed from the database because they don't indicate any interaction within 

the experiment. As a result, signal processing techniques like cross-correlation are critical for 

identifying important channels that accurately depict activations following a stimulus. 

 

3.4 Summary 

A phonocardiography system has been developed using four MEMS microphones for 

cardiac signal capturing, and parallel data processing at high speeds is achievable with an SoC 

FPGA. This enables the implementation of a real-time multichannel phonocardiography 

system. In addition, most of the required data processing is performed by an SoC FPGA 

(ZYNQ SoC), which eliminates the need for robust and expensive computer systems. 

In comparison to other occurrences, the position on the chest wall where a specific 

sound or murmur is best observed may aid in determining the source of the sound or murmur. 

These positions are influenced by the vibration direction and the distance to the source. For 
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example, aortic valve sounds, or murmurs should be explored at the second intercostal space 

to the right of the sternum. In contrast, pulmonary sounds or murmurs should be investigated 

to the left of the sternum. The lower half of the sternum at the fourth intercostal space level 

corresponds to the right ventricular region. In contrast, the left ventricular area corresponds to 

the sternum and the heart's apex point (fifth intercostal space level). Additionally, particular 

physiological techniques that affect cardiac hemodynamics can be employed to improve the 

examination of heart sounds and murmurs. 

Finally, the presence, timing, location on the chest wall, duration, amplitudes and amplitude 

pattern, and harmonic components of murmurs and abnormal sound complexes serve as the 

foundation for auscultatory and phonocardiography assessment of cardiac problems. The time 

delays are estimated by measuring cross-correlations of the signals collected in different 

channels, which leads to mistakes in source localizations. For repeatability, the 𝜌 is below 4%, 

the Variation coefficient was 2.7% to 3.9%, Repeatability coefficient was 6.4 to 8.9%.  For 

reproducibility, the 𝜌 was around 2-3%, the Variation coefficient was 2.8% to 4 %, 

Repeatability coefficient was 6.4% to 8%, respectively. The VC for both repeatability and 

reproducibility is below 4%, indicating the results are within the standard limits. Furthermore, 

the results show that the accuracy and spatial resolution of source localization using this 

method are practically frequency independent. Also, the relationship between the cross-peak 

correlation's value and the amplitude of the received signal synthesizes and optimizes the signal 

analysis. The repeatability and reproducibility of the device for the feature set are measured. 
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Chapter 4.             Classification of Abnormal and normal cardiac 

sounds using wavelet decomposition and 

Shannon energy 

4.1 Introduction 

Digital MEMS can capture low-frequency components of the heart sound signal for analysis 

and sub-segment diagnosis of the heart. Also, advanced digital signal processing techniques 

are available to analyze heart sounds. Heart sounds are non-stationary, so heart sound analysis 

in frequency and time domain provides much information to diagnose heart abnormalities 

[217]. Many signal processing techniques like Fast Fourier Transform (FFT) [218], Short Time 

Fourier Transform (STFT) [219], Wigner Ville Distribution (WVD) [220], and Wavelet 

Transforms (WT) [221] are available to measure the Time and frequency components of the 

heart sound. FFT provides the frequency domain information, not the time domain information. 

The WVD and STFT provide both time and frequency, but there is a tradeoff in window 

selection for frequency and time resolution [222-223] On the other hand, WT provides high 

time resolution and low-frequency resolution for high frequencies, low time resolution, and 

high-frequency resolution for low frequencies. This matches the human ear time-frequency 

resolution features. So, WT is the more appropriate technique for heart sound analysis to 

capture both frequency and time information. 

 

The analysis of heart sound signals consists of classifying heart sound signals into individual 

components and extracting features for the pathophysiological information [224-226]. The 

present work aims to develop a high-performance phonocardiography system to help 

physicians capture and analyze heart sounds at the bedside. The current work includes 

hardware development, data recording, results display, and algorithm development to classify 

different pathological events using digital signal processing techniques. Based on these 

techniques performance of the system has been evaluated.  
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4.2 Theoretical Framework 

4.2.1 Daubechies Wavelet Transform: 

The wavelet transform (WT) of a signal x(t) has the following expression: 

 

𝑥(𝑡) = ∑𝐶𝑗𝑘𝜑𝑗𝑘(𝑡) +∑∑𝑑𝑗𝑘𝜓𝑗𝑘
𝑘𝑗

 

                                                                      (1) 

Where  𝐶𝑗𝑘 is approximation coefficients,  𝜑𝑗𝑘 is scaling function, 𝑑𝑗𝑘 is a detailed term,  

 𝜓𝑗𝑘 – is a wavelet function. 

Equation 1 shows that there are two terms. The first is the ‘approximation term,’ and the second 

is the ‘details term.’  

In Equation (1), the detailed term is represented below — 

 

𝑑𝑗𝑘 = ∫ 𝑥(𝑡)𝜓𝑗𝑘
∗ (𝑡)𝑑𝑡 

         (2) 

 

And 𝜓𝑗𝑘(𝑡) is called the wavelet function and is given below – 

 

𝜓𝑗𝑘(𝑡) =
1

√2𝑗𝜓(
𝑡 − 𝑘2𝑗

2𝑗
)

 

    (3) 

 
The approximation coefficients are given by: 

 

𝐶𝑗𝑘 = ∫ 𝑥(𝑡)𝜑𝑗𝑘
∗ (𝑡)𝑑𝑡 

 (4) 

𝜑𝑗𝑘
∗ (𝑡) is called a scaling function and is given by: 

𝜑𝑗𝑘(𝑡) =
1

√2𝑗𝜑 (
𝑡 − 𝑘2𝑗

2𝑗
)

 

   (5) 
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Daubechies wavelets [227] are a family of wavelets with the highest number (A) of vanishing 

moments, with support width N=2A, and among the 2A−1 possible solutions, the one chosen 

whose scaling filter has an extremal phase. This family contains the Haar wavelet, db1, the 

most straightforward and oldest wavelet. It is discontinuous, resembling a square form. Except 

for db1, the wavelets of this family do not have an explicit expression. 

 

The names of the Daubechies family wavelets are written as dbN, where N denotes the order, 

and db is the wavelet "surname." For example, the db1 wavelet mentioned above is the name 

of the Haar wavelet. Here are the wavelet functions Ψ of the ten members of the family, as 

shown in Figure 4-1. 

 

 

  

Figure 4-1:The members of the Daubechies wavelet family [db1 to db10] 

 

This family has the following properties: 

The ψ and  support length is 2N −1. The number of zero moments of ψ is N; 

dbN wavelets are asymmetric (in particular for low values of N) except for the Haar wavelet; 

The regularity increases with the order. When N becomes very large, ψ and  belong to CμN 

where μ ≈ 0.2. This value μN is too pessimistic for relatively small orders, as it underestimates 

the regularity; The analysis is orthogonal. 

 

The above four properties of the Daubechies wavelets are well set to analyze non-stationary 

heart sound signals. Also, Daubechies wavelets are ideal for minimum size support for a given 

number of vanishing moments. Daubechies wavelet db9 was used in the proposed algorithm to 
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decompose the heart sound signal. In the wavelet analysis technique, the signal under 

inspection is filtered successively using one low-pass (LP) and one high-pass (HP) filter 

alternately. The output of the HP filter gives the 1st level detail coefficients, while the output 

of the LP filter gives the 1st level approximation coefficients. Decomposing the derived 

approximate and independent detail coefficients gives the respective approximation for all 

successive levels, as illustrated in Figure 4-2., and is called multilevel decomposition. 

 

Figure 4-2: Multilevel decomposition of wavelet analysis 

4.2.2 Shannon energy 

Shannon energy is used to generate an envelope of the heart sound for estimating systole and 

diastole periods [228-229]. This technique is used in the detection of heart sound peaks. The 

Shannon energy, Sn, is formulated by 

 

𝑆𝑛 = −𝑁𝑛
2 log 𝑁𝑛   

2  

(6) 

Where Nn, is the normalized PCG signal after noise removal. 

The Shannon energy can better emphasize the low and medium heart sound intensities than the 

conventional square energy operation. As a result, the heart sound signal after processing with 

Shannon energy does not have significant differences in terms of amplitude, and it makes use 

of a single thresholding technique in the heart sound peak detection algorithm possible.  
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4.3 Materials and Methods 

4.3.1 Algorithm for Heart sound data analysis 

The heart sound algorithm consists of segmentation and feature extraction using wavelet 

transforms. Figure 4-3. shows the flow diagram of the proposed algorithm for the high-

performance phonocardiography system for cardiac diagnosis. 

 

Cardiac cycle 
Extraction

(Systole & diastole)
Normalization

Wavelet 
Decomposition

MA Filtering 
&

Normalization
Shannon Energy Peak Detector

Feature Extraction

Heart Sound 
Data

Low Pass
Filter

 

Figure 4-3: Algorithm for high-performance phonocardiography system 

The segmentation of the cardiac auscultations and the detection of the different heart sounds, 

precisely normal heart sounds (S1, S2, S3, and S4), and abnormal heart sounds (Systolic and 

diastolic murmurs) play a vital role in diagnostics. The segmentation classifies each of these 

heart sound components and allows for the murmurs' time-based localization. The proposed 

segmentation algorithm will accurately detect the heart sounds with no false positives inline to 

the dataset being tested and identify each sound as S1, S2, S3, and murmurs. 

The first level of segmentation is done on heart sound to divide the signal into several cardiac 

cycles (systole and diastole) based on the ECG signal captured along with the PCG signal and 

applied the QRS detection. The second level of segmentation is done on one cardiac cycle to 

segment heart sound components. The second level of segmentation is done by normalizing 

the heart sound intensity level and then decomposed by wavelet transform to extract peaks of 

the cardiac components. 

One cardiac cycle with systole and diastole is considered for the segmentation. In general, the 

intensity level of heart sounds varies from patient to patient, depending on the physiological 



 

 

Copyright © Madhubabu Anumukonda, 2023 

All Rights Reserved 

 

63 

conditions. So, to get the constant intensity level of different subjects, the intensity of the heart 

sound is normalized on a scale of 0 to 1.  

 

𝐼𝑛𝑜𝑟𝑚 =
|𝐼|

|𝐼𝑚𝑎𝑥|
 

(7) 

The Normalized heart sound output passed through the wavelet decomposition module for sub 

band decoding. The wavelet decomposition was performed using a 2000 Hz sampling 

frequency and the 9th order Daubechies (db) wavelet Level 7 for decomposition, as shown in 

Figure 4-4. The S1 and S2 heart sound band of 20Hz to 150 Hz matches the sum of sub bands' 

4th, 5th, and 6th decomposition detail coefficients (31.25 Hz to 250Hz). The S3 and S4 gallop 

heart sound band of 20Hz to 70 Hz matches the sum of the subbands' 6th and 7th decomposition 

detail coefficients (15.625 Hz to 62.5 Hz). Stenosis murmurs in the heart sound band of 200Hz 

to 500 Hz match the sum of subbands' 3rd and 4th decomposition detail coefficients (125 Hz 

to 500 Hz). Ejection murmurs in the heart sound band of 110Hz to 500 Hz match the sum of 

the subband's 3rd, 4th, and 5th decomposition detail coefficients (61.25 Hz to 500Hz). 

Regurgitation murmurs in the heart sound band of 110Hz to 900 Hz match the sum of the 

subband's 2nd, 3rd, and 4th decomposition detail coefficients (125 Hz to 500Hz). 
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Figure 4-4: 7-level wavelet decomposition 

 

The Shannon energy computed on the outputs of the sum of the subband decomposition detail 

coefficients of cardiac components S1- S2; S3-S4 gallop, Stenosis murmurs, regurgitation 
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murmurs. The Shannon energy output passes through the moving average filter with a window 

length of 50, and then normalization is performed.  

A threshold mechanism performs peak detection to determine the max peaks on each sub-band 

coefficient value and the threshold value for S1-S2 peaks taken from the maximum-minimum 

approximation. Other abnormal heart sounds have lower intensity than the S1-S2, so the 

threshold value is computed to an S1-S2 threshold value. Then, feature extractions are 

performed by dividing the total cardiac cycle interval into equal parts of 0.01 sec. Figure 4-5. 

shows normal and abnormal heart sounds extraction based on the Shannon high-intensity 

peaks. 
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Figure 4-5: Extraction of normal and abnormal heart sounds 
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4.3.2 Performance Evaluation 

The proposed algorithm performance is assessed using statistical values, like the 

positive predictive rate (PPR), the sensitivity (SEN), and the detection error rate (DER). These 

values can be computed as follows. 

 

SEN =
TP

TP + FN
× 100% 

 

SPF =
TN

TN + FP
× 100% 

 

PPR =
TP

TP + FP
× 100% 

 

 

DER =
FN + FP

TP + FN
× 100% 

(8) 

 

Where the true-positive (TP) is the number of correct heart sound peaks detected by the 

algorithm, true-negative (TN) is the number of correct heart sound peaks rejected by the 

algorithm, false-negative (FN) is the number of missing heart sound peaks detected, and false-

positive (FP) is the number of incorrect heart sounds peaks detected by the algorithm. 

 

4.4 Experimental results 

The Heart sounds are collected from the patients using the proposed phonocardiography system 

under the doctor's supervision to correct the measurements. All the tests on human subjects 

conform to the Declaration of Helsinki. The proposed algorithm has been executed on the 

captured sounds at a sampling frequency of 2 kHz. Heart sounds were collected from 50 

patients with normal and abnormal heart sounds. From this total, 1756 cardiac cycles were 

considered for the experiment. The rest of this section describes the results obtained from the 

experiment mentioned in the previous section. Table 4-1 shows the SEN, PPR, and DER of 

different components of the heart sound.  
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Table 4-1. Performance Evaluation of phonocardiography system 

Components* SEN PPR DER 

S1 99.27% 99.81% 0.09% 
S2 99.45% 99.45% 1.09% 
AS 99.33% 98.68% 1.98% 
MS 98.78% 99.3% 1.81% 

MR 99.42% 98.85% 1.73% 
S3/S4 98.75% 99.37% 1.86% 

       

*S1- First heart sound, S2-Second heart sound, AS- Aortic Stenosis, MS-Mitral Stenosis, MR-

Mitral Regurgitation, S3/S4- Third and Fourth heart sound. 

 

Table 4-2. Comparison of Performance Evaluation of other states of art algorithms 

Algorithms Sensitivity Specificity Accuracy 

DFT-PCA-HMM [ 114] 70.3% 93.3%% 0.09% 
DWT-ISOM [115] - - 95% 
DWT-Shannon Energy-ANFIS [113] 100% 95.24% - 
Fourier Bessel-Least square SVM 
[112] 

- - 94.01% 

STFT/WT- HMM [146] 97% 92% - 
WT-GAL / MLP-BP [155] - - 96.52% /97.02% 
GAL Network [145] - - 99% 
WPT-Entropy-Bayes Net [116] - - 96.4% 
WT-PCA-NN [138] 64.7% 70.5% - 
Proposed algorithm 99.16% 98.4% 98.6% 

  

4.4.1 Study 1: Normal cardiac sounds S1 and S2. 

The diastole duration between the S2 peak and the next immediate S1 peak is greater than the 

systole duration between the S1 peak and the next immediate S2, indicating that the S1 and S2 

cardiac sounds are high-intensity peaks. Using this criteria, S1 and S2 components are 

identified, and then other components are identified. Figure 4-6. shows the decomposition 

details of the S1 and S2. Figure 4-7. shows the Shannon energy peaks of S1 and S2. Out of 

1756 cardiac cycles, a total of 551 S1 components and 549 S2 components have been identified 

with a Sensitivity of 99.27% and 99.45%, respectively.  
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Figure 4-6: Decomposition detail of S1 and S2 

 

 

Figure 4-7: Shannon Energy peaks of S1 and S2 

4.4.2 Study 2: Aortic stenosis cardiac sounds. 

Aortic stenosis is a high-frequency diastolic murmur seen immediately after the second cardiac 

sound peak. Figure 4-8. shows the decomposition details of Aortic stenosis. Figure 4-9. shows 

the Shannon energy peaks of Aortic stenosis. Out of 1756 cardiac cycles, 153 Aortic stenosis 

components were processed with a Sensitivity of 99.33%. 
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Figure 4-8: Decomposition detail of Aortic stenosis 

 

Figure 4-9: Shannon Energy peaks of Aortic stenosis 

 

4.4.3 Study 3: Mitral stenosis cardiac sounds. 

Mitral stenosis is a diastolic murmur seen in the last two-thirds of diastole Figure 4-10. shows 

the decomposition details of the Mitral stenosis. Figure 4-11. shows the Shannon energy peaks 

of Mitral stenosis. Out of 1756 cardiac cycles, 166 mitral stenosis components were processed 

with a Sensitivity of 98.78%. 

Figure 4-10: Decomposition detail of Mitral stenosis 
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Figure 4-11: Shannon Energy envelope of Mitral stenosis 

 

4.4.4 Study 4: Mitral Regurgitation heart sounds. 

The mitral regurgitation is a low frequency, low amplitude peak seen in the diastole cycle. 

Figure 4-12. shows the decomposition details of the Mitral Regurgitation. Figure 4-13. shows 

the Shannon energy peaks of Mitral Regurgitation. Out of 1756 cardiac cycles, a total of 175 

Mitral regurgitation components were processed with a Sensitivity of 99.42%. 

 

Figure 4-12: Decomposition detail of Mitral regurgitation 

 



 

 

Copyright © Madhubabu Anumukonda, 2023 

All Rights Reserved 

 

70 

 

Figure 4-13: Shannon Energy peak of Mitral regurgitation 

4.4.5 Study 5: S3 and S4 gallop cardiac sounds. 

The S3 is a low frequency, low amplitude peak seen in the pre-diastole cycle just after the S2 

peak. The S4 is a low frequency, low amplitude peak seen in the early-systole cycle before the 

S1 peak. Figure 4-14., Figure 4-16., shows the S3, S4 heart sound decomposition. Figure 4-15., 

and Figure 4-17., shows the Shannon energy peaks of S3, S4 heart sounds. Out of 1756 cardiac 

cycles, a total of 162 S3-S4 gallop components were processed with a Sensitivity of 98.75%. 

 

 

Figure 4-14: Decomposition detail of third heart sound(S3) 
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Figure 4-15: Shannon Energy envelope of Third heart sound (S3) 

 

 

Figure 4-16: Decomposition detail of Fourth heart sound(S4) 

 

 

Figure 4-17: Shannon Energy envelope of Fourth heart sound (S4) 
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4.5 Summary 

An algorithm for the classification of normal and abnormal heart sound analyses has been 

proposed and implemented in the developed phonocardiography system that helps the 

physician with primary heart failure diagnosis at the bedside by capturing heart sounds and 

providing a detailed analysis report for the heart sound pathophysiological information on the 

display. The performance of the phonocardiography system has been evaluated using 1756 

cardiac cycles of PCG from a cohort of 50 patients with different pathophysiological 

conditions. Table 4.2 shows the comparison of Performance Evaluation of other state-of-the-

art algorithms. A comparison between the result of this algorithm and those identified by 

experienced cardiologists shows a high degree of agreement. However, more subjective 

segmentation carried out by experts is being investigated to express this agreement statistically. 
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Chapter 5.              Extraction cardiac sound components based 

on Inverse neuron delayed neuron model 

5.1 Introduction 

  The cardiac auscultations are nonlinear and analyzed using artificial neural networks 

(ANN). Artificial Neural Networks are more useful for the approximation of nonlinear 

functions. The neural network models are mainly classified by their architecture, activation 

function, and learning algorithm. Instead of directly emulating the biological behavior, the 

traditional neuron network models translate it into time-averaging techniques [230-237]. The 

inverse Delayed (ID) function model of neuron that has been proposed by Nakajima [238-240] 

is a universal neuron model that includes characteristics of both the Bonhoeffer Van der Pol 

model and Hopfield model [237]. In addition, the inverse delay function model uses the inverse 

function of the tan sigmoidal activation function rather than the traditional tan sigmoidal 

activation function and features a finite conversion time from the internal state of the element 

to the output. 

The energy function of the Inverse delay function model with symmetric synapse 

weights is similar to that of the Hopfield model. The ID model's negative resistance can free 

the neural network state from such local minima. Unlike the chaotic neural network, the ID 

model does not need to transform the output vector, record the output vector during calculation, 

or control the dynamics by changing the network parameters. We only need to wait for it to 

become an inactive state to find a solution using the ID neural network and a simple 

implementation method. The ID model is capable of resolving combinatorial optimization 

problems [240]. The negative resistance of the ID model can destabilize a neural network's 

stable equilibrium points, reducing the possibility of unknown values in suboptimal synaptic 

weight solutions obtained using an ANN-based on a traditional neuron model. The ANN 

implementation using the ID neuron model needs a lot of parallel computations to solve the 

complex real-time data for the extraction of components. The Field Programmable Gate Arrays 

(FPGAs) handle these complex real-time computations effectively and improve performance. 

The current study concentrated on the noninvasive detection of cardiac component 

abnormalities in raw samples collected with MEMs-based microphones. Wavelet 

decomposition algorithms were used to generate the featured set. The ID neuron function was 
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used to create the ANN model, which extracts the cardiac components from the feature set 

obtained. The neuron's inverse delayed function model was used to optimize the weights of the 

synapses between the neurons. The entire algorithm was implemented on a Xilinx SoC FPGA 

XC7Z020CLG400. The proposed system has been validated using the cardiac components' 

sensitivity, specificity, and accuracy, and it has been justified using receiver operating 

characteristic curve analysis. This chapter is structured as follows. Section 2 focuses on the 

material, methods, and theory supporting the proposed method using the inverse delayed 

function model of neuron, illustrating the feature sets for cardiac sound assessment and 

realization of the inverse delayed function model of neuron. Section 3 focuses on the 

experimental results. Finally, a summary is presented in section 4. 

5.2 Materials and Methods 

5.2.1 Inverse delayed function model of neuron 

The ANN has been realized using the ID function model of a neuron. Nakajima and Hayakawa 

proposed the ID function model of neuron by the following set of Equations. 

 

𝜏
𝑑𝑢𝑖
𝑑𝑡

  =   ∑ 𝑤𝑖𝑗𝑥𝑗 − 𝑎𝑖𝑖𝑥𝑖 − 𝑢𝑖
𝑗.𝑗≠𝑖

 

(1) 

 

𝜏𝑥
𝑑𝑥𝑖
𝑑𝑡

 =  𝑢𝑖 − g(𝑥𝑖)(2) 

(2) 

 

g(𝑥𝑖)  =  𝑓
−1(𝑥𝑖) − 𝐾𝑥𝑖   

(3) 

Where ui is the ith neuron internal state, xj is the jth neuron output, Wij is the synaptic weight 

between jth and ith neurons, hi is the bias input, aii is the self-connection synaptic weight, τ  is 

the internal state time constant, and τx is the neuron output time constant.      

From Equation (3). f(x) is the neural network sigmoid function, then g(x) = f−1(x) is the N-

shaped inverse output function. g(x) can be changed with a positive value of  K  times the 

output of the neuron. The transition time from u to x is less than τ, and thus τx < < τ. In general, 

the transition time should be considered if it is significantly less than τ. For the present problem, 

we used the self-connection less neurons to devoid the hysteresis effects[137]. So aii = 0  in 

Equation (1). 
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Differentiating Equation (2) with respect to time t, we get 

 

τx
d2xi
dt2

=
dui
dt
−
dg(xi)

dxi

dxi
dt
   

(4) 

Let us consider 

 

𝜑𝑖 =
𝑑g(𝑥𝑖)

𝑑𝑥𝑖
+
𝜏𝑥
𝜏

 

(5) 

Substitute Equation (5) in Equation (4) gives 

 

𝜏𝑥
𝑑2𝑥𝑖
𝑑𝑡2

+ 𝜑𝑖
𝑑𝑥𝑖
𝑑𝑡

−
𝜏𝑥
𝜏

𝑑𝑥𝑖
𝑑𝑡

=
𝑑𝑢𝑖
𝑑𝑡

  ⇔   𝜏𝑥
𝑑2𝑥𝑖
𝑑𝑡2

+ 𝜑𝑖
𝑑𝑥𝑖
𝑑𝑡

  =
1

𝜏
(∑( 𝑤𝑖𝑗𝑥𝑗 − g(xi)

j

 ) 

(6) 

 

Let, 
𝜕𝑈𝑖
𝜕𝑥𝑖
=

1

𝜏
(g(𝑥𝑖)− ∑𝑤𝑖𝑗𝑥𝑗) 

 

Equation (6) becomes 

 

𝜏𝑥
𝑑2𝑥𝑖
𝑑𝑡2

+ 𝜑𝑖
𝑑𝑥𝑖
𝑑𝑡

=
𝜕𝑈𝑖
𝜕𝑥𝑖

 

(7) 

Where 𝑈𝑖 =
1

𝜏
(∫ g(

𝑥

0
𝑥𝑖)𝑑𝑥𝑖 − 𝑥𝑖 ∑ 𝑤𝑖𝑗𝑥𝑗𝑗  

 

Ui denotes the potential of the ID function model of the neuron. In Equation (7), the first term 

denotes inertia, and the second term denotes friction. If g(xi) is an N-shaped function, then the 

area where  
𝑑𝑔(𝑥)

𝑑𝑥𝑖
 is  less than 

−τx

τ
 for specific values of xi is called negative resistance region. 

From the Lyapunov function, the energy of the ID function model is  

 

𝐸 =  −
1

2𝜏
∑∑𝑤𝑖𝑗𝑥𝑖𝑥𝑗 +

1

𝜏
∑∫g(𝑥𝑖)𝑑𝑥𝑖  

0

+
𝜏𝑥
2
∑(

𝑑𝑥𝑖
𝑑𝑡
)
2

𝑖

   

𝑖𝑗𝑖

 

(8) 

The self-connections between neurons are ignored since the proposed neuron network has 

fewer neurons self-connection. The last term in Equation (8) shows the time delay in the ID 

function model.  

Differentiating both sides of Equation (8) with respect to time t, we get   
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𝑑𝐸

𝑑𝑡
=  −𝑖𝑣 ∑

𝑑𝑥𝑖
𝑑𝑡

𝑖

 {
1

𝜏
𝑤𝑖𝑗𝑥𝑗 −

1

𝜏
g(𝑥𝑖) − 𝜏𝑥

𝑑2𝑥𝑖
𝑑𝑡2

} 

(9) 

𝑑𝐸

𝑑𝑡
=  − ∑(

𝑑g(𝑥𝑖)

𝑑𝑥𝑖
+
𝜏𝑥
𝜏
) (

𝑑𝑥𝑖
𝑑𝑡
)
2

𝑖

 

(10) 

𝑑𝐸

𝑑𝑡
=  − ∑𝜑𝑖  (

𝑑𝑥𝑖
𝑑𝑡
)
2

𝑖

 

(11) 

 

From Equation (11), The energy (E) of the ID model, like that of the Hopfield model, decreases 

with time if the network state is in the positive resistance region (φi > 0). However, in the 

negative resistance region ((φi < 0), the energy (E) increases with time, so even if the state is 

in the minima region, it quickly exits this region. Therefore, it is necessary to have this feature 

to avoid local minima. As a result, if the network is an inverse delayed function model, it is 

expected to increase the likelihood of escaping the local minima.  

5.2.2 Prediction model using ID function model of neuron 

The proposed ANN algorithm is based on a feedforward network with three layers, as shown 

in Figure 5-1. The first layer has six inputs for six feature sets mentioned in Table 3-1. the 

second layer is the hidden layer consisting of 12 hidden neurons, and the third layer is the 

output layer, which consists of 5 output neurons. The hidden layer contains a neuron that 

computes the delayed weighted sum of inputs and the inverse tangent sigmoid nonlinear 

function for the feature extraction. The output layer is a logical net to reduce the error in 

extraction and sends the output based on the input from the hidden layer. 
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Figure 5-1: ANN using ID function neuron model 

5.2.3 Realization of inverse activation function 

An activation function is to present non-linearity into the output of the neuron. The inverse tan 

hyperbolic function is an activation function for current work.  

 

𝒇(𝒙)  =  𝐭𝐚𝐧−𝟏𝐡(𝒙) =
𝟏

𝟐
𝐥𝐧 (

𝟏 + 𝒙

𝟏 − 𝒙
)                                                            (𝟏𝟐) 

 

𝒇(𝒙)  =  
𝟏

𝟐
(𝐥𝐧(𝟏 + 𝒙) − 𝐥𝐧(𝟏 − 𝒙))                                                             (𝟏𝟑) 

 

𝒇(𝒙)  =  
𝟏

𝟐
(𝟐𝒙 +

𝟐

𝟑
𝒙𝟑 +

𝟐

𝟓
𝒙𝟓 +⋯)                                                            (𝟏𝟒) 

 

𝒇(𝒙)  =  𝒙 +
𝒙𝟑

𝟑
+
𝒙𝟓

𝟓
+⋯                                                                              (𝟏𝟓) 

 

Neglecting the higher terms f(x) becomes 

 

𝒇(𝒙) = 𝒙 +
𝒙𝟑

𝟑
                                                                                                  (𝟏𝟔) 
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Equation (16) realized using constant (1/3), adder, and multiplier. The activation limits the 

output in the range of [1, -1].   

Figure 5-2 shows that the activation function in the ID model is an N-shaped transfer function.  

 

Figure 5-2: Transfer function 

The ID network consists of 12 hidden neurons in the hidden layer. The neural network is trained 

using MATLAB, and learning is accomplished using the Levenberg-Marquardt 

backpropagation algorithm. First, backpropagation is used to obtain the input and layer weight 

matrices by incorporating the derivatives of the inverse functions. Next, these matrices are used 

to replicate the ID network onto the FPGA. Finally, the neural network is trained using the ID 

function model, and the result of the regression coefficient ‘R’ is shown in Figure 5-10. 

 

The cleaned data is processed through the cardiac cycle separation engine to differentiate the 

systole diastole cycles. Feature Extraction module extracts the features mentioned in Table 1 

from systole and diastole. The extracted six featured sets passed through the ANN model to 

classify the five heart sound component groups. The Decision logic outputs the true negative 

(TN),  true positive (TP), false negative (FN), and false positive (FP) for corresponding heart 

sound components. Figure 5-3. shows the real-time experimental setup for the proposed 

hardware. Figure 3-6. shows the placement of the four PCG sensors on the body to capture the 

data. 
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Figure 5-3: Real-time experimental setup with proposed hardware 

 

 

 

Figure 5-4: Flow diagram for extraction of Cardiac Sound components 

 

As discussed in previous sections, the ANN with inverse delayed neuron model is implemented 

in MATLAB using the neural network toolbox and the fixed-point toolbox. The model is 

simulated to check the functionality and calculate the synaptic weights and bias required for 

the hidden and output layers. The simulated fixed-point MATLAB model is a golden reference 

for further hardware realization using FPGA. 
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The Xilinx System generator tool is used to implement and generate Verilog code for the 

system integration. As discussed in earlier sections, the ANN model is realized using three 

stages; in the first stage, the input layer, the inputs are scaled with weights and passed to hidden 

neurons. The bias is added to the summed weights by the hidden layer, which then passes 

through the delayed activation function. The output layer computes the output value from all 

hidden neurons and the output bias and activation function. The sigmoid activation function is 

a building block used in both the hidden and output layers. Equation (16) is used to implement 

the inverse activation function, which consists of an adder, multiplier, and constant value. As 

shown in Figure 5-5., the neuron model is realized using a Mult-Add block, a constant block 

for bias, and an activation function. 

 

Figure 5-5: Neuron Model 

 

Figure 5-6. depicts the proposed ANN model implementation. The estimated sigmoid value is 

closer to the real sigmoid value obtained from MATLAB, allowing the approximation effect 

to be reduced for improved accuracy when implemented in hardware.  
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Figure 5-6: System Generator Implementation of ANN Model 

 

5.3 Experimental results 

The extraction of cardiac sounds from the MEMS-based high performance phonocardiography 

system using a neural network based on the ID function model of neurons. The neural networks 

based on the ID function model and the conventional neuron models are realized on FPGA, 

and the hardware requirements and performance of the two models are compared. The 

proposed system was validated using the data of 30 patients in accordance with the Declaration 

of Helsinki. After obtaining informed consent, a total of 60 patients were made available for 

evaluation, with 30 patient data used for training the neural networks and the remaining 30 

patient's data for testing the proposed system.  

The neural networks were trained offline using data from 30 patients in MATLAB and then 

implemented on FPGA to reduce design circuitry. The MATLAB model weights and biases 

are used as hardcoded values in the FPGA ANN model to reduce computational cycles and 

achieve the accuracy obtained in simulation. The FPGA implementation of the inverse tangent 

sigmoid function, which requires the realization of an N-shaped activation function, involves 

multiplication but not division. The multiplier is all that is required for the ID model's 

functional units. This dramatically reduces hardware complexity. The system generator FPGA 

netlist files are used to run the synthesis, implement, and generate the bit file needed to program 

the FPGA. Figure 5-7. depicts the RTL schematic for the neuron model following RTL 

synthesis. The physical layout of the proposed system is depicted in Figure 5-8.  
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Figure 5-7: RTL Schematic – Neuron Model 

 

 

 

Figure 5-8: Physical layout for the proposed system 

 

Figure 5-9. shows the FPGA Resource utilization of the after place and route. 

 

 

Figure 5-9: Resource utilization of the proposed system 

 

The mean square error in extracting cardiac sound components detection rate using neural 

networks with 12 neurons in the hidden layer is 0.9. Regression analysis is performed on the 

input and target datasets, and the mean square error is 4.4 x 10-5. Figure 13 depicts the 
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regression analysis of the network's training and validation. In the regression analysis, the 

parameter ‘R' equal to 0.99 represents the correlation between extracted cardiac components 

and essential cardiac components. 

The regression analysis showing the training and validation of the network is depicted in Figure 

5-10. The parameter ‘R’ which is equal to 0.99 in the regression analysis, signifies the 

correlation between extracted cardiac components with actual cardiac components. Figure 

5-11. depicts the training state analysis of a neural network based on the ID function model of 

a neuron. Figure 5-12. depicts a neural network for performance analysis. Training analysis 

was performed for epoch 11, with a gradient factor of 9.0661 x10-5 and validation checks equal 

to 6.  

 

Figure 5-10: Regression analysis of neural network based on ID Function model of neuron 
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Figure 5-11: Training state analysis of neural network based on ID Function model of 

neuron 

 

 

Figure 5-12: Performance analysis of neural network based on ID Function model of neuron 

 

Clinical trials were conducted on 30 patients in accordance with the Declaration of Helsinki 

(1964), using the proposed high performance phonocardiography system, and the results were 

compared to the known test results from the medical practitioner. The prevalence of disease in 

the tested population, the outcome of the diagnostic test, and the sensitivity and specificity of 

the test all impact the reliability of any diagnostic test result. The sensitivity, the specificity 

rate, and the accuracy. These values can be computed as follows. 

 

Sensitivity =
TP

TP + FN
× 100%  
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(17) 

Specificity =
TN

TN + FP
× 100% 

(18) 

Accuracy =
TP + TN

TP + TN + FP + FN
× 100%   

(19) 

 

Where True-negative (TN) represents the number of correct heart sound components rejected, 

True-positive (TP) represents the number of correct heart sound components detected by the 

proposed system, False-negative (FN) represents the number of incorrect heart sound 

components rejected, and False-positive (FP) represents the number of incorrect heart sound 

components detected by the proposed system. Table 5-1. displays the sensitivity, specificity, 

and accuracy of cardiac component detection for a healthy individual and under specific disease 

conditions. Table 5-2 shows the comparison of performance evaluation of Inverse delay of 

neuron model with the other sates of art algorithms.  

 

Table 5-1. Accuracy of the proposed system for different cardiac components in heart sounds 

Heart sound 
Components 

Sensitivity Specificity Accuracy 

S1 & S2 99.1% 99.3% 0.99 
S3 & S4 98.1% 98.6% 0.98 
Aortic Stenosis 98.3% 98.7% 0.98 
Mitral Stenosis 98.5% 98.7% 0.98 
Mitral 
Regurgitation 

98.2% 98.4% 0.98 

 

Table 5-2. Comparison of Performance Evaluation of ID model with other states of art 

algorithms 

Algorithms Sensitivity Specificity Accuracy 

DFT-PCA-HMM [ 114] 70.3% 93.3%% 0.09% 
STFT/WT- HMM [146] 97% 92% - 
WT-GAL / MLP-BP [155] - - 96.52% /97.02% 
GAL Network [145] - - 99% 
WPT-Entropy-Bayes Net [116] - - 96.4% 
WT-PCA-NN [138] 64.7% 70.5% - 
Proposed ID algorithm 98.44% 98.74% 98.2% 
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The proposed method's performance was evaluated using the Receiver Operating Characteristic 

(ROC) curve AUC (Area Under Curve) value. This validates the extraction of cardiac 

components from the captured data using the proposed algorithm. The Receiver Operating 

Characteristic curve for the extraction of cardiac component accuracy for the proposed ID 

neuron model system is shown in Figure 16. The accuracy of S1&S2, S3&S4, Aortic stenosis, 

Mitral Stenosis, and Mitra regurgitation is 99.3%, 98.6%, 98.7%, 98.7%, and 98.6% based on 

AUC values in Figure 5-13(a),(b),(c),(d) and (e). 

 

Figure 5-13. ROC Curve Analysis of Heart Sound components with the inverse delayed 

function of Neuron Model (a) First and Second Heart sound (b) Third and Fourth Heart sound                               

(c) Aortic Stenosis (d) Mitral Stenosis  (e) Mitral Regurgitation 

 

5.4 Summary 

The current research focused on developing a multichannel MEMS-based phonocardiography 

system to capture the heart sounds and process the acquired sample to remove the unwanted 

noise and derive the feature set using wavelet transforms and, after that, extract the low-

frequency cardiac sounds using ANN based on the ID function of the neuron model. The 

realization of the activation function covers the implementation of the inverse tan sigmoidal 
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function. Hardware implementation of the proposed algorithm implemented using the Xilinx 

system generator model of neuron function and the total ANN model.  The neural network was 

trained using real known data, and the proposed system was tested using patient test data. The 

experimental results show the RTL schematic of the neuron model and implemented resource 

utilization of the device, training state analysis of neuron network based on ID function model 

of a neuron, Mean square error of different 11 epochs and selection of best valid epoch, 

regression analysis of ID function model of a neuron. The performance of the 

phonocardiography system has been evaluated using 2150 cardiac cycles of PCG from a cohort 

of 30 patients with different pathophysiological conditions with good sensitivity of 99% and 

an accuracy of 0.9. The accuracy of S1&S2, S3&S4, Aortic stenosis, Mitral Stenosis, and Mitra 

regurgitation is 99.3%, 98.6%, 98.7%, 98.7%, and 98.6% based on AUC values from Receiver 

Operating Characteristics (ROC) curve. The developed ANN-based phonocardiography 

system is helpful for the physician to know abnormal low-frequency heart sounds with a simple 

diagnosis setup similar to the stethoscope and visualize graphical data for better medical 

diagnosis. 
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Chapter 6. Conclusion 

6.1 Summary of the present work 

Phonocardiography is the primary non-invasive technique for diagnosing the human 

heart. PCG signals have a number of nonstationary or transient characteristics, including the 

timing of heart sounds, their composition, and their location in the cardiac cycle. Particularly, 

the PCG signals are characterized by sudden and fast frequency changes across time. Due to 

the source of generation in the cardiac cycle, the auscultation approach that uses a single 

acoustic sensor might not provide sufficient detail in the identification of low-frequency 

signals. In this research, cardiac auscultations will be captured with a multichannel acoustic 

sensor, and the signal will be analyzed using segmentation, feature extraction, and 

classification. 

A multichannel high-performance phonocardiography system hardware has been 

developed using the MEMS microphone for heart sound acquisition and SoC FPGA for 

proposed algorithms implementation. The developed system is helpful in computing high-end 

signal processing for cardiac sounds and eliminates the need for robust and expensive computer 

systems. The location on the chest wall where a particular sound or murmur is best heard may 

aid in establishing the source of the sound or murmur compared to other occurrences. The 

microphone positions are influenced by the vibration direction and the distance to the source. 

The location, timing on the chest wall, duration, amplitudes and amplitude pattern, and 

harmonic components of murmurs and abnormal sound complexes serve as the foundation for 

auscultatory and phonocardiography assessment of cardiac problems. A mathematical model 

has been developed for the heart sound localization to place the sensor to get the high signal-

to-noise ratio and increase the system's sensitivity to detect the low-frequency signals like S3 

and S4. The time delays are estimated by measuring cross-correlations of the signals collected 

from different channels, leading to improved heart sound quality. The results show that source 

localization accuracy and spatial resolution using this method are practically frequency 

independent.  

Time intervals of S1, S2, systole, and diastole events are taken and used to create a 

feature set with six features that detect low-frequency heart sounds. The precision of the multi-

channel phonocardiography system is measured by computing the repeatability and 

reproducibility using the feature set parameters. The repeatability coefficient ranged from 6.4% 
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to 8.9%, and the variation coefficient ranged from 2.7% to 3.9% for repeatability.  For 

reproducibility, the standard deviation was between 2% to 3%, the Variation coefficient was 

between 2% to 4%, and the Repeatability coefficient was between 6% to 8%. When the 

variance coefficient for repeatability and reproducibility is less than 4%, the findings are 

considered to be within acceptable bounds. The outcomes also demonstrate that this method's 

source localization accuracy and spatial resolution are essentially frequency independent. 

Additionally, the cross-peak correlation between the received signal's amplitude and its value 

synthesizes and improves the signal analysis.  

A segmentation algorithm for normal and abnormal heart sound analyses has been 

proposed and implemented in the developed system. The performance of the proposed 

segmentation algorithm has been evaluated using different pathophysiological conditions. A 

complete analysis report for the heart sounds pathophysiological information on the display for 

the captured data.  

We have investigated the ANN based on the ID function of neuron model. The neural 

network was trained using real known data, and the proposed system was tested using patient 

test data. Regression analysis is performed on the captured data set. Performance was evaluated 

using the Receiver Operating Characteristic (ROC) curve AUC (Area Under Curve) value. This 

validates the extraction of cardiac components from the captured data using the proposed 

algorithm. As a result, the developed ANN-based phonocardiography system is useful to the 

physician to know the abnormal low-frequency heart sounds with a simple diagnosis setup 

similar to a stethoscope and visualize graphical data for better medical diagnosis.  

6.2 Conclusion 

A new heart sound localization method has been proposed for the placement of PCG 

sensors for multi-channel phonocardiography. The system provides more opportunities to 

support medical researchers who work with enormous amounts of data. The exploration of 

hidden cardiac sound components from data sets has a lot of potential to find cardiac 

abnormalities. Detection of future outcomes based on past experiences is made possible by the 

recognition and categorization of patterns in multivariate patient attributes. We can use these 

patterns to make a clinical diagnosis. It aids in providing high-quality healthcare services based 

on the needs, symptoms, and preferences of the patient. It also reduces the amount of time that 

patients must wait for medical attention. The data analysis is helpful for improving existing 

clinical cardiac auscultation instruction and training. Predictive clinical investigations are 
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crucial because they have the power to confirm or deny the applicability and significance of 

the methodology presented for assessing heart abnormalities. The following is a summary of 

the research's findings on using multi-channel phonocardiography to identify cardiac 

abnormalities early on: 

• A multi-channel phonocardiography system has been developed using MEMS 

microphones to capture cardiac sound data from four valves. 

• A novel cardiac sound source localization was developed using MCCC with 

constant time delays for channel selection and TDOA based on the PHAT. 

• The variance coefficient for repeatability and reproducibility is less than 4%, which 

shows that the findings are within standard limits. The precision of the system is 

good to use for the capture of cardiac sounds.  

• Out of 1756 cardiac cycles, a total of 551-S1 components, 549-S2 components have 

been identified with a Sensitivity of 99.27% and 99.45%, respectively, 153-Aortic 

stenosis components were processed with a Sensitivity of 99.33%,166 mitral 

stenosis components were processed with a Sensitivity of 98.78%, a total of 175 

Mitral regurgitation components were processed with a Sensitivity of 99.42%, a 

total of 162 - S3S4 gallops components were processed with a Sensitivity of 

98.75%. 

• The prediction model based on the ID function of the neuron model has been 

evaluated with different pathophysiological conditions with good sensitivity of 99% 

and an accuracy of 0.9.  and the mean square error of 4.4 x 10-5. 

 

6.3 Scope of future work 

Continuing the present work, more data analytics methods are planned to improve 

accurate parameter derivation. Safety-related features will implement for the effective 

detection of faults and reducing spurious fault alarms, which improves practical nursing by 

reducing alarm fatigue. The proposed system enhances the capability to predict a cardiac-

related illness by processing the multi-signal input data and performing data analytics on the 

data collected from these various multi-sensors for pathological Completeness. 

The present research work is done in a constrained, noise-free environment with limited 

human trails, but in a realistic environment surrounding noises may influence the captured data, 

and final results may vary, and more research needs to be done on the mechanical housing of 
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sensors so that noise can be filtered at capturing stage itself instead of using more pre-

processing filters. 

A lot of research working is going on the multi-channel phonocardiography systems, 

and the placement of sensors is crucial in finding heart abnormalities. More research needs to 

be done by increasing the number of sensors and applying the proposed algorithm to enhance 

captured data quality and find more low-frequency components. 

The present research work proposes the source localization algorithms based on MCCC 

with constant time delays for channel selection and TDOA based on the PHAT using four 

sensors. In the literature, there are other sound source localization methods like beam formation 

[63-64], approaches based on high-resolution processing [65-66], and ANN techniques that 

need a training phase. Continuing with the current research, there is potential for researchers 

to use the methodologies described above for heart sound localization. 

The present research work covers the extraction of cardiac sounds S1, S2, Mitral 

stenosis, Mitral regurgitation, Aortic stenosis, and S3/S4 gallops. Extending these heart sound 

components, the present system can be used for other cardiac sound murmurs with little 

algorithms modifications. 

Work must be done to comprehend the underlying physiology of an individual that 

influences the measurement, and a standard solution must be put forth to have a prediction 

model that can be used for everyone without the need for periodic calibration from person to 

person. By expanding the patient group, there is potential to increase the measurement's 

sensitivity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Copyright © Madhubabu Anumukonda, 2023 

All Rights Reserved 

 

93 

 

 

 

 

  



 

 

Copyright © Madhubabu Anumukonda, 2023 

All Rights Reserved 

 

94 

Appendix A- Processing Board Schematics 
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