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Abstract 
 

Membrane proteins account for more than half of present day drug targets, but an understanding 

of structure-function relationships in these proteins continues to be a challenge, owing to the 

difficulties associated with experimental investigations of these proteins. The work in this thesis 

makes use of all-atom molecular dynamics simulations to address important problems pertaining 

to membrane proteins. A major problem in drug design targeting membrane proteins is limited 

availability of experimental structures. Toward this end, an approach has been proposed here for 

modeling the structures of Į-helical membrane proteins. While the approach is able to provide 

structural models for a number of channel proteins, possible improvements, that would make the 

approach more suitable for other membrane proteins, are proposed. The other aspect of 

membrane proteins that has been difficult to investigate experimentally is an atomistic level 

understanding of the conduction and selectivity mechanism in channels and transporters. This 

thesis provides insights into the mechanism of transport in a number of channels and 

transporters, including two viral ion channels, a mammalian aquaporin, and a bacterial urea 

transporter. 

 

In the first part of the thesis, it is shown that the protein Vpu from human immunodeficiency 

virus type 1 (HIV-1) exists in a pentameric state, and a structural model for the oligomeric form 

of the protein is proposed. Free energy calculations performed on the structural model are able to 

provide a thermodynamic basis for the weak ion channel activity of the protein. In the next part 

of the thesis, a structure modeling approach is described that attempts to predict the structures of 

Į-helical membrane proteins by minimizing unfavorable contacts. The approach works well for 

Į-helical channels, and can be extended to all Į-helical membrane proteins. This is followed by 

an investigation of ion conduction and selectivity in the p7 channel from hepatitis C virus 

(HCV). It is shown that a hydrophobic stretch in the channel preferentially allows the singly 

charged K+ rather than the doubly charged Ca2+ to pass through, and that interionic repulsion is 

crucial for ion conduction through the pore. Water transport through the human aquaporin AQP2 

is then examined, revealing an almost barrierless permeation profile for water transport. The 

implications of the restriction of water orientation in the middle region of the pore are discussed. 



 x 

Finally, the mechanism of urea transport through the bacterial urea transporter dvUT is studied, 

and it is shown that permeating urea molecules are able to overcome a hydrophobic barrier 

arising from the existence of pore-facing phenylalanine residues by forming stacking interactions 

with these residues. While the work on structure modeling reveals some ―rules‖ that membrane 

proteins follow at the time of oligomerization, the studies on transport across membrane proteins 

suggest that transport proteins have their unique mechanisms for determining selectivity, 

depending on what chemical species they conduct. 
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1 Introduction 
 

Membrane proteins are proteins that are found in the organellar and plasma membranes of living 

cells. These proteins carry out some of the most critical functions in the cell, such as enabling 

selective transport of ions and metabolites across cells and initiating signaling pathways inside 

the cell [1]. Owing to this physiological significance, these proteins form some of the most 

important targets for intervention in diseased states [2]. However, difficulties associated with 

investigating structures of these proteins experimentally mean that there is limited understanding 

of the structural dynamics and structure-function relationships of these proteins [1,3]. These 

difficulties make the use of computational approaches inevitable, and, indeed, computational 

modeling has been used to investigate several different kinds of phenomena involving membrane 

proteins [4,5]. The work presented in this thesis aims to further our understanding of membrane 

proteins by employing molecular dynamics simulations. There are two broad problems that have 

been addressed here: (1) modeling the structures of helical membrane proteins, which is done by 

proposing a novel approach for assembling oligomeric forms of these proteins, and (2) 

investigating the mechanism of transport through channels and transporters, which is done by 

employing extensive molecular dynamics-based free energy calculations. While the work on 

structure modeling proposes a workflow to assemble individual Į-helical structures into 

oligomeric forms, the work on transport proteins reveals interactions that drive conduction 

through – and render selectivity to – these proteins. This chapter starts with structural and 

functional classifications of membrane proteins, then describes different membrane models used 

in present day simulations, and finally provides a comparison of the proteins investigated in this 

thesis. 

 

1.1 Membrane proteins could be helices or barrels 

Membrane proteins in general are made up of Į-helices or ȕ-strands at the secondary structure 

level, and, depending on this secondary structure content, they occur either as helical structures 

or ȕ-barrels (Figure 1) [1]. 
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1.1.1 Helical structures 

The majority of membrane proteins fall into this category of structures, and these have, 

consequently, gained more attention [1,6]. Helical membrane proteins can traverse the membrane 

either single or multiple times, and are accordingly named as single pass or multipass membrane 

proteins [1]. Single pass membrane proteins typically have a single Į-helix extending across the 

membrane, with the N-terminal end on one side of the membrane and the C-terminal end on the 

other. Multipass membrane proteins have multiple Į-helices connected by loop regions such that 

the helical regions lie in the membrane and the connecting loops lie in the aqueous phase on the 

two sides of the membrane. 

 

The folding of helical membrane proteins into their native structure has generated a lot of interest 

because of its complexity [7,8]. The folding process is divided into two stages: insertion of the 

protein into the membrane guided by a translocon complex, and assembly and packing of the 

helical segments to result in the native tertiary/quarternary structure of the protein. Examples of 

helical membrane proteins include most channels, transporters, receptor proteins, and enzymes. 

Figure 1.1 (A) shows a G protein-coupled receptor (GPCR), which has seven helices traversing 

the membrane. 

 

1.1.2 ȕ-barrels 

ȕ-barrels consist of a number of intertwined ȕ-strands, and are found only in the outer 

membranes of a few bacteria, and in mitochondrial and chloroplast membranes of a few 

eukaryotic cells [1,6]. χmong proteins with ȕ-barrel structure are porins (Figure 1.1 (B)), which 

are channels in the outer membranes of bacteria that allow a wide variety of solutes to pass 

through. The work in this thesis focuses on the more abundant Į-helical transmembrane proteins, 

rather than the ȕ-barrel structures. 

 



 3 

 
Figure 1.1 (A) χn Į-helical protein. The protein shown is metarhodopsin II, a G protein-coupled receptor (PDB ID: 

γPQR). (ψ) The ȕ-barrel-shaped outer membrane protein, OmpF, from Salmonella typhi (PDB ID: 3NSG). 

 

1.2 Functional classification of membrane proteins 

As far as function is concerned, the broad classes that membrane proteins can be classified into 

are transport proteins, receptors, and enzymes, besides a number of other smaller classes [1]. 

These classes, however, are not mutually exclusive, and there are a number of proteins that could 

fall into more than one of these classes. 

 

1.2.1 Transport proteins 

Transport proteins include channels and transporters, and they possess a pore through which they 

conduct solutes into and out of the cell [9,10]. What makes these proteins remarkable is their 

ability to allow certain molecules and ions to selectively pass through at a very high rate while at 

the same time prohibiting the passage of other molecules. By doing so, channels/transporters 

ensure that an optimum concentration of ions and metabolites is retained both inside and outside 

the cell. Between channels and transporters, there are differences in the manner in which the two 

classes exhibit their activity. Transporters usually have lower rates of conductance than channels, 

and the transport of solutes across transporters is typically coupled to conformational changes in 
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the transporter, unlike in the case of channels, which exist in an ―open‖ state prior to the 

transport of solute, and remain more or less rigid during the process of transport. 

 

Channels could exist in open or closed states, apart from states that are intermediate between the 

two [9,11]. The open state is characterized by a wide and continuous pore that is permeable to 

the solute. Closed states, on the other hand, have a discontinuous or very narrow pore, thereby 

prohibiting the passage of the solute. The transition of a channel from a closed state to an open 

state (or vice versa) is known as gating. Based on the type of gating they undergo, channels 

could be voltage-gated or ligand-gated. As might be inferred from their names, voltage-gated 

channels open in response to a change in transmembrane potential, and ligand-gated channels 

open in response to the binding of a ligand. All channels selectively allow certain molecules to 

pass through while prohibiting the permeation of others. Such selective behavior is made 

possible by certain residues facing the pore, and these residues constitute what is known as the 

selectivity filter of the channel. 

 

Transporters do not have a continuous pore extending across the membrane, but they rather exist 

in states that are open to only one side of the membrane [10]. Depending on the side of the 

membrane on which the open face of the pore is found, the conformation of a transporter could 

be described as inward-facing or outward-facing. The binding of the substrate induces the 

transporter to go from one conformation to the other. The nature of transport across transporters 

could be either uniport, which involves movement of one molecule across the pore, or 

cotransport, which involves the movement of two molecules through the pore at a given instant. 

Cotransport, in turn, could occur via symport, in which the movement of two molecules moving 

in the same direction is coupled, or via antiport, in which the movement of two molecules 

moving in opposite directions is coupled. 

 

1.2.2 Receptors 

Receptors trigger certain signaling or metabolic pathways inside the cell upon the binding of a 

ligand [12]. One of the most receptors are the GPCRs, which have an extracellular face that 

binds to ligands, and a cytoplasmic face that activates G proteins. All GPCRs are seven-pass 

transmembrane proteins, meaning that they have seven helical segments that pass through the 
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membrane, with adjacent helical segments being connected by loop regions. Although all GPCRs 

share this structural similarity, these proteins show great diversity as far as their specificity 

toward ligands is concerned. Furthermore, different GPCRs are involved in the activation of 

different proteins downstream in the signaling pathway, which is why these proteins show great 

diversity in the function they perform [12]. Certain receptor proteins are linked to ion channels, 

the most noteworthy examples being neurotransmitter receptors like the nicotinic acetylcholine 

receptor (nAChR) and Ȗ-aminobutyric acid (GABA) receptor. 

 

1.2.3 Enzymes 

Enzymes occurring in the membrane play an important role in a number of metabolic processes 

[1]. Membrane enzymes have diverse functions, and are involved in lipid metabolism, electron 

transport chains, and substrate phosphorylation, to name a few. Cytochromes are an important 

family of membrane enzymes that take part in electron transport chains leading to the formation 

of adenosine triphosphate (ATP). Certain membrane proteins serve as both receptors and 

enzymes, and the most noteworthy example is the family of receptor tyrosine kinases [1]. These 

proteins are cell-surface receptors having a hormone-binding domain on the extracellular side 

and a tyrosine kinase domain on the intracellular side. The tyrosine kinase domain 

phosphorylates tyrosine residues on the substrate, which leads to activation of signaling 

pathways. In general, membrane enzymes are highly sensitive to lipid composition, and in fact, 

certain enzymes require the presence of specific lipids for their activity [1]. 

 

1.2.4 Other membrane proteins 

The three classes of membrane proteins described above belong to a category of proteins that 

span the entire cross-section of the membrane, and are therefore described as integral membrane 

proteins. There also exist proteins that are present on the surface of membranes, and these 

proteins are known as peripheral proteins [1]. Certain proteins, like toxins and antimicrobial 

peptides, can insert into the membrane and disrupt it, eventually leading to the formation of 

pores [1]. 
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1.3 The lipid bilayer 

 

1.3.1 Bilayer structure and explicit bilayer models 

The fundamental unit of a cell membrane is a lipid, and the lipids that make up the membrane 

could be phospholipids, sphingolipids, glycoplipids, or sterols [13]. In order to illustrate the 

chemical nature of a typical lipid, the structure of a lipid called 1-palmitoyl-2-oleoyl-sn-glycero-

3-phosphocholine (POPC) is shown in Figure 1.2 (A,B). The molecule has a long hydrophobic 

tail made up of alkyl chains, and a hydrophilic head made up of a tertiary amine group, a 

phosphate group, and carbonyl groups. The lipid bilayers that constitute cell membranes have 

two layers of lipids arranged so that the hydrophobic moieties of the two layers face each other, 

while the hydrophilic heads face the aqueous phase on the two sides of the membrane. The two 

sides of the membrane correspond to the exterior and the interior of a cell (or an organelle, if it is 

an organellar membrane). Figure 1.2 (C) shows a simple lipid bilayer of POPC molecules with a 

protein embedded in the bilayer. The hydrophilic heads face the aqueous phase, while the 

hydrophobic tails face the interior of the membrane to form what is known as the hydrophobic 

core of the membrane. The bilayer shown is a homogeneous POPC bilayer, and it differs from 

the heterogeneous environment that is typically seen in membranes. However, such POPC 

bilayers have satisfactorily been used for modeling membranes [4,5], and it is a fair 

approximation to use POPC-only membranes, since POPC is the most abundant lipid in animal 

cell membranes [14,15]. All simulations in this thesis, unless mentioned otherwise, were 

performed in POPC bilayer models. 
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Figure 1.2 (A) Chemical structure of a POPC molecule. (B) Three-dimensional structure of POPC. Carbon atoms 

are shown in cyan, hydrogens in silver, oxygens in red, nitrogen in blue, and phosphorus in purple. (C) An ion 

channel in a lipid bilayer of POPC molecules. Water is seen on the two sides of the membrane, and in the pore of the 

channel. 

 

1.3.2 Implicit membrane models 

Implicit membrane models make it possible to take into account the electrostatic nature of a 

membrane while at the same time enhancing computing speed by reducing the number of 

particles in the system [16]. In this thesis, the generalized Born (GB) implicit membrane model 

has been used in the structure modeling studies for performing an initial conformational search 

of the proteins being modeled [17]. The GB model models the membrane as a low dielectric slab, 

and the aqueous phase as a high dielectric region, with a smoothing function ensuring a smooth 

transition from membrane phase to aqueous phase. The solvation free energy is calculated as 

solv elec npG G G     ,         (1.1) 

where ǻGelec is the electrostatic solvation energy and ǻGnp is the nonpolar solvation energy. The 

electrostatic solvation energy is given by 

1
( )

2elec rfG q r 


    ,         (1.2) 

where {qĮ} denotes the charges on the solute and rf(rĮ) is the reaction field potential. The 

nonpolar solvation energy is 

npG S   ,           (1.3) 
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where Ȗ is the surface tension coefficient and S is the solvent accessible surface area of the 

solute. 

 

1.4 Proteins studied in this thesis 

The proteins studied in this work are all transport proteins, with the exception of ErbB2, which is 

a receptor protein. A brief introduction to these proteins is given below, and a comparison of all 

these proteins is made in Table 1.1. 

 

1.4.1 Viroporins 

The proteins Vpu from human immunodeficiency virus type 1 (HIV-1), p7 from hepatitis C virus 

(HCV), M2 from influenza A virus, and M2 from influenza B virus belong to a class of ion 

channels called viroporins [18,19]. Viroporins are ion channels encoded by viruses inside 

infected host cells, and they aid in the propagation of the virus by altering ionic concentrations 

inside host cells, which makes them potential targets for antiviral therapy [18,19]. Although 

viroporins have a transmembrane domain (TMD) as well as a cytoplasmic domain, the 

investigations performed here deal only with the TMD, since it is the TMD that is associated 

with ion channel activity. Viroporins conduct cations or protons, and they have a pore that is 

more hydrophobic than other ion channels. Furthermore, they usually lack the TTVGYGD motif 

that is highly conserved in the selectivity filter of eukaryotic potassium channels [20]. Thus, they 

are expected to possess selectivity and conduction mechanisms that are different from other 

cation channels. 

 

1.4.2 Channels for polar solutes 

Among transport proteins that conduct polar solutes, the human aquaporin AQP2 and the 

bacterial urea transporter dvUT (from Desulfovibrio vulgaris) have been studied here. 

Aquaporins are water-conducting channels that have implications in tumor angionesis, oedema, 

and kidney diseases, besides other minor diseases [21]. They exist as tetramers in cell 

membranes, with each monomeric unit possessing a pore filled with a single chain of water 

molecules. The pores have two highly conserved NPχ motifs (―NPχ‖ for asparagine, proline, 

and alanine) and an ar/R constriction, which is a constricted region with aromatic residues and 

arginines. Urea transporters (UTs), on the other hand, typically exist as trimers, and are seen in 
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kidney cells [22]. UTs exhibit channel-like rather than transporter-like behavior, since they do 

not undergo large scale conformational changes during the transport process, and conduct urea at 

rates comparable to any channel. dvUT is a bacterial homolog of kidney urea transporters, and is 

an ideal system for obtaining insights about UTs. 

 

Table 1.1 Comparison of the proteins investigated in this thesis 

Protein Organism Functional class Number of helices in monomer 

(excluding cytoplasmic 

domains, if any) 

Oligomeric 

state 

Species 

transported 

Vpu HIV-1 Ion channel 1 Pentamer (?) Cations 

M2 Influenza A Ion channel 1 Tetramer Protons 

BM2 Influenza B Ion channel 1 Tetramer Protons 

p7 HCV Ion channel 3 Hexamer Cations 

AQP2 Human Water channel 8 Tetramer Water 

dvUT Desulfovibrio 

vulgaris 

Urea transporter 10 Trimer Urea 

ErbB2 Human Receptor kinase 1 Dimer - 
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2 Methods 
 

Computation of the energetic and dynamic properties of a molecule involves solving numerous 

mathematically complex equations. The principles involved in these computations are outlined 

below. 

 

2.1. Force fields 

Molecules may be modeled based on the principles of quantum mechanics or classical 

mechanics. Classical mechanics models – more popularly known as molecular mechanics (MM) 

models – do not explicitly consider the distribution of electrons, but use approximations to take 

electronic effects into account [1]. This simplicity makes MM models the preferred choice for 

modeling large macromolecular systems. These models treat atoms in a molecule as spheres 

connected by springs, with the spheres corresponding to the positions of the nuclei. The 

calculation of the energy of the system is made possible by a potential energy function, which is 

expressed as a function of nuclear coordinates. Potential energy functions, together with certain 

parameters (described below) that ensure that the modeling is as accurate as possible, constitute 

what are known as force fields. 

  

Additive force fields are force fields that compute the potential energy as a sum of the 

contributions arising from various interactions, and most computations performed today employ 

this class of force fields. The CHARMM force field [2-6], which has been used for all studies in 

this work, has a force field of the form given below. 

min, min,
12 6

2 2
0 0

1 1

( ) [1 cos( )] 2
 

(( ) ( ) )[ ]ij ij
N N

i j
b ij

bonds angles dihedrals i j i ij ij ij

q q R R
U(r) k (b -b ) k k n

r r r     
  

           
 

            (2.1) 

U(r) is the potential energy expressed as a function of the positions of the atoms in the molecule. 

The terms on the right hand side of the equation are described in the following sections. 
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2.1.1 Bond stretching 

The first term on the right hand side accounts for changes in energy arising from stretching of 

bonds. A bond between two atoms is treated as a system of two rigid spheres connected by a 

spring (Figure 2.1 (A)). kb denotes the spring constant of the spring connecting the two atoms, b0 

is the equilibrium bond length, and b is the bond length at any instant. Figure 2.1 (B) shows the 

variation of the energy due to bond stretching as a function of bond length. The curve has the 

form of a harmonic function. 

 

2.1.2 Angle bending 

Like bond stretching, angle bending (Figure 2 (C)) is also treated by a harmonic term. This is 

given by the second term in equation 2.1, in which ș0 is the equilibrium bond angle, ș is the 

instantaneous bond angle, and kș is the force constant. 

 
Figure 2.1 (A) Schematic representation of bond stretching. (B) The potential energy curve for harmonic functions. 

(C) Schematic representation of angle bending. (D) The dihedral angle about a bond quantifies the rotation about the 

bond. 

 

2.1.3 Dihedrals 

All molecules undergo rotation about single bonds; such rotation is quantified by a geometric 

measure called the dihedral angle. The dihedral angle term (also called torsion term) has the form 

of the third term in equation 2.1, where  is the dihedral angle, k accounts for the height of the 

potential energy curve, n determines the number of maxima/minima that occur as  varies from -
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ʌ to ʌ, and į gives the phase shift for . These parameters can be modulated to model the 

potential energy curve for any dihedral angle. Figure 2.2 illustrates how variation of these 

parameters alters the nature of the curve. 

 

Figure 2.2 (A) The function 1 + cos  as a function of . (B) The energy function for different values of k. (C) 

Variation of the energy with n and į. 

 

2.1.4 Electrostatic interactions 

The fourth term in equation 2.1 is that due to electrostatic interactions. For calculating the 

pairwise interaction between two charged particles i and j, a Coulombic potential is used. In 

equation 2.1, qi and qj denote the charge on particles i and j, respectively; İ is the permittivity in 

vacuum, and rij is the distance between the particles i and j. The pairwise interactions between all 

such pairs are calculated and summed. It must be noted that interactions between covalently 

connected atoms or atoms separated by two covalent bonds are not taken into account, since 

these interactions are accounted for by bond stretching and angle bending terms. The 

electrostatic interaction energy as a function of the distance between the charges is shown in 

Figure 2.3 (A). 

 
Figure 2.3 (A) Electrostatic interaction energy between two charged particles as a function of distance between the 

charges for opposite charges and like charges. (B) The attractive and repulsive components of the LJ potential 

shown together with the complete potential. 
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2.1.5 van der Waals interactions 

Atoms that do not carry a substantial charge are also able to interact non-covalently, since they 

form instantaneous dipoles. At close enough distances, however, they repel each other because of 

internuclear and electron-electron repulsion. These kind of interactions, called van der Waals 

interactions, therefore include an attraction component and a repulsion component. The repulsion 

component comes into play at close separations, while the attraction component dominates at 

larger separations. van der Waals forces are commonly modeled by the Lennard-Jones (LJ) 

potential, which is given by the last term in equation 2.1. rij is the distance between atoms i and j. 

The repulsive force is proportional to (1/ rij)
12, while the attractive force is proportional to (1/ 

r ij)
6. At low separations, (1/ rij)

12 >> (1/ rij)
6, so the repulsive force dominates. At a certain 

distance called the collision diameter, (1/ rij)
12 = (1/ rij)

6, and the energy due to the LJ potential is 

zero. At high separations, (1/ rij)
12 <<(1/ rij)

6, so the attractive forces dominate. The energy 

reaches a minimum at a distance Rmin,ij. The depth of the energy at this point is denoted as İ. 

Figure 2.3 (B) shows the energy curve for the repulsive component, the attractive component, 

and the complete LJ potential. 

 

2.1.6 Other terms 

In addition to the terms discussed above, a few more terms are included in the CHARMM force 

field. Improper torsions are included to ensure that atoms that form part of a ring all lie in a 

plane. For example, four atoms that lie on opposite edges of a phenyl ring are commonly treated 

with a potential that ensures that the atoms lie in one plane. Interactions between the 1,3 atoms 

that form a bond angle are modeled using a Urey-Bradley potential, which treats 1,3 interactions 

as a harmonic function of the distance between the two atoms. Most force fields, including 

CHARMM, do not include an explicit term for hydrogen bonds, and instead use the Coulombic 

and LJ potentials to account for it. 

 

2.2. Integration algorithms 

Potential energy functions calculate the potential energy of a system with N atoms as a function 

of the 3N atomic coordinates [7]. The force acting on a given atom along a component (x-, y-, or 
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z-axis) can then be calculated by taking the first derivative of the potential energy with respect to 

the position of the atom along that component: 

i
i

dU
F

dr


             (2.2) 

Here Fi
Į is the force acting along the ith component for atom Į, U is the potential energy, and ri

Į 

is the position of atom Į along the i th component (a given atom Į can have three components x, y, 

and z). The acceleration for each particle is then given by 
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F
a i

i   ,           (2.3) 

where mĮ is the mass of atom Į. It follows that, given an initial set of coordinates and velocities 

for a molecular system, and given that the force acting on each atom is known, it should be 

possible to calculate the coordinate for each atom at a later instant. This is achieved via a simple 

Taylor expansion: 
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where t is the time point at which the expansion is carried out, ǻt is the time step, and vi
Į is the 

velocity of atom Į along component i. In molecular dynamics calculations, the Taylor expansion 

is typically implemented in a modified form given by Verlet [8,9]. The method carries out two 

Taylor expansions – one at t+ǻt, and the other at t-ǻt – and then adds these two expansions to 

arrive at the following expression: 

)()()(2)()( 2 tattrttrttr iiii
   , or 

)()()()(2)( 2 tatttrtrttr iiii
        (2.5) 

A widely used variation of the Verlet algorithm is the leapfrog algorithm [10], which calculates 

the velocity at t+(ǻt/2) to obtain the position at t+ǻt: 
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2.3. Periodic boundary conditions 

Biomolecular simulations are typically carried out in an aqueous environment, reflecting their 

physiological conditions. This means simulations need to be carried out in a solvation box. It 

follows that molecules that lie near the edges of the box have fewer interacting neighbors than 

molecules that lie near the centre of the box. This gives rise to surface effects, and the solvent 

does not have the properties of bulk solvent. Furthermore, molecules near the edges of the box 

are likely to leave the box, leading to gradual evaporation of the system. These effects are taken 

care of by employing periodic boundary conditions (PBC), so that the primary simulation box is 

surrounded by image boxes on all sides. As illustrated in Figure 2.4, when the particle labeled 1 

escapes the primary box from the right hand side edge, its image particle (particle 2) in the left 

hand side image box moves into the primary box. Thus, the number of solvent molecules in the 

box remains the same. Another important feature of PBC is that molecules in the image box are 

allowed to interact with nearby molecules in the primary box. This makes sure that a molecule 

near the edge of the box has interacting partners present on all sides, as would be the case in bulk 

solvent, and there are no surface effects. 

 
Figure 2.4 The image boxes around a primary simulation box. The boxes that are supposed to lie above and below 

the plane of the paper have been omitted for clarity. The number labels show (1) a particle that is about to leave the 

primary box, (2) its corresponding particle in an image box that is about to enter the primary box, and (3) a possible 

interacting partner in an image box for particle 1. 
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2.4. Ensembles 

MD simulations compute the evolution of a molecular system over time. At a given instant, a 

molecular system with N atoms can be described by the N atomic positions and N atomic 

momenta (or atomic velocities), with the positions and momenta having three components each 

(for the x-, y-, and z-axes, respectively) [11]. Thus, a system has a 6N-dimensional space, called 

the phase space, in which each point (called a phase point) can be represented by a 6N-

dimensional vector. MD simulations sample different points in the phase space of a system. The 

collection of phase points sampled by an MD simulation in the phase space forms an ensemble. 

The conformations thus sampled depend on the thermodynamic state at which the simulation is 

being performed. The most common ensembles in MD simulations are (i) microcanonical (also 

called NVE), which corresponds to a system at constant volume and energy, (ii) canonical 

(NVT), which corresponds to a system at constant volume and temperature, and (iii) isobaric-

isothermal (NPT), which is performed at constant pressure and temperature. The ―N‖ in NVE, 

NVT, and NPT indicates that the number of atoms is fixed. 

 

The average value of a property A over an ensemble, known as the ensemble average, can be 

calculated as 

 )','()','('' prprAdpdrA   ,        (2.8) 

where r’ and p’ denote the positions and momenta, respectively, of all the atoms in the system, 

and ȡ(r’,p’) is the probability of finding the system in a particular phase point. The above 

integration is performed over the 3N components of atomic positions and the 3N components of 

atomic momenta, so the above expression is actually a 6N-dimensional integral. The integration 

is carried out over all phase points of the system. Alternatively, the average might also be 

calculated from a simulation by averaging the property over the simulation time: 

dttptrAA
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        (2.9) 

Here Ĳ is the total simulation time. An average calculated in this manner is known as the time 

average. This brings us to one of the central tenets of molecular dynamics, called the Ergodic 

hypothesis. It states that, if a simulation is carried out long enough to sample all possible phase 

points of a molecule, the time average of a property would be equal to its ensemble average. It 
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follows that the average values of macroscopic properties like energy, pressure, and heat 

capacity can be calculated from time averages over MD trajectories. 

 

2.5 Enhanced sampling methods 

Many biological phenomena, like the transport of ions across channels and large scale motions of 

domains in transporters, occur at timescales of microseconds. It is a challenging and 

computationally expensive task to sample all relevant states that are seen during such phenomena 

with the use of regular MD simulations. Modeling such phenomena is made possible by 

enhanced sampling methods like replica exchange and umbrella sampling. 

 

2.5.1 Replica exchange 

Replica exchange molecular dynamics (REMD) involves performing simulations on a number of 

replicas of a system at a range of temperatures, with replicas at adjacent temperatures being 

swapped at regular intervals [12]. Since the replicas at the higher temperatures are able to 

overcome energy barriers owing to high internal energy, they are able to sample conformations 

from a number of energy wells. Thus, swapping between replicas at different temperatures 

greatly enhances the sampling for the replicas at the lower temperatures. 

 

In a replica exchange simulation, attempted swaps between replicas are accepted or rejected 

based on the Metropolis criterion with the probability given by 

( )( )min{1, }i j i jE Ep e    ,         (2.10) 

where i and j denote two adjacent replicas, and Ei and Ej are the total energies of the two replicas. 

After an exchange, the momentum for any particle Į at the new temperature is given by 

new
j i

old

T
p p

T
   ,          (2.11) 

where pj
Į is the momentum of the particle Į along a given component (x, y, or z) after the 

exchange, pi
Į is the momentum along the same component before the exchange. 
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2.5.2 Umbrella sampling 

Umbrella sampling enables sampling along a reaction coordinate by applying a bias on the 

system in the form of a harmonic potential [13]. A number of windows are defined along the 

reaction coordinate, and independent simulations are performed for each window. For 

investigating ion transport (or urea transport, for that matter), the biasing potential is applied on 

the ion so that different positions of the ion along the pore axis are sampled. For a window i, the 

biasing potential has the form 

2
0, )(

2

1
)( ii zzkzw            (2.12) 

where k is the harmonic constant, zi,0 is the center of the window i, and z is the position of the ion 

along the reaction coordinate at any given instant. The potential energy function then has the 

form 

)()()( zwrErE i
NuNb           (2.13) 

where rN denotes the positions of all the atoms in the system, and Eu(r
N) is the unbiased potential 

energy function. The unbiased probability distribution of the ion along the pore axis Pi
u(z) can be 

computed from the biased probability distribution Pi
b(z), and is given by 

( ) ( )( ) ( )e ei iw z w zu b
i iP z P z              (2.14) 

The free energy along the reaction coordinate is then given by 
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where Fi is a constant for window i. There are several approaches for determining Fi, of which 

the most popular is the weighted histogram analysis method (WHAM) [14-16]. It calculates the 

unbiased global distribution Pu(z) using the relation 
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where pi(z) is the weight for window i which ensures that the statistical error for Pu(z) is 

minimized. It is given by 

( )e i iw z F
i ip N     ,          (2.17) 

where Ni is the number of steps sampled for window i. Fi is calculated using the relation 

( )e ( )ei iF w zuP z dz             (2.18) 

Pu(z) and Fi are calculated in a self-consistent manner using the above equations. 
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2.6 Setting up membrane protein simulations 

Setting up and running membrane protein simulations is more complicated than that for soluble 

proteins, owing to the presence of the lipid bilayer. 

 

2.6.1 Membrane setup 

The protein is usually aligned along the z-axis, so that the membrane can later be set up in the xy-

plane. If the protein possesses a pore, as any transport protein would do, it is filled with water 

molecules. The next step is to model the protein in the bilayer, and this can be done by the 

insertion method or the replacement method [17]. In the insertion method, radially outward 

forces are applied on a lipid bilayer in order to generate a hole which is about the size of the 

protein. Since the forces are directed radially, this method is suited for proteins that have a 

cylindrical shape. In the replacement method, lipid molecules are built around the protein, so the 

manner in which lipid molecules are placed around the protein is sensitive to the shape of the 

protein. Consequently, this method is suitable for proteins of all kinds of shapes, but is slower 

than the replacement method. 

 

2.6.2 Equilibration and production 

In equilibration of membrane proteins, there should necessarily be restraints to retain lipid 

headgroups in one plane, in addition to restraints on the heavy atoms in the protein. All restraints 

are gradually removed over the course of the equilibration. The initial phase of the equilibration 

is done in the NVT ensemble, and the latter phase in the NPχT ensemble (where ―χ‖ in NPχT 

indicates constant area in the xy-plane). Production runs are usually performed in the NPAT 

ensemble without any restraint on the system (as described later, many of the simulations 

described here have been performed with a center of mass restraint on the protein to prevent 

overall drifting of the protein). 
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3 Oligomeric State of HIV-1 Vpu 
 

3.1 Introduction 

The human immunodeficiency virus type-1 (HIV-1) employs a range of viral proteins to 

successfully establish and propagate infection in the host. These include the structural envelope 

(Env gp120, gp41), capsid (p24CA) and matrix (p17MA) proteins, the enzymes reverse 

transcriptase, ribonuclease H, integrase and protease, two regulatory proteins (Rev, Tat), and 

four accessory proteins (Nef, Vif, Vpr and Vpu) [1]. Of these, the accessory proteins are not 

required for viral replication in vitro but are indispensable for the establishment and persistence 

of HIV infection and pathogenesis [2]. The viral protein U (Vpu) is an 81-amino acid 

transmembrane (TM) protein encoded by HIV-1 that increases virus release from host cells [3,4]. 

The protein, however, is not encoded by the less virulent human immunodeficiency virus type-2 

(HIV-2) and simian immunodeficiency virus (SIV) [4]. Knowledge of the three-dimensional 

structure of the oligomeric form of Vpu is expected to further our understanding of its functional 

mechanisms, and this can possibly be exploited as a drug target [5-7]. 

 

Vpu is a type I integral membrane protein with an N-terminal transmembrane domain (TMD) 

and a C-terminal cytoplasmic domain [8]. The cytoplasmic domain contains two Į-helices [9,10] 

and is involved in the degradation of CD4 molecules at the endoplasmic reticulum [11,12]. 

Between the Į-helical domains are two serine residues, Ser52 and Ser56 [13], which must 

necessarily be phosphorylated for Vpu to exhibit its CD4 degradation activity [14]. The TMD 

helps in viral release from host cells [12], which is brought about by the degradation of tetherin, 

an antiviral protein encoded by host cells that causes retention of virions on the cell surface [15]. 

Three residues in the Vpu TMD, Ala14, Ala18, and Trp22, have been shown to be important for 

this activity [16]. The ability of Vpu to oligomerize [8] allows it to form cation-selective ion 

channels [17]. Such channels can form both in planar lipid bilayers and in the plasma membrane 

of Escherichia coli in vivo [17], and they are known to facilitate virus release [5]. The ion 

channel activity ascribed to the TMD of Vpu [5] appears to be rather weak and the characteristics 

of the channel almost resemble those of a pore [18]. Gel permeation chromatography studies 
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show Vpu to be a pentamer [19], but recent photo-induced cross-linking studies indicate that a 

variety of oligomeric states might exist [20]. 

 

Solution NMR studies in lipid micelles on Vpu2-37, a truncated form of Vpu containing the N-

terminal TMD, showed an Į-helix spanning residues 9 to 29 [21]. Similar studies on Vpu2-30, a 

peptide containing residues 2 to 30 from Vpu with a 6-residue solubility tag, revealed an Į-helix 

spanning residues 8 to 25 [22]. The helix has a kink around Ile17, and is tilted at an angle of 13° 

with respect to the membrane. Fourier transform infrared (FTIR) spectroscopy on the first 31 N-

terminal residues of Vpu indicate an Į-helix with a tilt of (6.5±1.7)° and a rotational pitch angle 

of (283±11)° around Val13 [23]. Simulated annealing with restrained molecular dynamics on 

rotationally symmetrical tetramers, pentamers, and hexamers of Vpu shows that only a pentamer 

has a rotational pitch angle for Val13 close to the experimental value [23]. Molecular dynamics 

(MD) simulations restraining the motion of ions to the axis of the pore show that the conductance 

of the pentamer is closer to the experimentally observed value than either the tetramer or the 

hexamer [24]. MD simulations performed using an octane layer for mimicking the properties of a 

lipid bilayer have shown that a helix is expelled from a hexameric arrangement; the same was 

not observed for a pentamer [25,26]. A number of modeling and simulation studies have been 

carried out by modeling the channel as a homo-pentamer [27-32]. Pentamer models have also 

been generated using pre-equilibrated monomers and these show the lumen of the pore to be a 

hydrophobic stretch [32]. However, all of the studies mentioned above were carried out with the 

assumption that the native oligomeric state is a pentamer. Notably, the modeling studies that 

originally suggested Vpu to form a pentamer did not take into consideration a fully hydrated 

lipid bilayer environment [24-26]. A systematic study of the Vpu TMD tetramers, pentamers and 

hexamers, taking into account the explicit lipid environment would provide atomistic details on 

the oligomeric structure, and the factors that determine the stability of the native structure. 

 

A useful approach for evaluating the stability of different oligomeric states of a membrane 

protein is the use of replica-exchange molecular dynamics (REMD) in an implicit membrane 

environment [33,34]. REMD overcomes the problem of entrapment in local minima [35], 

thereby making the sampling of regions of phase space possible that are otherwise not accessible 

to constant temperature molecular dynamics. Implicit membrane models take into consideration 
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the physical environment in which a membrane protein finds itself without having real 

membrane and solvent molecules, making the approach computationally efficient [33,36]. 

Combining implicit membrane models with REMD has made it possible to estimate the stability 

of different oligomeric states in terms of both potential energy and free energy [33,34]. This 

study was carried out to model the possible oligomeric states of the Vpu TMD, and to understand 

the structural and energetic factors that make one oligomeric state more stable than others. 

Briefly, REMD simulations have been used with an implicit membrane model for sampling 

varied conformations of different possible oligomeric states of Vpu. Representative structures 

have then been selected for more extensive studies in fully hydrated lipid bilayers. The 

pentameric state is shown to be the most favored state, and structural features of the protein are 

described that help explain its function. 

 

3.2 Methods 

 

3.2.1 Modeling of TMD and replica-exchange molecular dynamics 

The TMD of Vpu is important for its ion channel activity, tetherin degradation and virus release, 

and hence only this domain was considered for our modeling studies. Since the TMD is known 

to have a helical structure [21-23,37-39] the first 32 residues of HIV-1 NL4-3 Vpu 

(MVPIIVχIVχLVVχIII χIVVWSIVIIEYRKI) were modeled as an idealized Į-helix using the 

molecular modeling program SYBYL7.2 (Tripos International, St. Louis, Missouri, USA; 

http://www.tripos.com). While previous studies have shown residues 5 to 29 to form the TMD 

[21,22,40] we have extended this by a few residues on either side to ensure that there are no 

destabilizing effects due to abrupt termination of the TMD. Previous modeling studies have 

shown that these TMD extensions develop Į-helical conformation when modeled in a lipid 

bilayer environment, and that these extensions play a role in stabilizing the helix via nonbonded 

interactions with lipid headgroups [40]. Different oligomeric states of the TMD were modeled 

using the methodology described by Bu et al. [34]. The TMD was aligned along the z-axis, 

moved by a distance of 20 Å in the positive direction of the y-axis, and then given two, three, 

four, five, and sixfold rotational symmetries about the z-axis using the IMAGE facility in 

CHARMM [41,42] to give a dimer, trimer, tetramer, pentamer and hexamer, respectively. For 

comparison, a monomer aligned along the z-axis was also modeled. Although it is unlikely that 
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the dimer or trimer will form the channel, these forms were modeled to examine the structural 

and energetic changes accompanying sequential assembly from monomer to higher oligomeric 

states. Figure 3.1 shows the initial arrangement of the tetramer, the pentamer, and the hexamer. 

The helices were placed at large separations to encourage rearrangement of the helices. 

 

 
Figure 3.1 (A) Tetramer, (B) pentamer, and (C) hexamer models before the REMD simulations. The orientation of 

the hydrophilic Ser23 residue is also shown in the figure. 

 

The oligomeric forms were first simulated in an implicit membrane environment. The 

generalised Born model with a simple switching function (GBSW) module [33,36] was used 

with a surface tension coefficient of 0.03 kcal mol-1 Å-2. An implicit membrane with a 

hydrophobic core of thickness 35 Å was placed perpendicular to the z-axis. A smoothing region 

of thickness 0.5 Å was used on both sides of the hydrophobic core for a smooth transition from 

the hydrophobic implicit membrane to the hydophilic continuum solvent. REMD simulations 

were carried out for each oligomeric state using the CHARMM22 all-atom protein force field 

with CMAP corrections [43,44]. A total of eight replicas were distributed over an exponentially 

spaced temperature range from 300 K to 400 K. Temperatures above 400 K were not used in the 

study to avoid non-physical distortion of the structures. Since the oligomeric TMDs have a 

cylindrical geometry, a cylindrical harmonic restraint with force constant 1 kcal mol-1 Å-2 and 

radius 25 Å was applied, thereby limiting the drifting of the TMDs. Langevin dynamics was used 

with a friction coefficient of 5 ps-1 for heavy atoms, and exchanges were attempted every 1 ps. 

Simulations were run for 10 ns, with the first 1 ns being considered as the equilibration period. 

The last 9 ns of the trajectories from simulations at the lowest temperature (i.e., 300 K) were 

used for analysis. The rotational and translational entropy terms were calculated from the 
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principal moments of inertia, while the vibrational entropy was calculated by first removing 

rotation and translation from all the frames, and then carrying out quasiharmonic mode analysis 

[45,46]. 

 

3.2.2 Selection of representative structures and further equilibration 

Two model structures for each of the oligomeric states (tetramer, pentamer and hexamer) were 

chosen for further consideration for explicit membrane simulations, details of which are given in 

this section. The tilt angle of the helical principal axis with respect to the membrane normal was 

calculated for all the conformations sampled in the last 9 ns of simulation. The range of tilt angle 

values that occurred most frequently was determined from a probability distribution of tilt 

angles. For selecting a representative structure that may further be used in extensive MD 

simulations, a set of structures was chosen that had tilt angles with a high probability of 

occurrence. From this set for each oligomeric state, the structure with the lowest molecular 

mechanical energy was selected as the representative structure. Each of the representative 

structures was then equilibrated for 10 ns in a GBSW implicit membrane with the same 

parameters as given above but without any constraints on any part of the protein. The 

temperature was kept constant at 300 K using the Nosé-Hoover thermostat [47,48]. The 

configuration obtained after these 10 ns implicit membrane simulation of each of the three 

oligmeric states was taken as the other model. Since it is not straightforward to choose a reliable 

model without a reference structure as standard, we have considered the most sampled 

conformations (on the basis of tilt angle) as two different models for further calculations. 

 

3.2.3 Molecular dynamics in a fully hydrated lipid bilayer 

Since the representative dimer and trimer did not form a compact structure after the above 

equilibration step (see Results and Discussion), only the tetramer, pentamer and hexamer were 

considered for further studies. To investigate the stability of these oligomeric states in a 

membrane-like environment, simulations were carried out in a solvated lipid bilayer. For each of 

these three oligomeric states, two independent simulations were carried out, one with the 

representative structures after the 10 ns constant temperature simulation in an implicit membrane 

(henceforth referred to as ―Model 1‖), and the other with the structures before this 10 ns 

simulation (―Model β‖). The protein-lipid-solvent system was set up using the CHARMM-GUI 
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Membrane Builder [49,50]. The protein was first aligned along the z-axis and pore water was 

generated. A homogeneous lipid bilayer of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine 

(POPC) was generated around all the oligomeric forms. The membrane was perpendicular to the 

z-axis, with its center at z = 0 Å. Bulk water of 15 Å thickness was placed above and below the 

membrane. Potassium and chloride ions were added to attain a salt concentration of 0.15 M KCl 

and a zero net charge on the system. Details about the number of each component in all the 

systems are shown in Table 3.1. 

 

Table 3.1 Number of each component in the systems studied 

System Protein 

residues 

Lipid 

(POPC) 

molecules 

Water 

molecules 

K + ions Cl- ions Total 

number of 

atoms 

System size 

along x-, y-, 

and z-axes 

(in Å) 

Tetramer, 

Model 1 

128 94 5307 13 17 30735 62 x 62 x 82 

Pentamer, 

Model 1 

160 95 5496 13 18 31984 63 x 63 x 82 

Hexamer, 

Model 1 

192 105 6848 16 22 37934 67 x 67 x 86 

Tetramer, 

Model 2 

128 85 4755 12 16 27871 60 x 60 x 80 

Pentamer, 

Model 2 

160 99 6050 15 20 34186 64 x 64 x 84 

Hexamer, 

Model 2 

192 89 5657 13 19 32211 64 x 64 x 82 

 

The CHARMM22 all-atom protein force field including CMAP corrections [43,44], the 

CHARMM36 all-atom lipid force field [51], and the modified TIP3P water model [52] were 

used for the simulations. Periodic boundary conditions were set up, and the particle mesh Ewald 

method was used for calculating long-range electrostatic interactions [53]. Lennard-Jones 

interactions were modulated by a switching function between 10 Å and 12 Å, with all nonbonded 

interactions being truncated at 12 Å. The covalent bonds involving hydrogen atoms were 
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constrained using SHAKE [54]. The system was equilibrated using the six-step equilibration 

scheme proposed by Jo et al. [49]. Positional harmonic restraints were applied on the ions and 

the heavy atoms of the protein to hold them in place during the initial equilibration simulations. 

Planar harmonic restraints were applied on water molecules to ensure that no water molecule 

entered the hydrophobic region of the membrane. Also, lipid head groups were retained close to 

the membrane-water interface using planar harmonic restraints. The harmonic restraints on the 

different components were gradually reduced during the equilibration. The first two equilibration 

steps were carried out in the NVT ensemble (constant volume and temperature) and the last four 

in the NPT ensemble (constant pressure and temperature), keeping the temperature at 303.15 K 

using the Nosé-Hoover thermostat [47,48]. Production runs were carried out in the NPT 

ensemble for 10 ns with a timestep of 2 fs. The pentamer models were simulated for 30 ns to 

investigate the stability of the models. The molecular visualization program VMD [55] was used 

for rendering images and analyzing hydrogen bond interactions. Pore radius was measured using 

the HOLE2 program [56]. All MD simulations and other analyses were performed using the 

CHARMM program [41,42]. 

 

3.3 Results and Discussion 

 

3.3.1 Higher oligomers display reduced tilt 

The implicit membrane model that was used for the REMD simulations uses generalized Born 

electrostatics for modelling the solvent on both sides of the membrane [36]. The membrane 

hydrophobic core is represented using a low-dielectric slab with a fixed thickness [33]. Thus, 

when there is mismatch between the hydrophobic regions of a helical protein and the continuum 

solvent region, the membrane cannot respond by altering its thickness. The only mechanism by 

which such a mismatch is minimized is by tilting of the helices to ensure that as much of the 

hydrophobic part of the protein lies in the membrane as possible. Figure 3.2 (A) shows the 

probability distribution of the tilt angles of different oligomers over the last 9 ns of REMD. The 

tilt of the helices was seen to decrease with an increase in the number of helices in the system. In 

the higher oligomers (tetramer, pentamer and hexamer), the helices are packed closely together, 

allowing interhelical interactions to occur. These interactions are stabilizing, so the helices are 

able to overcome the destabilizing effect of hydrophobic mismatch. Thus, the protein does not 
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have to tilt too much to attain an energetically stable conformation. In the dimer and trimer, 

however, interhelical interactions are almost absent with hydrophobic mismatch being the major 

factor affecting the orientation of helices, and the protein tilts until most of its hydrophobic 

residues are buried in the membrane core. 

 
Figure 3.2 Replica-exchange molecular dynamics in an implicit membrane environment. (A) Probability 

distribution of the tilt angle for the conformations sampled at 300 K from the last 9 ns of replica-exchange molecular 

dynamics. (B) Average potential energy and (C) free energy of the different oligomeric states over the last 9 ns of 

replica-exchange molecular dynamics. The values shown are relative to the monomer. (D) RMSD of the tetramer, 

the pentamer, and the hexamer in the REMD simulations. 

 

3.3.2 Tetramer, pentamer, and hexamer are possible oligomeric states 

The average molecular mechanical potential energy of the TMD in different oligomeric states 

relative to the monomeric state is shown in Figure 3.2 (B). The energies of all the states were 

comparable, with the average energy of any given oligomeric form differing by less than 17 kcal 

mol-1 compared to the monomeric form. Based on this analysis, no particular oligomer could be 

identified as the native form. Bu et al. have suggested the necessity of considering entropic 

factors due to the assembly of helices [34]. The entropy loss accompanied by the formation of a 
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given oligomeric state was calculated by taking the entropy term for the monomer as the 

reference. The free energy values (Table 3.2 and Figure 3.2 (C)), which were obtained after 

taking into account entropy loss and stabilization arising from solvation, indicate the tetramer 

and pentamer to be stable oligomeric states. There is an increase in the free energy from 

monomer to dimer, and from dimer to trimer; this is followed by a remarkable decrease in the 

free energy in the trimer-tetramer transition, and a slight increase in going from tetramer to 

pentamer to hexamer. Figure 3.2 (D) shows the RMSD of the tetramer, the pentamer, and the 

hexamer in the REMD simulations. The RMSD changes rapidly in the initial period before being 

converged, indicating rearrangement of the helices until a stable conformation is attained. 

 

Table 3.2 Entropy loss and free energies of the different oligomeric states in the replica-exchange MD 

simulations 

Oligomeric 

state 

Potential 

energy 

(kcal/mol) 

Solvation 

energy 

(kcal/mol) 

Rotational 

entropy term, 

TSrot 

(kcal/mol) 

Translational 

entropy term, 

TStrans 

(kcal/mol) 

Vibrational 

entropy term, 

TSvib 

(kcal/mol) 

Free energy 

(kcal/mol) 

Monomer 487.32 -295.42 0 0 0 191.90 

Dimer 483.06 -195.19 1.81 0.62 -25.46 310.90 

Trimer 490.65 -108.26 2.34 0.98 -63.03 442.10 

Tetramer 504.56 -232.64 1.86 1.24 13.79 255.03 

Pentamer 504.07 -207.78 2.16 1.44 10.29 282.40 

Hexamer 493.24 -152.71 2.42 1.60 -11.15 347.66 

 

Equilibration of the representative structures sampled from REMD showed that the dimer and 

trimer do not form a compact structure, with the helices lying far apart (Figure 3.3). Since the 

dimer and trimer are not feasible oligomeric structures, the rest of this report is concerned with 

the tetramer, pentamer and hexamer, unless stated otherwise. The use of REMD ensures that 

much of the phase space of the various oligomeric states, and a majority of all possible 

conformations are sampled. As shown above, the tetramer and pentamer were identified as stable 

oligomeric states using REMD with an implicit membrane. Although it is able to model the 

physical characteristics of the membrane hydrophobic core and bulk solvent, a drawback of the 



 33 

generalized Born implicit membrane model used here is that it does not take into account the 

hydrophilic nature of the pore region, which is central to the functioning of ion channels and 

strongly influences the orientation and behavior of residues lining the pore. A more realistic 

representation of the channel is therefore possible only with accurate modeling of the pore 

region. Thus, a comprehensive investigation of the stabilities of the tetramer, the pentamer, and 

the hexamer has been carried out in a hydrated lipid bilayer environment. 

 
Figure 3.3 The representative structures for the different oligomeric states (A) before and (B) after 10 ns simulation 

in an implicit membrane environment are shown. 

 

3.3.3 Explicit membrane MD simulations reveal the pentamer to be the most stable 

oligomeric state 

Two independent simulations were carried out for each of the tetrameric, pentameric and 

hexameric states in the explicit bilayer environment (see Methods section). In both sets of 

simulations, visual inspection revealed that only the pentamer retained the rotational symmetry 

necessary for forming an ion channel (Figure 3.4 (A)). The root mean-square deviation (RMSD) 

values suggest that the pentameric forms attain equilibration in the first 2 ns, but the tetramers 

and the hexamers become distorted and completely lose their initial pore-like structure (Figure 

3.4 (B)). Such distortion was seen in both the model structures for the tetrameric and hexameric 

states. However, model 1 of the tetramer exhibits RMSD values that are comparable to the 

pentamer. Interestingly, in one of the hexamer models (Model 1), a helix is expelled from the 
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bundle, leading to a pentameric structure. Such expulsion has been reported by Lopez et al. in 

studies on a hexameric form of the Vpu TMD in an octane environment [26], and is indicative of 

a propensity of the Vpu TMD to exist in a pentameric state. This is in agreement with earlier 

studies which suggest that the oligomer exists in a pentameric form [19,23]. The possible factors 

that favor the pentameric form over the other forms are elucidated below. 

 
Figure 3.4 Molecular dynamics in an explicit membrane environment. (A) Models for the tetramer, pentamer and 

hexamer after simulation in a fully hydrated lipid bilayer. The images for the pentamer are after 30 ns, and those for 

the tetramer and hexamer are after 10 ns. The lipid bilayer and solvent molecules have been omitted for clarity. The 

pentamer retained a channel-like structure in both the simulations. (B) RMSD of the different oligomeric states. 

 

3.3.4 The helices in the pentamer are held together by strong van der Waals interactions 

We looked at the van der Waals interaction energy between neighbouring helices in the different 

oligomers. As can be seen clearly, interhelical van der Waals forces greatly stabilize the helices 

in the pentamer (Figure 3.5 (A)). The interhelical distances and rotational symmetry of the 
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pentameric state are probably better suited for van der Waals interactions than other oligomeric 

states. The significance of van der Waals interactions over other forms of nonbonded interactions 

between adjoining helices can be attributed to the fact that the residues in the interface between 

adjoining helices are non-polar, as apparent from the contact maps shown in Figure 3.5 (B). 

Since the structural features of models 1 and 2 are similar, only the figures for model 1 are 

shown hereafter. The non-polar residues form close contacts, making effective interhelical 

interactions. Most interhelical contacts occur on the N-terminal side of the channel, where the 

residues are all hydrophobic. A notable exception to the non-polar nature of these contacts is a 

salt bridge between Glu28 and Arg30 on neighboring helices, which is seen in the top right 

corner of the contact maps (Figure 3.5 (B)). One of the amino groups on the Arg30 side chain 

faces the carboxyl group on Glu28, while the other amino group points towards a phosphate 

oxygen in a nearby lipid molecule as shown in model 1 (Figure 3.5 (C)). The salt bridge is seen 

to occur between all pairs of neighboring helices (Figure 3.5 (C)), and it exists consistently in 

both the simulations. Such a salt bridge satisfies the hydrogen bond requirements for the two 

charged residues, thereby stabilizing the residues in an otherwise hydrophobic environment. In 

the tetramer and hexamer, however, the salt bridge is absent in some pairs of adjacent helices; 

this might be an important factor in stabilizing the oligomer. 
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Figure 3.5 Interhelical interactions in the oligomers. (A) Interhelical van der Waals interaction energy per helix pair 

for the tetramer, the pentamer, and the hexamer in a lipid bilayer environment. The interhelical van der Waals 

interaction energy was calculated for all adjoining helix pairs in the oligomer and then divided by the number of 
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helices to give the average value per helix pair. (B) Contacts between residues on adjoining helices. Residue-residue 

distances have been averaged over time. The values shown are for Model 1. (C) Orientation of χrgγ0 (―licorice‖ 

representation, colored orange). One of the amino groups forms a salt bridge with Gluβ8 (―licorice‖ representation, 

colored mauve) on a neighboring helix, while the other interacts with headgroup oxygens (headgroup phosphate is 

shown in ―CPK‖ representation). The TMD is shown in ―ribbons‖ representation, and a POPC molecule is shown in 

―bonds‖ representation. The five salt bridges in the tetramer, pentamer and hexamer are also shown. 

 

The probability distribution for interhelical distances between all adjoining helix pairs over the 

simulation was carried out, with the distance between the centers-of-mass of adjacent helices 

taken as the interhelical distance. The terminal residues were not considered in calculating the 

center-of-mass to avoid high fluctuations due to these residues.  The narrow distribution for the 

pentamer suggests that the interhelical distance remains stabilised at a given distance (Figure 3.6 

(A)). Furthermore, the occurrence of peaks centered around the same point for all helix pairs in 

the pentamer indicates that the interhelical distance is almost the same in all helix pairs. 

However, for the tetrameric and hexameric structures, the interhelical distances calculated for the 

helical pairs and the broad nature of some curves indicate structures that are not very stable 

(Figure 3.6 (A)). These observations support the highly symmetric nature of the pentameric 

structure, but not the tetrameric or hexameric structures.  

 
Figure 3.6 Interhelical distance and protein-lipid interactions. (A) Probability distribution of interhelical distance for 

tetramer, pentamer and hexamer. The distance between the centers-of-mass of adjoining helices was calculated. 

Only the helical backbone was considered, and the top three and bottom three residues were neglected. (B) Average 



 38 

number of hydrogen bonds between lipid headgroups and polar residues for Arg30 and headgroup (left panel), and 

Tyr29 and headgroup (right panel). The cutoffs used were 3.5 Å for the donor-acceptor distance, and 45° for the 

donor-hydrogen-acceptor angle. 

 

3.3.5 The hydrophilic and basic residues in the TMD interact with lipid headgroups 

We then estimated the average number of hydrogen bonds between polar residues on the protein 

and the lipid headgroups (the cutoffs used in calculating the number of hydrogen bonds were 3.5 

Å for the donor-acceptor distance, and 45° for the donor-hydrogen-acceptor angle). As described 

above, the arginine residues within the TMD have one of their amino groups facing the lipid 

headgroup, allowing the formation of hydrogen bonds between the side chain and the headgroup 

oxygen atoms. The number of such interactions with the headgroup is significantly higher in the 

pentamer (Figure 3.6 (B)), and might play a role in adhering the protein to the lipid bilayer. 

Tyrosine residues are also able to form hydrogen bonds, although the number of bonds is fewer 

in number than those due to arginine, especially in the pentamer. This might be due to tyrosine 

side chains lying slightly above the plane of the headgroup oxygens, while the arginine side 

chains lie in the plane of these oxygens. Moreover, the arginine side chains are oriented in a 

direction perpendicular to the axis of the lipid molecules, thereby making favorable hydrogen 

bond angles. Interactions between positively charged residues and lipid headgroups have 

previously been shown to be crucial in structures of ion channels as reported by both 

experimental [57,58] and computational studies [59,60]. 

 

3.3.6 A hydrophobic region occurs around the middle of the channel 

The Ser23 residue faces the interior of the channel (Figure 3.7 (A)), providing a hydrophilic 

region in the pore around that residue. Notably, the initial orientations of the side chains were 

chosen to be random in which Ser23 was facing the exterior of the pore in the beginning of the 

REMD simulations (Figure 3.1).  The explicit lipid bilayer simulations were started with a 

conformation where the pore was uniformly solvated, but most of the water molecules were 

expelled within the first 50 ps of the equilibration period. At the end of 30 ns of production run, 

much of the pore water was concentrated around the serine residue and toward the ends of the 

pore, near bulk water, rather than being spread uniformly across the pore (Figure 3.7 (B)). This is 

because the residues occurring in the middle of the protein are all hydrophobic, and the part of 

the channel lined by these residues, consequently, has a predominantly hydrophobic 



 39 

environment. Furthermore, the pore is constricted towards the N-terminal, leaving less room for 

the accommodation of water molecules. As seen in a dynamical variation mapping of the pore 

radius, the narrowest part of the pore occurs in the middle around Val12 and Ile16 (Figure 3.7 

(C)). The occurrence of hydrophobic residues along this narrow stretch is likely to impose an 

energy barrier to the transport of ions, and this region might play a role in controlling the kinetics 

of ion conduction. It is possible that the channel is in a closed conformation, since a large part of 

the pore is devoid of water molecules. 

 
Figure 3.7 (A) View along the pore axis from the C-terminal showing the Serβγ residue in ―licorice‖ representation. 

Serine faces the interior of the channel in the pentamer model. (B) Side view of the pentamer model showing the 

location of the Serβγ residue (in ―licorice‖ representation) and water molecules in the pore. The N-terminal side is 

on the top and the C-terminal is at the bottom. (C) Pore radius across the axis of the pentamer model. The pore is 

constricted towards the N-terminal side (top half). 

 

3.3.7 The structural model 

In the absence of an experimentally characterized structure for the oligomeric Vpu TMD, the 

proposed models offer useful insights into structural features that govern channel behavior, and 
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into various intra- and intermolecular interactions that explain why the channel adopts a given 

structure. The two pentamer models discussed above are consistent with each other, with the 

RMSD between them differing by less than 3 Å (data not shown). The van der Waals 

interactions appear to be dominant between the helices, with the interhelical interface being 

formed by nonpolar residues. The importance of van der Waals forces in mediating helix-helix 

interactions in the membrane environment has previously been emphasized in solution NMR 

studies on the transmembrane peptide glycophorin A [61]. Certain structural features of the 

modeled structures are in remarkable agreement with available experimental data for the 

channel. Importantly, the kink observed in the helix around Ile17 in our model (Figure 3.8 (A)) is 

consistent with NMR studies [ββ]. The initial structure for the simulations had idealized Į-

helices without any kink, but this might be important for ion channel activity, as suggested by 

modeling studies on wild-type and mutant Vpu proteins [62]. Another important structural 

feature we observed was that the three residues known to interact with the tetherin 

transmembrane domain – Ala14, Ala18, and Trp22 [16] – all lie on the same face of the helix 

(Figure 3.8 (B)); this is consistent with a pentameric model generated using the structure 

reported in the above NMR study (PDB ID: 1PI7) [16,22]. It must be noted that the reported 

structure was obtained from the monomer structure followed by modeling the tetrameric and 

pentameric states on the basis of rotational symmetry.  Such orientation of the residues is a 

necessary structural requirement, since, if tetherin is to bind to Vpu, it must bind to all of these 

residues. Moreover, the three residues lie on the exterior side of the channel, and they face the 

membrane rather than the pore. This has important implications. Firstly, the residues are 

available for binding to the tetherin transmembrane domain. Secondly, this allows the Trp22 

residue to form hydrophobic contacts with lipid tails. Such hydrophobic interactions are 

important in stabilizing the protein in the hydrophobic lipid bilayer environment. 
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Figure 3.8 Structural features of the pentamer model. (A) Kink around the Ile17 residue in the pentamer model. (B) 

The three residues known to interact with tetherin shown in van der Waals representation. 

 

The Vpu channel is equally selective toward K+ and Na+, and only weakly permeable to Cl- [5,7]. 

The highly conserved motif TTVGYGD that is seen in the selectivity filter of K+-specific 

channels [63,64] is absent in Vpu. However, because Vpu is able to discriminate cations over 

anions, it should have some structural motif that is responsible for this selectivity, which remains 

uncharacterized. Amino acids that differentially interact with ions, and thereby determine the 

selectivity of a channel, are likely to be charged/polar. The Vpu TMD has five such residues – 

Ser23, Glu28, Tyr29, Arg30, and Lys31. While Tyr29 faces the lipid headgroup, Arg30 is 

stabilized via interactions with both Glu28 and the lipid headgroup. Although Lys31 faces the 

pore, it is unlikely that a positively charged residue will determine the selectivity of a cation-

specific channel like Vpu. Moreover, Lys31 lies on the C-terminal side, where the pore is 

broader, and the density of pore water is high enough to shield any electrostatic effect on a 

permeating ion. The only other polar residue facing the pore is Ser23, and we hypothesize that 

this plays an important role in ion permeation. This finds support in conductance studies showing 

that a mutant with the serine substituted for a leucine does not exhibit any ion-conducting 

activity [18]. The Vpu protein from HIV-1 subtype O and P viruses, however, has a tryptophan 

in place of serine at position 23. Given the importance of this serine residue, Vpu from these 

subtypes is not expected to show ion channel activity. It is interesting to note that assays on Vpu 
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from these subtypes report poor virus release from cells (Shahid Jameel and coworkers; 

unpublished results). This further supports a role for the Vpu ion channel activity in promoting 

viral propagation. The occurrence of serine at position 23, and the consequent channel activity, 

might offer a selective advantage to M-subtype viruses, thereby accounting for the predominance 

of this subtype. 

 

It is not clear whether the modeled channel is in an open or closed conformation. Certain features 

of the model support a closed state. The presence of a constricted region lined by hydrophobic 

residues is not likely to encourage the passing of an ion. Besides, the largely dehydrated nature 

of the pore is characteristic of closed states. However, if the modeled channel represents an open 

conformation, the channel is likely to show very weak ion-conducting activity, owing to the 

structural features described above. This possibility cannot be ruled out, since conductance 

studies on Vpu have shown that the channel is indeed weakly conducting [18]. It is not possible 

to determine whether the modeled channel is in an open state or not unless the ion-conducting 

activity of the channel is investigated. 

 

3.4 Conclusions 

This study comprehensively examines the possibility of the Vpu TMD to exist in different 

possible oligomeric states in a hydrated lipid bilayer environment. The results suggest that the 

pentameric form is the most stable state, with the pentameric models possessing the symmetry 

that is typical of homo-oligomeric channels. The tetrameric and hexameric models, however, 

lose this symmetry over the course of the simulations. The major force stabilizing the pentameric 

form over the other forms is van der Waals interactions between adjoining helices. The pentamer 

is further stabilised via a salt bridge between Glu28 and Arg30, and via interactions between 

polar residues on the protein and lipid headgroups. These interactions are far weaker in the 

tetramer and hexamer, and might play a critical role in holding together the helical TMDs to the 

membrane. The structural features of the pentamer models from this study are able to account for 

much of the activity of Vpu observed in previous experimental studies. While the residues that 

bind to the tetherin transmembrane domain face the exterior (and are hence accessible), Ser23, 

which has been previously shown to be crucial in ion transport, faces the pore. The Vpu protein 

from O- and P-subtypes, however, is known to lack this serine at position 23, and is thus likely to 
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have reduced ion channel activity. We hypothesize that the predominance of M-subtype viruses 

might be facilitated by the ability of M-subtype Vpu to conduct ions. Ion channel activity, 

therefore, could possibly have a role in enhancing the replication fitness of the virus. 
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4 Ion Conduction through Vpu 
 

4.1 Introduction 

The viral protein U (Vpu) is one of the four accessory proteins encoded by HIV-1 that has an N-

terminal transmembrane (TM) domain and a C-terminal cytoplasmic domain [1-10]. A schematic 

representation of the protein is shown in Figure 4.1 (A). The cytoplasmic domain has two Į-

helices [11,12], and is involved in the degradation of CD4 molecules in the host cell [13,14]. The 

TM domain, which is known to have a helical topology [15-20], has been suggested to enhance 

virus release via two mechanisms: formation of ion-conducting channels [21,22] and degradation 

of the antiviral protein tetherin [23]. The ion channel is formed via oligomerization of 

monomeric Vpu to form a pentamer [24-26,16]. Because of its importance in virus release, an 

understanding of the mechanism of ion permeation is of great importance. Vpu has been reported 

to show ion channel activity in lipid bilayers, Xenopus oocytes, and in the plasma membrane of 

Escherichia coli [21,22]. Vpu channel has been shown to be selective towards monocations (Na+ 

and K+), and cannot differentiate between the two [21,22]. 

 
Figure 4.1 (A) Schematic illustration of the monomer. (B) The pentameric channel set up in a hydrated lipid bilayer. 

The monomeric unit on the front has been omitted to reveal the interior of the pore. Pore water molecules can be 

seen in the pore lumen. 

 

Channel recordings on full length Vpu (Vpu1-81) and the Vpu TM region (Vpu1-32) excluding the 

cytoplasmic domain showed that the conductance states and ion-conduction recordings are 
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similar for the two [27]. The channel has been suggested to exist in a number of conductance 

states, which are believed to correspond to different open state conformations. Furthermore, the 

duration for which the channel remains open is independent of the voltage, and the channel 

shows biphasic voltage activation. The variation of conductivity with respect to salt 

concentration has been measured by Mehnert et al., which showed that ion conduction follows 

Michaelis-Menten behavior [28]. The ion transport activity is rather weak, though the channel 

shows pore-like characteristics. χ mutant Vpu with Serβγ ĺ Leu mutation in the TM domain 

does not conduct ions, suggesting a critical role for serine in ion transport [28]. Two possible 

roles have been ascribed to the serine residue. Firstly, it might act as a weak ion binding site, and 

secondly, it creates a hydrophilic environment in the vicinity, thereby reducing the length of the 

hydrophobic stretch that occurs inside the channel, thus making it easier for an ion to pass 

through. The passage of ions through the pore has been previously modeled using steered 

molecular dynamics (SMD) simulations [29]. The possibility of the existence of a number of 

conformations of oligomeric Vpu has recently been suggested by computational studies that have 

modeled the assembly of monomeric Vpu into oligomers [30]. This supports experimental 

channel recordings that suggested the existence of a number of conductance states of Vpu [27]. 

 

Molecular dynamics (MD) simulations have been successfully used to study transmembrane 

proteins in general [31-41]. A powerful approach is the use of umbrella sampling MD 

simulations, which are in general very helpful in understanding free energy changes 

corresponding to rare events [42-45]. This method has been used by Roux and coworkers for 

elucidating the energetics of ion permeation through channels [46-49]. This method also has 

been used to obtain a multi-ion free energy profile for the KcsA K+ channel [46]. Results from 

that study showed that an ion trapped in the selectivity filter is able to proceed further into the 

channel because of electrostatic repulsion from ions that subsequently approach the selectivity 

filter. Based on this, it was proposed that rapid conduction in the channel is driven by interionic 

repulsion. The method has subsequently been used for calculating the free energy profile of ion 

transport through the gramicidin channel as a function of both axial and radial positions [47], and 

for elucidating how the KcsA channel preferentially allows K+ rather than Na+ ions to pass 

through [49]. 
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The present study employs umbrella sampling MD simulations to elucidate the mechanism of ion 

conduction through the Vpu channel. We have recently reported a molecular model for the 

pentameric state of the TM domain of Vpu protein, which has been used here [24]. Available 

experimental information on Vpu was used to validate the proposed structure. Since only the TM 

domain is involved in channel activity [22] and the conductance properties of channels formed 

by the Vpu TM region are almost the same as those formed by full length Vpu [27], the 

cytoplasmic domain of Vpu has not been included in the model. This study explains the 

molecular and energetic basis of ion selectivity in the channel, and suggests that a hydrophobic 

stretch in the channel might control the kinetics of the ion permeation process. Finally, a 

mechanism for the transport of ions is proposed based on a multi-ion free energy landscape. 

 

4.2 Methods 

The Vpu channel structure used in the study is a pentameric form of the TM region modeled in a 

recent study [24]. In addition to the protein, the system includes 95 lipid (POPC) molecules, 

5496 water molecules, 13 K+ ions and 18 Cl- ions, with a total of 31984 atoms. Prior to the 

current study, the system was equilibrated for 30 ns without any restraints and was found to be 

adequately equilibrated, as evidenced from the convergence of RMSD, the occurrence of several 

stabilizing intra-protein and protein-lipid interactions, and the retaining of the structural integrity 

of the channel, in general. 

 

The transport of two different ions through the channel was studied, namely Na+ and K+. For 

modeling the permeation of a K+ ion, the coordinates of a K+ ion from bulk water were first 

swapped with a water molecule at the C-terminus of the channel. Conformations with the K+ ion 

occurring at different positions along the axis of the pore were generated by pulling the ion along 

the pore axis using steered molecular dynamics (SMD) simulations. The ion was pulled at a 

constant velocity of 0.01 Å ps-1 by applying an external force on a dummy atom connected to the 

permeating ion via a spring with a harmonic constant of 10 kcal mol-1 Å-2. The structural model 

for the channel was aligned along the z-axis [24], and hence the pulling force was applied along 

the z-axis, thereby making the ion move from the C-terminus to the N-terminus. Positional 

restraints with force constant 1 kcal mol-1 Å-2 were applied on the heavy atoms of the protein to 

prevent the drifting of the helices during the pulling of the ion. Constant temperature and 
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pressure were employed by using Langevin dynamics and a Langevin pressure piston, 

respectively. It must be noted that the SMD simulations were used to obtain the initial structures 

for the umbrella sampling simulations and not for investigating the permeation mechanism. The 

NAMD program [50,51] was used for the SMD simulations with the CHARMM22 all-atom 

protein force field with CMAP corrections [52,53], the CHARMM36 all-atom lipid force field 

[54], optimized parameters for ions [55], and the TIP3P water model [56]. For the studies on the 

permeation of Na+, the conformations were generated by replacing the K+ ion in the pore with an 

Na+ ion. 

 

Umbrella sampling was performed by applying a biasing potential on the permeating ion, with 

the potential having a parabolic form. Independent simulations were performed for different 

positions of the ion along the pore axis, so that each simulation sampled the conformations of the 

system with the ion at the respective region. Conformations with the ion placed at different 

places along the pore axis were extracted from the SMD simulation, and were used as initial 

structures for the different windows in the umbrella sampling calculations. The ion position 

ranged from z = -30 Å to z = 36 Å, giving a total of 133 windows along the z-axis spaced 0.5 Å 

apart (the model structure used in the study had previously been aligned along the z-axis). A 

distribution of ion positions around the center of a given window was obtained by applying a 

biasing potential with a force constant of 20 kcal mol-1 Å -2 on the ion using the MMFP module 

in the CHARMM program [60]. Positional restraints with force constant 1 kcal-1 mol-1 Å-2 were 

applied on the backbone CĮ atoms of the protein to prevent the drifting of the channel. Ions other 

than the permeating ion were excluded from the pore region by using a repulsive sphere of radius 

15 Å, with the repulsive force acting on ions only when they entered this sphere. Covalent bonds 

involving hydrogen were constrained using SHAKE [61]. Simulations were carried out in the 

NPT ensemble using the CHARMM program [60] with the same force field parameters as those 

used in the pulling simulations mentioned above. Simulations for each window involved 100 ps 

of equilibration followed by 1 ns of production, with a simulation time of (133 * 1.1) ns for each 

free energy profile. For calculating the potential of mean force (PMF) for the transport of the ion 

across the channel, the umbrella sampling trajectories were unbiased using WHAM [57-59]. 
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The permeation of two K+ ions through the channel was modeled by considering different 

positions of one ion relative to the second ion, with the spacing between the two ions varying 

from 4 Å to 10 Å (additional windows with 11 Å and 12 Å spacing between the ions were 

sampled for the middle region of the channel). A total of 395 windows spaced 1 Å apart were 

sampled with the two ions at different positions along the pore axis. A biasing harmonic potential 

of force constant 10 kcal mol-1 Å-2 was applied on the two ions. Parameters for the other 

restraints used were the same as those used for the calculations with a single ion in the pore. 

Equilibration and production runs for each window were carried out for 100 ps and 200 ps, 

respectively. The total simulation time combining all the single ion and two-ion simulations was 

more than 0.4 µs, with a total of 661 independent simulations. All molecular images were 

rendered using the visual molecular dynamics (VMD) program [62]. An electrostatic surface 

representation of the channel was generated using the PDB2PQR server [63]. 

 

4.3 Results and Discussion 

 

4.3.1 Atomistic structure of TM domain of Vpu, and features of the lumen of the pore 

A representation of the channel modeled in a hydrated lipid bilayer is shown in Figure 4.1 (B). A 

few pore water molecules can be seen, especially in the bottom half of the pore, towards the C-

terminal opening.  The channel consists of five helical TM domains held together predominantly 

by van der Waals forces, with the interface between the helices being formed by nonpolar 

residues [24]. The channel is wider at the C-terminal end than at the N-terminal end, leading to a 

relatively greater degree of hydration at this end. The residues Arg30 and Tyr29 at the C-

terminal end of the TM domain face the exterior side of the channel, and they stabilize the 

protein in the lipid bilayer by forming hydrogen bonds with phospholipid headgroups [24]. 

Although Lys31 is directed towards the interior of the channel, it lies in a region that is 

sufficiently solvated, so that the residue is shielded from exerting any influence on any ion 

passing through the channel (details of the structural model are presented in Chapter 3). A serine 

at position 23 faces the lumen of the pore, and it marks the end of the small hydrophilic space at 

the C-terminal entrance of the channel. Figure 4.2 (A) shows the serine residue facing the 

interior of the pentameric channel. The pore is constricted in the middle, which is a largely 

dehydrated region, owing to the occurrence of hydrophobic residues. The kinetics of ion 
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conduction through the pore is likely to be controlled by this long hydrophobic stretch. Initially, 

the nature of the pore was investigated by examining the electrostatic representation of the pore-

lining residues in the channel shown in Figure 4.2 (B). In the surface representation, one 

monomer of Vpu has been omitted in the figure for clarity. The figure shows electronegative 

regions in red, and electropositive regions in blue. It can be seen that the top and middle region 

of the channel is constricted and lined entirely by nonpolar residues. Further down the channel, 

towards the C-terminal end, the pore widens, and the occurrence of a serine residue gives rise to 

a slightly hydrophilic region. The widening of the pore was shown to be due to the kink around 

the Ile17 residue (see Figure 3.8 (A)) [24], which is in agreement with experimental data [19]. 

The serine residue can be seen as a red region at the bottom of the channel. The occurrence of 

such a hydrophilic region is expected to stabilize the permeating ion, thereby assisting ion 

transport. It follows that the length of the hydrophobic stretch would have been greater in the 

absence of this serine residue. The serine therefore reduces the effective length of the 

hydrophobic stretch, and notably, it has been reported previously that the Serβγ ĺ Leu mutant of 

Vpu is inactive towards ion permeation [28]. 

 
Figure 4.2 (A) The pentamer model used in the study shown with the Ser23 residue in van der Waals representation. 

(B) A representation of the electrostatic surface of pore-lining residues in the channel. The monomer unit on the 

front has been omitted for clarity. Red indicates negatively charged regions, blue indicates positively charged 

regions, and white indicates nonpolar regions. Only the sidechain atoms are shown in color, and the backbone atoms 

are in white to allow a clear illustration of the nature of pore-lining residues. 
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It is not practical to model events that occur at time scales longer than the ones that are practical 

with MD simulations. Additionally, insufficient sampling issues preclude calculation of free 

energies associated with such rare events. Use of umbrella sampling, which applies a harmonic 

potential along the predetermined reaction coordinate, allows sampling of intermediate states in 

the process of ion permeation with relatively less difficulty and with significantly less computing 

time, while at the same time allowing the calculation of the free energy change along the reaction 

coordinate using methods like WHAM [57-59]. An important step in employing umbrella 

sampling is the selection of the reaction coordinate. The axis of the pore has proved to be a 

valuable reaction coordinate in the study of ion conduction through channels [46-49,64,65]. 

Using the pore axis as the reaction coordinate, the present study illustrates the energetics and 

atomistic mechanism of the ion channel activity of Vpu. 

 

4.3.2 Free energy profiles indicate weak ion conduction 

The PMFs for the transport of Na+ and K+ ions are shown in Figure 4.3. The PMF along the pore 

axis is shown, with the C-terminus (or the intracellular side) on the left and the N-terminus 

(extracellular side) on the right. The residues lining the pore are also marked appropriately in the 

plots. The free energy profiles presented correspond to the ion permeating from the bulk water 

region outside the C-terminal end of the channel to the bulk water region on the other end of the 

channel. For determining the errors, the sampling data of last 1 ns/window was divided into five 

parts with 200 ps/window, and the PMF was computed separately for each part. The mean, 

standard deviation, and standard error were then calculated from the PMF obtained for the 

different intervals. The energy barriers for this process are about 43.9 kcal/mol for Na+ and 43.3 

kcal/mol for K+. Such a high energy barrier is to be expected, given the highly hydrophobic 

environment that prevails inside the channel. The energy barrier observed is considerably higher 

than that for other known ion channels [46-49,64,65], and it suggests that the ion channel activity 

of Vpu is weaker than that of typical ion channels. This is in good agreement with conductance 

experiments suggesting that Vpu is expected to behave as a weakly conducting ion channel [28]. 

The high energy barrier encountered by the permeating ion is likely to make the process 

kinetically slow.  
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Figure 4.3 The potential of mean force (PMF) for the transport of permeating ions along the channel axis. (A) Na+; 

(B) K+. Residues facing the pore have been shown at their appropriate positions. The coordinates of these residues 

were calculated by determining the center of mass of their side chains. Error bars are shown as bands. The soft 

minimum around Ser23 is marked with an arrow. 

 

The features of the two free energy profiles (Na+ and K+) were found to be very similar to each 

other. The movement of the ion into the channel from the C-terminal side is accompanied by the 

release of 2 kcal/mol of energy, with a shallow minimum occurring around z = -10 Å (the region 

is marked with an arrow in Figure 4.3). This corresponds to the position of the ring of Ser23 

residues, and suggests the role of serine as a weak binding site. This is consistent with previous 

conductance studies on mutant forms of Vpu, which have proposed that the serine can act as a 

weak binding site for ions, since replacing the serine with a hydrophobic residue results in loss of 

ion channel activity. The fact that the minimum seen around the serine is shallow rather than 

deep indicates that the binding site is at best only a weak one. As the ion moves further into the 

channel, there is a surge in the free energies brought about by the unfavorable interactions that 

the positive ions have with the hydrophobic environment of the channel. The maximum is 

reached around two valine residues, namely Val9 and Val12, which occur in the middle of the 

hydrophobic stretch in the channel. The ions experience a soft minimum around 15 Å, which 

arises from the stabilization of the ion at this position by coordinating water molecules (see 

later). Figure 4.4 shows snapshots of the Na+ ion at two places inside the channel. The first 

snapshot shows the ion near the ring of Ser23 residues, while the second snapshot shows the ion 

near the ring of Val12 residues. As can be seen in the figure, the latter corresponds to the narrow 

stretch of the channel, where the energy barrier reaches a maximum. 
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Figure 4.4 Conformations with the permeating ion inside the channel. Snapshots of the Na+ ion near the ring of (A) 

Ser23 residues and (B) Val12 residues, respectively. 

 

The remarkably similar free energy profiles corresponding to the permeation of Na+ and K+ 

explain why the channel does not discriminate Na+ over K+, as reported previously based on 

experimental studies [22]. Given that the windows are close to each other, 1.1 ns long MD 

simulations for each of the 133 windows per free energy profile is deemed adequate. The total 

simulation time for each of the two ions was therefore (1.1 ns * 1γγ) ≈ 146 ns. The PMFs 

obtained at different durations of the simulations and for the whole duration are given in Figure 

4.5. The PMFs calculated agree well with each other with only minor variations in the free 

energy values. Based on this, modeling of the multi-ion permeation was also performed using a 

similar protocol (see below). 

 
Figure 4.5 The PMF for ion transport for different sampling time periods. (A) Na+ (B) K+ 
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4.3.3 Extent of solvation governs ion transport kinetics 

Solvation of the ion during the permeation process and its relationship with the free energy 

profiles were examined based on the hydration number, the number of water molecules in the 

first solvation shell of the ion and the interaction energies (see below). Figure 4.6 shows the 

average hydration number of the ions with respect to the position along the channel. The 

hydration numbers were calculated based on cutoff values of the distance between the ion and 

the oxygen atom of water molecules (2.8 Å for Na+ and 3.2 Å for K+). These cutoff values were 

chosen accounting for the size of the respective ions [49]. As the ion enters the C-terminal side 

of the channel, it retains its hydration shell, and proceeds spontaneously into the channel. The 

hydrophilic environment in this region is created by the polar Ser23 sidechain (this corresponds 

roughly to the position -10 Å in the figure). As the ion proceeds towards the N-terminal side, it 

gradually loses waters of hydration, with the hydration number reaching a minimum in the 

middle region of the channel. The loss in hydration number leads to a destabilization of the ion in 

the middle region relative to the C-terminal region, which is reflected in the rise in PMF. This is 

consistent with the earlier discussion on the nature of the pore in this region that this region is 

rich in hydrophobic residues, which results in stripping of water molecules from the ion and 

drying of the whole region in general. It must be noted that there are relatively more number of 

water molecules around the ion when the ion is in the region between Ile5 and Val9 

(corresponding to z = 15 Å). This is explained by a slight widening of the pore around this region 

[24], making it possible to accommodate more water molecules. The stabilization of the ion by 

this solvation explains the occurrence of the soft minimum seen in the PMF at this position 

(Figure 4.3). As the ion proceeds towards bulk water beyond the N-terminal end of the pore, the 

hydration number of the ion increases, and is associated with a sharp fall in the PMF. 
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Figure 4.6 Average hydration number for permeating ions along the channel axis. (A) Na+; (B) K+. The hydration 

number was calculated by determining the number of water molecules within a certain cutoff distance of the 

permeating ion. The cutoff used was 2.8 Å for Na+ and 3.2 Å for K+. The hydration number values shown here have 

been averaged over the trajectory for the respective window. Error bars are shown in pink. 

 

The permeating ion encounters two principal interacting partners inside the channel – the pore 

water molecules and the channel itself, and such interactions are expected to affect the free 

energy profiles significantly. Accordingly, interaction energies, which include the contributions 

of the electrostatic and Lennard-Jones (LJ) terms of the potential energy function, were 

calculated to examine the solvation energy. Mean values of the interaction energies between ion 

and water, and ion and protein are shown in Figure 4.7. The major contribution comes from the 

solvating water molecules, whose contribution towards ion stability is several orders of 

magnitude higher than that offered by the protein. It is to be noted that such interaction energy 

calculations have limited applicability, since these are calculated based on the potential energy 

equation only, and do not include entropy effects. The loss of solvation in the middle region, 

which is seen in the figure as an increase in the solvation energy, also explains the rise in PMF in 

this region. The energy barrier that is seen in the free energy profile therefore arises from the 

desolvation of the ion. This energy barrier, in turn, is likely to make the process of ion 

conduction kinetically slow, making Vpu a weakly conducting ion channel. 

 

Previous biophysical studies have suggested that Ser23 might act as a weak binding site for ions 

[28]. The interaction of the ion with the protein shown in Figure 4.7 reveals a shallow minimum 

for both Na+ and K+ near the serine residue, suggesting weak binding ability. On the other hand, 
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there is a remarkable enhancement of stability due to solvation as the ion moves towards the 

serine; this is seen as a fall in the solvation energy of the permeating ion. The serine residue 

therefore enhances ion movement into the channel by giving rise to a sufficiently solvated region 

on the C-terminal side. There are thus two ways in which the Ser23 makes conditions conducive 

for ion transport: firstly, it acts as a weak binding site, and, secondly, it gives rise to a 

hydrophilic region around the entrance of the pore. 

 
Figure 4.7 The average ion-protein interaction energy and average solvation energy for different positions of the 

permeating ion. (A) Na+; (B) K+. Values for each window have been averaged over the trajectory for the respective 

window, and are shown with error bars. The pore-lining residues are also shown at their respective position in the 

plot. 

 

4.3.4 Absence of concerted ion transport explains the slow kinetics 

To investigate if more than one ion can pass through the channel at a time, the free energy profile 

was calculated as a function of the positions of two permeating K+ ions. The free energy 

landscape with respect to the position along the z-axis of the first ion and the distance of the 

second ion from the first is shown in Figure 4.8. The probability distributions obtained from the 

biased simulations were checked for adequate sampling along both the reaction coordinates prior 

to construction of the free energy surface. The lowest energy pathway with respect to the 

position of the first ion is also marked in the plot. The structures presented below the plot show 

the conformations of the channel corresponding to this path at three different positions. The free 

energy surface as a whole shows that permeation of two ions at the same time is not 

thermodynamically favorable compared to the movement of one ion. If one follows the minimum 
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energy path given in the figure, one can see that when the two ions are near the C-terminal side 

of the pore (bottom left corner of the figure), the ions are close in space. This is because this 

region is reasonably well solvated, and interactions between the two ions are shielded. As the 

two ions cross the hydrophilic region around Ser23 and enter the dehydrated middle region of the 

channel, interionic repulsion becomes significant. The reduced number of water molecules 

hydrating the ions, and the dry nature of this part of the pore leads to longer distances between 

the two ions. This means that two ions cannot enter the middle region of the channel 

simultaneously, and only one ion can pass at a time. Once the first ion reaches the N-terminal 

region, the second ion starts crossing the hydrophobic stretch in the pore. Thus a mechanism is 

hypothesized in which only one ion crosses the hydrophobic region of the channel at a given 

time while the next ion waits near the C-terminal region, until the first one reaches the N-

terminal end of the pore. The kinetics of the process of ion transport is therefore seen to be 

controlled primarily by the hydrophobic stretch. Such a hypothesis is also consistent with 

previous experimental studies. Fischer and coworkers have proposed that the conductivity of 

Vpu follows Michaelis-Menten behavior upon increasing the salt concentration [28]. Such 

behavior is explained by the fact that a single ion can pass through the channel at a time, as 

suggested by the mechanism discussed here. 
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Figure 4.8 The PMF shown as a function of the positions of the two permeating ions. The x-axis labels at the bottom 

show the position of the top ion along the channel axis, while the labels at the top show the pore-lining residues at 

their respective positions along the channel axis. The pathway with the lowest free energy barrier is highlighted in 

maroon color. Images of ion positions corresponding to the pathway with the lowest free energy barrier are shown 

below the plot, together with the distance between the two ions at these positions. 

 

It may be noted that, although the windows for the two ion permeation were chosen such that the 

spacing between the two ions varied from 4 Å to 12 Å, the conformations sampled during the 

simulations cover a range of 3 Å to 14 Å. While conformations with the spacing close to 3 Å are 

sampled in the terminal regions of the channel, conformations with the spacing increasing to 14 

Å are seen in the middle region of the channel. This suggests a propensity of the two ions to stay 

close together while they are near the hydrated terminal regions of the channel. On the other 

hand, in the middle region of the pore, the ions tend to stay as far apart as possible, thereby 

minimizing interionic repulsion. 
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4.3.5 Perspectives 

The high energy barrier reported here for the transport of K+ and Na+ through the Vpu channel 

can be attributed to the long stretch of hydrophobic residues which constrict the pore, and cause 

the dehydration of the pore lumen (Figure 4.1 (B)). It might be argued that the use of restraints 

on the backbone CĮ atoms of the protein (to prevent drifting) during the umbrella sampling 

simulations might hinder relaxation of the protein, and thereby cause the PMF to rise. However, 

it must be mentioned that the protein structure used here was previously subjected to 

unrestrained equilibration simulations in explicit solvent and bilayer for 30 ns, which is expected 

to be long enough for the protein backbone and sidechain atoms to relax. Furthermore, unlike 

transporters, ion channels do not usually undergo large scale domain motions during the process 

of solute transport, since they undergo gating prior to solute transport [66]. Thus the use of weak 

restraints on CĮ atoms during the umbrella sampling is not likely to affect the dynamics in a 

significant way. 

 

An estimate of the rate of ion conduction can be made using the Arrhenius equation. An energy 

barrier of around 43 kcal/mol that is reported here suggests that the rate for the ion conduction to 

be several orders of magnitude lower than that estimated using the conductivity measurements 

previously reported by Mehnert et al. [28]. Thus, although the present study is able to 

qualitatively account for the weak channel activity of Vpu, it is not able to quantitatively 

reproduce the conductance reported in experiments. The difficulty in accurately reproducing 

experimentally determined conductances from the height of energy barriers derived from PMFs 

has been reported by Sansom and coworkers [65]. One factor that could lead to inaccuracies in 

the PMF is the non-polarizable nature of the force field used [47,48]. Apart from the protein, the 

polarizability of the water model is also greatly important, since the pore water molecules play a 

crucial role in stabilizing the ion inside the pore [47]. 

 

Another factor that could affect the quantification of properties of the channel is an inadequate 

representation (in simulations) of the conditions prevailing in electrophysiological experiments. 

Experimental channel recordings investigating selectivity in Vpu have been carried out under the 

application of a voltage [17,21,22,27,28]. It is likely that the presence of an electric potential 

brings about conformational changes in the channel, leading to different conductance states of 
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the channel. A possible approach for obtaining insights into these conductance states is to model 

the channel in the presence of a voltage. However, Vpu has been shown to exhibit a variety of 

conductance states even if a very small potential is applied [27]. Furthermore, the open time for 

the channel has been shown to be voltage-independent [27]. The factors leading to the 

occurrence of the different conductance states, therefore, are still not properly understood. It has 

been suggested that gating in the channel might be regulated by the lateral membrane pressure 

and the lipid composition [27]. Thus, an understanding of the different conductance states might 

be possible by modeling ion permeation through the channel in a number of phospholipid 

environments with varying lateral pressure. Further studies are necessary in understanding the 

role of applied external voltage on the structure and dynamics of Vpu, and the resultant changes 

in ion permeation thermodynamics/mechanism if any. 

 

4.4 Conclusions 

Free energy profiles for conduction of monovalent cations across the Vpu channel have been 

characterized using umbrella sampling free energy calculations. The calculations reveal 

reasonably high energy barriers for ion movement through the channel, owing to the highly 

hydrophobic environment of the pore. The high energy barriers suggest that ion transport across 

the pore is kinetically slow, making Vpu a weakly conducting channel. The weak ion conducting 

activity is consistent with experimental biophysical studies, and has been explained based on the 

free energy calculations and hydration properties. The energy barriers arise from the desolvation 

of the ion as it moves from bulk water to the middle hydrophobic region of the channel. The 

permeation of Na+ and K+ involves comparable energetic costs, explaining why the channel does 

not discriminate Na+ over K+. The results show that the Ser23 residue plays a role in ion channel 

activity by giving rise to a hydrophilic region in the pore, and by serving as a weak binding site. 

The possibility of multi-ion permeation has been investigated by computing the free energy as a 

function of the positions of two permeating ions. Results show that only one ion can pass at a 

time through the middle hydrophobic region of the channel. The mechanism proposed is able to 

account for the slow kinetics of ion transport across the channel, and it suggests a role for the 

hydrophobic stretch in controlling the kinetics of the process. 
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5 Modeling Structures of Helical Membrane Proteins 
 

5.1 Introduction 

Membrane proteins account for more than 60% of drug targets, with receptors and transporters 

being the major classes of proteins being targeted [1]. However, in spite of the overwhelming 

medical importance of these proteins, the structures of only a very small fraction of these 

proteins have been solved experimentally, owing to the difficulty in solubilizing and crystallizing 

membrane proteins [2,3]. Thus, the major challenge in drug design targeting this class of proteins 

is limited availability of solved structures. This has necessitated the use of computational 

approaches in modeling the structures of membrane proteins. 

 

χs far as structure is concerned, the two major classes of membrane proteins are Į-helical 

bundles and ȕ-barrels, of which the latter are less abundant [4]. Consequently, most 

computational approaches that have attempted at predicting the structures of membrane proteins 

have focused on Į-helical bundles. Brunger and coworkers modeled the structure of the 

pentameric protein phospholamban by combining a global search algorithm with mutagenesis 

data [5]. The structure of the pentamer was modeled using a two-body search as well as a 

pentamer search, and the structures from the two methods were found to be similar to each other. 

The use of the same search protocol together with simulated annealing was later applied on the 

glycophorin A (GpA) dimer [6]. A search protocol that optimizes the van der Waals interactions 

between the helices has been used to obtain models for GpA, neu/erbB-2, and phospholamban 

[7]. Conformational searches for transmembrane helices have also been performed in implicit 

membrane environments [8,9]. Generation of protein conformations in a implicit membrane 

environment using the Rosetta fragment assembly method has been a notable approach in 

membrane protein structure prediction [10]. 

 

Often, it has proved useful to incorporate available experimental information into the modeling 

protocol, thereby leading to the sampling of structures close to the native structure with a high 

probability. Kukol et al. have modeled the structures of the M2 proton channel from influenza A 

virus and the Vpu channel from HIV-1 by performing a molecular dynamics search guided by 
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the helical tilt angle value and the rotational pitch angle value, with the values for the two angles 

being obtained from site-directed infrared dichroism spectra [11,12]. The structure of GpA dimer 

has successfully been predicted using a potential smoothing algorithm, and thereby optimizing 

interhelical van der Waals interactions [13]. Symmetric homo-oligomers of phospholamban have 

been modeled by extensively searching the configuration space and taking into consideration 

only those structures that are consistent with NMR restraints [14]. Constraining helix-helix 

packing at contact sites identified from experiments or from sequence information has proven to 

be a useful approach in predicting structures of helical membrane proteins [15]. However, 

methods that incorporate experimental constraints are dependent on the availability of 

experimental information. 

 

Although homology models can often provide accurate atomistic models for a protein, they 

suffer from the limitation that they can be used only if a suitable structural template is available. 

A useful way of sampling the conformational space of helical assemblies is the use of classical 

molecular simulations, in particular Monte Carlo (MC) simulations and molecular dynamics 

(MD) simulations. Sampling of possible conformations using multiple independent MC 

simulations followed by filtering of structures based on symmetry has successfully been 

employed to model transmembrane helices [16]. Replica exchange MC simulations have also 

been shown to be a useful approach for helical bundles [17]. Using coarse-grained MD 

simulations (CG-MD), Sansom and coworkers have modeled the assembly of monomeric units 

of M2 to form a tetramer, where the structural features of the assembled tetramer were seen to 

resemble those of a closed state [18]. The transmembrane domains (TMDs) of p7 channel from 

hepatitis C virus have been assembled by following two different protocols: (1) simulated 

annealing with restrained molecular dynamics, and (2) protein-protein docking [19]. Yet another 

approach for assembling helices has been equilibration of the monomeric unit followed by 

systematic variation of the interhelical distance, the tilt angle (with respect to membrane normal), 

and the spin angle of the equilibrated monomer to obtain the oligomer [20]. Energetically stable 

states are then identified from among the sampled conformations. Fischer and coworkers have 

investigated the assembly of helical transmembrane domains in the proteins SARS 3a and HIV-1 

Vpu via two approaches: sequential assembly, in which the different helices are assembled one 

after the other, and simultaneous assembly, in which all helices are assembled together [21,22]. 
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A successful approach for modeling the oligomeric forms of transmembrane helices is the use of 

replica-exchange MD (REMD) simulations in an implicit membrane environment [23]. Implicit 

membranes are able to mimic the physical nature of the lipid bilayer by using a low dielectric 

slab for modeling the hydrophobic core [24,25]. Thus there are no explicit lipid or water 

molecules, and the computing cost is greatly reduced. Using REMD with an implicit membrane 

environment, Brooks and coworkers have been able to predict the structures of homo-oligomers, 

given that the number of monomeric subunits in the oligomer is known. It has also been possible 

to predict the oligomeric state of the protein Vpu from HIV-1 by initially sampling possible 

conformations of different oligomeric states of the protein using REMD, and then subjecting a 

few representative conformations to extensive simulations in an explicit lipid bilayer 

environment [26]. The study shows that the pentameric form of Vpu is the preferred oligomeric 

state, and thereby proposes a structural model for the pentameric channel. 

 

In modeling helical homo-oligomers, a critical factor that could affect the sampling of 

conformations and, consequently, the accuracy of the final model, is the orientation of the helices 

in the initial conformation for the simulation. The present study focuses on modeling the 

structures of transmembrane helices by optimizing the orientation of the hydrophilic residues in 

the helices. Two different approaches are then used on these oligomeric structures to sample 

possible conformations. Representative structures selected from among the sampled 

conformations based on geometric criteria are seen to be strikingly close to experimental 

structures. 

 

5.2 Methods 

The monomeric forms of the transmembrane domains (TMD) of influenza A M2 (M2), influenza 

ψ Mβ (ψMβ), and Erbψβ were generated by modeling the residues as an idealized Į-helix using 

the molecular modeling programs SYBYL7.2 (Tripos International, St. Louis, Missouri, USA; 

http://www.tripos.com) and Chimera [27]. The sequences of the three proteins are given in Table 

5.1. The helix was aligned along the z-axis, and then translated by an appropriate distance along 

the xy-plane (9.7 Å for M2 and 10.5 Å for BM2; the distance was chosen such that it was 

sufficient for the helices to rotate about their principal axis, while at the same time being able to 
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interact with neighboring monomers). To obtain a tetramer model for M2 and BM2, three images 

of the monomeric unit were generated by applying four-fold rotational symmetry about the z-

axis; the operation was performed using the IMAGE facility in the CHARMM program [28]. 

Tetrameric forms have been modeled here since previous experimental studies have shown M2 

and BM2 to be tetrameric [29-32]. Similarly, taking into account the known oligomeric state of 

ErbB2 [33], a dimeric form of the protein was modeled by applying two-fold symmetry about the 

z-axis (the distance of the centre of mass of a given monomer from the origin being 8 Å). The 

initial orientation of the residues of the Į-helices with respect to each other was chosen based on 

minimization of the exposed hydrophilic surface area of the oligomer (see Results and 

Discussion for more details on this approach). 

 

Table 5.1 Sequences of M2, BM2, and ErbB2 

Protein Sequence 

M2 SSDPLVVAASIIGILHLILWILDRL 

BM2 MLEPFQILSISSFILSALHFIAWTIGHLNQIKR 

ErbB2 SPLTSIISAVVGILLVVVLGVVFGILIKRRQ 

Abbreviations: M2: influenza A M2; BM2: influenza B M2 

 

With this initial conformation, two independent approaches were followed. In the first approach, 

a total of 15 independent simulations of the oligomer (with one real monomer and three image 

monomers) were carried out with different sets of initial velocities. Initially, the membrane was 

modeled in an implicit manner using the generalized Born model with a simple switching 

function (GBSW) [24,25]. The implicit membrane had a hydrophobic core of thickness 25 Å, 

and a smoothing region of thickness 0.5 Å was used on both sides of the hydrophobic core. Each 

simulation was performed for 6 ns, with the first 1 ns being regarded as equilibration period. 

Langevin dynamics was performed with a friction coefficient of 5 ps-1 for heavy atoms, and the 

temperature was maintained at 300 K. Structures from the last 5 ns of each trajectory were 

considered for clustering. The second approach was the use of REMD for sampling of the 

conformations in an implicit membrane environment. A total of eight replicas distributed 

exponentially over the range 300 K to 400 K were used, and exchanges were attempted every 1 

ps. Langevin dynamics was used, and the simulation was performed for 15 ns, so the simulation 

time including all the replicas was (15*8) = 120 ns. Conformations sampled in the last 10 ns for 
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the replica at the lowest temperature were considered for clustering. All simulations and analyses 

in the two approaches described here were performed with the CHARMM program using the 

CHARMM36 all-atom protein force field [28,34-36]. In these simulations, all pairwise 

nonbonded forces were calculated explicitly irrespective of the distance between the concerned 

atoms. Covalent bonds involving hydrogen atoms were constrained using the SHAKE algorithm 

[37]. The total sampling time including all the simulations from the two approaches is 

(90+120)*4 = 840 ns. 

 

For selecting a representative structure from the conformations sampled in the above two 

approaches, three geometrical features were considered: interhelical distance (the distance 

between a given monomer and its adjacent monomer), the tilt angle of a monomer with respect to 

the membrane normal, and the orientation angle of the hydrophilic residues in the 

transmembrane region of the protein. The protocol for selecting a representative structure was 

carried out separately for the above two approaches to obtain one representative structure for 

each approach. Structures were first filtered based on the above three parameters, and the filtered 

structures were then clustered on the basis of root mean square deviation (RMSD). The structure 

at the center of the largest cluster was chosen as the representative structure. A more elaborate 

discussion of the subtleties involved in the protocol can be found in the Results and Discussion 

section. 

 

The stability of the representative structures was tested by modeling them in an explicit 

membrane. For this, the individual monomer units of the protein were modeled explicitly rather 

than using images. The structure was first set up in a hydrated lipid bilayer of POPC molecules 

using the CHARMM-GUI Membrane Builder [38,39]. Equilibration was performed in the 

presence of positional restraints on the protein heavy atoms and planar restraints on the lipid 

headgroups, with the restraints being gradually reduced over a period of 375 ps. This was 

followed by 20 ns of simulation in the NPT ensemble without any restraints. Nonbonded 

interactions were truncated by using a smoothing function between 10 Å to 12 Å, and long range 

electrostatic interactions were calculated using the particle mesh Ewald method [40]. The 

SHAKE algorithm was used for constraining bonds involving hydrogens [37]. The simulations 

were performed using the NAMD program with the CHARMM36 protein force field, the 
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CHARMM36 lipid force field, the TIP3P water model and optimized parameters for ions [34-

36,41-44]. Structural snapshots were rendered using VMD [45]. 

 

5.3 Results and Discussion 

The first part of the Results and Discussion section illustrates the application of the method on 

the M2 protein. Extension of the method for modeling BM2 and ErbB2 is described thereafter. 

 

5.3.1 Assembling Į-helices based on the minimum unfavorable contacts approach 

Helices that span across the membrane have the majority of their exposed surface lying in the 

membrane hydrophobic core, and only the terminal region is exposed to the solvent on the two 

sides of the membrane. The TMDs in this study have been modeled such that the hydrophilic 

surface area on the exterior of the protein is minimized, thereby minimizing unfavorable contacts 

between hydrophilic residues and the hydrophobic core of the membrane. To achieve this, a 

monomeric unit was first aligned along the z-axis, and the solvent accessible surface area 

(SASA) of all residues was calculated. The SASA values were normalized with respect to the 

residue with the largest SASA (Trp41). Figure 5.1 (A) shows a polar plot depicting the 

orientation of the different residues in the monomer together with their sidechain SASA values. 

Hydrophobic residues are shown in red and hydrophilic residues in blue. The orientation shown 

for the residues is a projection of their sidechains in the xy-plane. The orientation angle for a 

residue is found out by calculating the angle formed between the x-axis and a line joining the 

center of mass of the helical backbone with the center of mass of the concerned residue. The 

length of the lines in the polar plot indicates the normalized SASA of the residue sidechains: the 

longer is the line, the larger is the SASA value. The terminal three residues on the two sides of 

the helix have been omitted in the figure (and in this analysis), since these lie in the bulk water 

region. Two hydrophilic residues can be seen in the figure: Ser31 and His37. It must be 

mentioned that His37 has been modeled in a neutral form here to model the channel in a 

deprotonated form. While Ser31 has a normalized SASA of 0.46, His37 has a normalized SASA 

of 0.85, meaning that the histidine has a much larger surface area. Ser31 and His37 lie on 

different faces of the helix, with the angle between the projections of the two residues in the xy-

plane being 113°. Figure 5.1 (B) shows an N-terminal view of the helix with the two hydrophilic 

residues. It can be clearly seen that the two residues are oriented in different directions. 
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Figure 5.1 (A) Polar plot showing the orientation and solvent accessible surface area of the residues in the M2 

monomer. The monomer has been aligned along the z-axis prior to the generation of the plot. Each residue is 

represented by a line, which is a projection in the xy-plane (the membrane plane) of a vector joining the center of 

mass of helical backbone with center of mass of the concerned residue sidechain. The SASA of all residues have 

been normalized with respect to Trp41, the residue with the largest surface area. The length of the lines in the plot 

indicates the normalized solvent accessible surface area of the residue sidechain. Hydrophobic residues are shown in 

red, and hydrophilic residues in blue. The terminal three residues on the two sides of a helix have been omitted in 

the figure. (B) N-terminal view of the helix showing the residues Ser31 and His37 in van der Waals representation. 

The angle formed between the projections in the xy-plane for the two residues is also shown. 

 

The monomer was then translated a distance 9.7 Å along the xy-plane, and three images of the 

monomer were generated by applying a four-fold rotational symmetry about the z-axis. The next 

step was to rotate the helices such that the hydrophilic surface area on the exterior of the 

oligomer was minimized. It is not possible to orient the helices in such a way that both the polar 

residues are buried in the interior, since the two polar residues lie on different faces of the helix. 

Between Ser31 and His37, histidine has a larger sidechain SASA, so the hydrophilic surface area 

for the exterior of the oligomer can be minimized if the histidine rather than the serine faces the 

interior. Thus the helices were rotated such that the center of mass of the histidine sidechain on a 

given helix lied on a line joining the center of mass of the helix with the center of mass of the 

entire oligomer. Figure 5.2 (A) shows a polar plot for the tetramer after orienting the helices, 

while Figure 5.2 (B) shows the corresponding structure of the tetramer with the different 

sidechains. As can be seen clearly, the contacts formed by the polar residues with the 

hydrophobic exterior (the membrane hydrophobic core) have been minimized. It must be 
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mentioned that it is possible to attain an energetically stable arrangement of the oligomer if such 

unfavorable contacts are minimized. Since the native state of a protein is usually more stable 

than most of the other possible conformational states, modeling a structure that has optimum 

stability in terms of the orientation of polar and nonpolar residues is likely to lead to the 

sampling of conformations that are very close to the native structure. It follows that an 

unfavorable arrangement of residues in the initial conformation could make it difficult to sample 

structures that are close to the native conformation, even if the method used for sampling 

conformations is a rigorous one. 

 
Figure 5.2 (A) Orientation and normalized solvent accessible surface area of the residues in the tetramer. The 

monomers are perpendicular to the xy-plane, and the four monomeric units lie in the four quadrants of the xy-plane. 

The tetramer has been generated by applying a four-fold rotational symmetry about the z-axis. The polar His37 

sidechain is seen facing the center of the oligomer. (B) Structure of the tetramer model corresponding to the 

arrangement shown in the polar plot. Hydrophobic sidechains are shown in red and hydrophilic sidechains in blue. 

The terminal three residues on the two sides of the helix have been omitted. 

 

It must be noted that oligomeric states other than the tetrameric form of M2 have not been 

modeled here, since M2 is known to be a tetramer [29,30]. Like most of the approaches 

described above for modeling oligomeric transmembrane helices (see Introduction), the approach 

used here takes into consideration the known oligomeric state of the protein. Furthermore, the 

oligomers have been modeled here using one real monomer and three image monomers, which 

are basically images of the real monomer generated by applying a four-fold rotational symmetry 
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about a central axis. The use of images preserves the symmetry of the tetramer about the 

principal axis. Such symmetry is characteristic of homo-oligomeric transmembrane helices, so 

the use of a constraint on the symmetry of the oligomer ensures that meaningful conformations 

are sampled. 

 

5.3.2 Multiple simulations and REMD 

The first approach employed for sampling conformations was the use of multiple simulations 

with different initial velocities. It has been shown that multiple short simulations that use 

different initial velocities are able to sample a greater variety of conformations compared to a 

single long simulation [46]. Sampling in a single brute-force simulation is likely to be confined 

to one energy well, and transitions between conformations are rare, owing to the difficulty in 

overcoming energy barriers. Performing a number of simulations with different initial velocities 

ensures that one moves on the potential energy surface in multiple directions, thereby making it 

possible to reach a number of local minima. 

 

Figure 5.3 shows the RMSD of the different conformations sampled in the 15 simulations with 

respect to the initial modeled structure. The RMSD varies from 2.5 Å to 6 Å in the different 

simulations. Such a broad range is indicative of extensive sampling of the conformational space. 

If one considers RMSD from individual trajectories, it can be seen that the RMSD is converged 

in most of the cases after the initial equilibration time. Thus, there are hardly any transitions from 

one conformation to another in a given trajectory. It follows that it is rather improbable that 

conformations from multiple energy minima would be sampled using a single long simulation of 

this kind. Evidently, the use of multiple simulations makes it possible to sample a greater region 

of conformational space than that accessible to a single simulation. 



 80 

 
Figure 5.3 RMSD of the conformations sampled in the fifteen simulations performed with different initial 

velocities. 

 

In an independent approach for sampling conformations, the same arrangement of the tetramer 

was subjected to REMD simulations. The use of REMD avoids the problem of getting entrapped 

in a local minimum, thereby allowing the sampling of a vast region of conformational space 

[23,47]. The RMSD of the structures attained converged values after the first 5 ns of simulation 

(Figure 5.4), so the conformations sampled in the last 10 ns were considered for further analysis. 

The RMSD is seen to fluctuate between two distinct conformations (one corresponding to 

RMSD values of about 3 Å, and the other corresponding to values of about 6.5 Å) during the last 

10 ns; this is accounted for later. 

 
Figure 5.4 Backbone RMSD of the conformations sampled for M2 over the course of 15 ns of REMD. 
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5.3.3 Geometry-based selection 

Three geometrical parameters were analyzed for the sampled conformations: interhelical 

distance, tilt angle of the helical axis with respect to membrane normal, and orientation angle of 

the His37 sidechain (which is defined as the angle formed by the center of mass of His37 

sidechain on a monomer i, the center of mass of the helical backbone of monomer i, and the 

center of mass of the helical backbone of all four monomers taken together). These three 

parameters satisfactorily describe the overall structure of a helical bundle, and have been shown 

to be important in a number of previous modeling approaches [16,20]. Conformations chosen for 

the analysis were from the last 5 ns of each trajectory in the multiple simulation approach, and 

the last 10 ns of the trajectory at the lowest temperature (300 K) in the REMD simulations. This 

gave a total of 75,000 structures from the first method and 10,000 structures from the second. 

Structures from the two approaches were analyzed separately. The values for these parameters 

have been calculated for only one of the four helices (or one out of four helical pairs, in the case 

of interhelical distance), since the values for the other three helices would be exactly identical to 

the first helix, as these three helices are images of the first helix. 

 

Figure 5.5 (A) shows the probability distribution of the interhelical distance from the multiple 

simulation approach and REMD. The distribution is broader in the case of REMD, which means 

that the helices are able to relax and adjust their distance from the neighboring helix, thereby 

making possible an extensive sampling of conformations. Figure 5.5 (B) shows the probability 

distribution of the tilt angle from the two approaches. Structures that have a left-handed 

arrangement of helices are assigned a positive tilt angle value, and those that are right-handed are 

given a negative value. Both approaches are able to sample left-handed as well as right-handed 

structures, although the number of right-handed conformations in the multiple simulation 

approach is rather small. As seen from the two distinct peaks, the REMD simulations are able to 

sample the two conformations almost equally, with a marginal preference for the left-handed 

structures (51.2% of structures being left-handed, as opposed to 48.8% right-handed structures). 

This means that the native structure could correspond to either of these two conformations. This 

is comparable to the sampling of both left-handed and right-handed conformations reported 

previously for the GpA homodimer and integrin Įllb/ȕγ heterodimer [48]. However, while the 

peak for left-handed structures is seen for conformations sampled from both the approaches, the 
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peak corresponding to the right-handed structures is almost negligible for the multiple simulation 

approach. This suggests a greater propensity of the structure to exist in a left-handed state, and it 

follows that the left-handed conformations are more likely to be closer to the actual structure. 

 

The His37 sidechain orientation angles for multiple simulations and REMD are shown in Figure 

5.5 (C). The orientation angle follows the spin of the His37 sidechain about the helical axis, with 

a value close to 0° suggesting that the sidechain faces the interior of the tetramer, and a value of 

90° suggesting that it lies in the interhelical interface. The histidine is seen to occur in a wide 

range of orientations in the REMD, indicating a thorough search of the conformational space. 

The vertex of the peak, however, occurs at almost the same position for the two approaches. This 

suggests that, although sampling of the conformational space is better in the case of REMD, the 

most probable structures from the two methods are similar. 

 
Figure 5.5 Probability distribution of (A) the interhelical distance, (B) the tilt angle, and (C) the His37 sidechain 

orientation angle for the structures sampled in the multiple simulation approach and REMD. Structures from the 

former approach have been chosen from the last 5 ns of each trajectory, and those from the latter have been chosen 

from the last 10 ns of the trajectory at the lowest temperature. 

 



 83 

Conformations that are sampled more frequently during the simulations are likely to be preferred 

conformations. If one considers the three geometrical parameters discussed above, the 

conformations occurring with high probability are the ones that lie in the high probability regions 

of the probability distributions for all the three parameters. Thus, for further analysis, 

conformations that had values of interhelical distance, tilt angle, and orientation angle lying in 

the range corresponding to the peak of the probability distribution for the respective feature were 

chosen. The range for a given structural feature was determined by considering the region of the 

distribution that had a probability value of greater than 4/5 of the maximum probability. The 

range of values of the three parameters from which the structures were filtered is summarized in 

Table 5.2. It is important to note here that structures that had values falling into the mentioned 

range for all the three parameters have been selected. Structures that did not have the desired 

value for any one of the three parameters were rejected. For the tilt angle probability distribution 

for REMD, conformations corresponding to the peak for left-handed structures were selected, 

since there is a greater propensity of the structure to exist in a left-handed state, as described 

above. Table 5.3 shows the number of conformations selected from each trajectory in the 

multiple simulation approach (the table also includes details about the simulations on BM2 and 

ErbB2, which are described later in this chapter). 

 

Table 5.2 Range of values of interhelical distance, tilt angle, and orientation angle from which the 

conformations were selected 

Protein Sampling method Interhelical 

distance (Å) 

Tilt angle (°) Orientation angle 

(°) 

M2 MS 10.0-10.5 11.5-16.0 23.5-26.0 

REMD 10.25-10.75 22.5-27.5 23.5-27.5 

BM2 model 1 MS 10.0-10.5 10.0-13.5 10.0-13.5 

REMD 10.45-10.95 10.0-16.0 12.0-20.0 

BM2 model 2 MS 10.4-10.9 11.0-16.0 32.0-36.0 

REMD 10.45-10.95 12.5-15.0 26.0-35.0 

ErbB2 MS 9.25-9.75 2.0-5.0 39.0-47.0 

REMD 9.1-9.6 1.5-3.5 37.5-49.5 

Abbreviations: MS: multiple simulations; REMD: replica exchange molecular dynamics; M2: influenza A M2; 

BM2: influenza B M2 
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Table 5.3 Number of conformations chosen for clustering from each trajectory in the multiple simulation 

method 

Simulation number M2 BM2 model 1 BM2 model 2 ErbB2 
1 1418 0 0 1143 

2 1040 687 0 0 

3 384 0 0 993 

4 1328 151 0 0 

5 1163 980 0 889 

6 1511 481 238 0 

7 1448 682 11 94 

8 1080 677 0 6 

9 1319 897 196 759 

10 0 0 0 813 

11 0 2 94 0 

12 0 1233 188 0 

13 1001 2001 1 551 

14 1522 1674 114 0 

15 872 0 389 0 

Total 14086 9465 1231 5248 

 

 

5.3.4 Clustering structures 

After the filtering step, there were 14086 structures from the multiple simulation approach and 

only 44 structures from the REMD approach. The selection of smaller number of structures from 

REMD can be attributed to the fact that the probability distributions for the three parameters are 

much wider in the case of REMD (Figure 5.5). Since the conformational sampling in the case of 

REMD is much more extensive, there are few structures lying in the desired range for the three 

parameters. The filtered structures were clustered on the basis of backbone RMSD. Structures 

from the multiple simulation approach gave a total of 11 clusters, and those from REMD gave a 

total of 3 clusters. While the largest cluster from the former approach had a total of 2644 



 85 

structures, the same from the latter approach had 16 structures. The structure lying at the center 

of the largest cluster was chosen as a representative structure for validation. Further details about 

the clusters obtained are shown in Table 5.4. 

 

Table 5.4 Clustering of conformations from the different trajectories 

Protein Sampling 
method 

Number of 
conformations 
selected for 
clustering 

Number of 
clusters 
generated 

Number of 
conformations in 
largest cluster 

Standard deviation 
from cluster center 
in largest cluster 
(Å) 

M2 MS 14086 11 2644 0.03 

REMD 44 3 16 0.08 

BM2 

model 1 

MS 9465 9 2182 0.03 

REMD 16 6 5 0.10 

BM2 

model 2 

MS 1231 8 275 0.05 

REMD 18 3 11 0.08 

ErbB2 MS 5248 5 1650 0.04 

REMD 400 5 112 0.04 

Conformations have been clustered on the basis of RMSD. The radius of a given cluster was set at 0.25 Å. 
Abbreviations: MS: multiple simulations; REMD: replica exchange molecular dynamics. 
 

5.3.5 Representative structures and their validation 

The structure and orientation of residues in the representative structures are shown in Figure 5.6 

(A,B). The histidine residue is seen to face the pore, which is a characteristic feature of the 

closed state of M2. A similar structural model was proposed previously by Sansom and 

coworkers [49]. The accuracy of the representative structures from the two approaches was 

tested by comparing these structures with an experimental structure of the channel (PDB code: 

2L0J), which is an NMR structure further refined using MD simulations in the presence of 

symmetry restraints [50]. Being symmetric, this experimental structure is ideal for validating the 

predicted structural models for M2. While the representative structure from multiple simulations 

differed from the experimental structure by a backbone RMSD of 2.76 Å, the structure from 

REMD differed by only 1.91 Å. The remarkable similarity between the representative structures 

and the experimental structure can be seen in Figure 5.6 (C), which shows structural 

superposition of the representative structures on to the experimental structure. It must be noted 
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that only the TMD of the experimental structure has been considered in performing the 

superposition and calculating the RMSD. To further test the accuracy of the predicted structures, 

contacts between adjacent helices were investigated. Figures 5.7 (A), (B), and (C) show 

interhelical contact maps for the experimental structure, and the predicted structures from the 

two approaches, respectively. The maps show the distance between the residues on a given 

monomer and the residues on the adjacent monomer. The maps are shown for a single helix pair, 

since all helix pairs are identical in the tetramer, which is rotationally symmetrical about the 

principal axis. The three maps are strikingly similar to one another, suggesting that the same 

residues form the interhelical interface in the three structures. Notably, the close contact between 

Ala30 and Ser31, and that between Ile33 and Ile35, is conserved in all the three structures. 

 
Figure 5.6 (A) Polar plots showing the orientation of residues in the representative structures obtained from the 

multiple simulation approach (above) and REMD (below). (B) Structure of the representative models with the 

hydrophilic residues shown in blue and hydrophobic residues in red. (C) The predicted structure from the multiple 

simulation approach (above) and the REMD approach (below) overlaid with the experimental structure. The 

predicted structure is shown in mauve and the experimental structure in gray. 
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Figure 5.7 Validation of the predicted structures. Contact maps for (A) the experimental structure, (B) the 

representative structure from the multiple simulation approach, and (C) the representative structure from the REMD 

approach. The contact maps show distances between residues on a given monomer i and its adjacent monomer i+1. 

(D,E) RMSD with respect to the experimental structure of the representative structures from the multiple simulation 

approach and REMD, respectively. 

 

The stability of the predicted structures was tested by modeling them in a fully solvated lipid 

bilayer environment. Figures 5.7 (D) and (E) show the backbone RMSD with respect to the 

experimental structure for the structures obtained from the multiple simulation method and 

REMD, respectively. The structure from the former method is seen to equilibrate within the first 

5 ns. In fact, upon equilibration in the bilayer, the structure is further closer to the experimental 

structure, as indicated by the slight fall in RMSD. The structure from the REMD method, on the 

other hand, is quickly equilibrated, and it retains its RMSD difference of close to 2 Å with 

respect to the experimental structure. The RMSD results validate the stability of the structures in 

an explicit membrane. The structures are seen to retain their helicity throughout the simulations, 

and the orientation of the hydrophilic residues remains reasonably stable (data not shown). 
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5.3.6 Influenza B M2 

The minimum unfavorable contacts approach was then applied on the BM2 protein. BM2 differs 

greatly from M2 in terms of the number of hydrophilic residues present in the TMD, and is 

therefore a suitable system for critically evaluating the validity of the approach. While M2 has 

only two hydrophilic residues in its TMD, BM2 has as many as ten hydrophilic residues (this is 

without consideration of the terminal three residues on the two sides of the TMD, which 

correspond to the solvent/lipid headgroup region). Figure 5.8 (A) shows a polar plot for the 

monomeric form of BM2 depicting the orientation angle and normalized SASA for the residues 

in the TMD. The residues Ser11 and Asn29 lie on a face of the helix that has very few 

hydrophilic residues, so this face is not likely to face the interior of the channel. The opposite 

face of the channel, on the other hand, has a number of hydrophilic residues. To ensure that the 

maximum possible hydrophilic surface area of the channel is buried, ―clusters‖ of hydrophilic 

residues were identified. A cluster of hydrophilic residues was defined by selecting those 

residues on the polar plot that that lied within a cutoff angle of 90°. Two possible clusters were 

identified in this way: one with His19, Ser12, Gln30, Ser16, Ser9, and His27, and the other with 

Ser16, Ser9, His27, Thr24, and Gln6. Adding up the normalized SASA for the residues 

constituting the former cluster gives a total surface area of (0.78+0.35+0.69+0.41+0.28+0.47) = 

2.98, and those for the latter cluster give a total of (0.41+0.28+0.47+0.33+0.53) = 2.02. Since the 

former cluster has higher surface area, residues belonging to this cluster were made to face the 

interior of the protein. Figure 5.8 (B) shows the location of the residues belonging to the cluster 

with the largest surface area on a monomeric form of BM2. The helices were orientated such that 

the centre of mass of the hydrophilic cluster on a given helix lied on a line joining the center of 

mass of the helix with the center of mass of the entire oligomer. Figure 5.8 (C) shows the 

orientation and normalized SASA of residues after orienting and assembling the monomeric 

forms to get a tetramer, while Figure 5.8 (D) shows the actual structure of this model. This model 

shall be referred to as ―model 1‖. 
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Figure 5.8 (A) Orientation and normalized SASA of the residues in the BM2 monomer. (B) Residues forming part 

of the hydrophilic cluster with the highest SASA in the monomer. (C,D) Orientation and structure of first BM2 

model. (E,F) Orientation and structure of second BM2 model. 
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An alternate model for the BM2 tetramer was generated by defining a cluster of hydrophilic 

residues on the polar plot as one that contained residues that form an angle of less than 45° 

between them (as opposed to 90° for the previous model). A cluster formed by His19, Ser12, 

Gln30, and Ser16 had the highest surface area among all the possible clusters. A tetramer model 

was therefore generated that had these four residues facing the interior. The orientation and 

structure of this model is shown in Figures 5.8 (E) and (F). This model shall be referred to as 

―model β‖. 

 

Both the models were subjected to the two conformational sampling methods by following the 

protocol described previously for influenza A M2. Probability distributions for the interhelical 

distance, tilt angle, and the orientation angle of the concerned hydrophilic cluster are shown in 

Figure 5.9 (the orientation angle of a hydrophilic cluster on a given monomer was calculated by 

determining the center of mass of all the residue sidechains in the cluster taken together. The 

angle between the center of mass of the hydrophilic cluster, the center of mass of the concerned 

monomer, and the center of mass of the entire oligomer gave the orientation angle). The figures 

on the left side correspond to model 1, and the figures on the right correspond to model 2. In 

general, the distributions for conformations sampled using the multiple simulation approach are 

unimodal, while the distributions for REMD are bimodal. Similar to the observation for M2, two 

distinct conformations of BM2 are seen in the REMD simulations. Another important 

observation is that, the probability distributions for the two BM2 models differ from each other 

in terms of the location of the peaks, suggesting that the conformations sampled from the two 

BM2 models are different. This shows that the initial orientation of the residues is a major factor 

in determining which conformations are finally sampled. 
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Figure 5.9 Probability distributions for the structural parameters over the course of the two sampling approaches 

applied to BM2. (A,B) Interhelical distance for the two models. (C,D) Tilt angle for the two models. (E,F) 

Orientation angle of the hydrophilic cluster for the two models. In calculating the orientation angle for a hydrophilic 

cluster, the center of mass of the hydrophilic cluster was determined by considering the sidechains of all the residues 

in the cluster taken together. 

 

Upon following the clustering method described earlier, four representative structures were 

obtained for BM2: two structures each for the two BM2 models (one for multiple simulation 

approach and one for REMD). The RMSD of the representative structures with respect to an 
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experimental structure of BM2 (PDB code: 2KIX) [32] are as follows: 4.04 Å (from multiple 

simulations) and 3.51 Å (from REMD) for the structures obtained from model 1, and 3.64 Å 

(multiple simulations) and 4.76 Å (REMD) for the structures obtained from model 2. The 

representative structures are thus reasonably close to the experimental structure. Figure 5.10 (A) 

shows the predicted structures obtained from model 1; most of the hydrophilic residues (colored 

blue) are seen to face the pore. Figure 5.10 (B) shows the two predicted structures obtained from 

model 1 superposed with the experimental structure, and Figure 5.10 (C) shows contact maps for 

the experimental structure and the two predicted structures. The predicted models are seen to 

resemble the experimental structure both in terms of the structure of the backbone, and in terms 

of the contacts formed by the residues at the interhelical interface. For evaluating the stability of 

the predicted structures, the two structures obtained from model 1 of BM2 were subjected to 

equilibration in an explicit bilayer environment. Figure 5.10 (D) shows the RMSD of the two 

structures with respect to the experimental structure over the course of the equilibration. Both the 

structures are seen to retain their integrity in an explicit membrane. In fact, the structures are 

seen to be closer to the experimental structure after the equilibration. This suggests that 

equilibration in an explicit lipid bilayer could be used for refining the structures obtained after 

the clustering step. 
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Figure 5.10 (A) The two predicted structures obtained from BM2 model 1. The structure on the left is from the 

multiple simulation approach, and the structure on the right is from REMD. (B) The two predicted structures aligned 

with the experimental structure. (C) Contact maps for the experimental structure (left), the predicted structure from 

multiple simulation approach (center), and the predicted structure from REMD approach (right). (D) RMSD of the 

two predicted models with respect to the experimental structure over the course of equilibration in explicit 

membrane environment. 

 

5.3.7 ErbB2 dimer 

The two proteins for which the structure has been successfully predicted are tetramers. To 

investigate if the method is applicable to a protein belonging to a different class of membrane 

proteins, and existing in a different oligomeric state, the dimeric form of the receptor tyrosine 

kinase ErbB2 was modeled. Only the TMD of the protein has been considered here, and the 

cytoplasmic domain has been omitted. A structure with minimum exposure of the hydrophilic 

residues to the hydrophobic core of the membrane was modeled by orienting the helices such 
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that the residues Thr652 and Ser656 were buried in the interior (Figure 5.11 (A, B)), and this 

structure was subjected to the two conformational sampling methods. The probability 

distributions for the interhelical distance, tilt angle, and orientation angle of the hydrophilic 

cluster are shown in Figure 5.11 (C, D, E). It must be mentioned that the analysis for the tilt 

angle of the helices in ErbB2 does not account for left-handedness and right-handedness, since it 

was not possible to determine the handedness of a number of sampled conformations, owing to a 

kink in the middle of the helix (data not shown). All tilt angle values therefore carry a positive 

sign. The probability distributions for the two sampling approaches are seen to be similar to each 

other for ErbB2, unlike M2 and BM2. Clustering of the structures from the two approaches gave 

two representative structures that differed from an experimental structure of the protein (PDB 

code: 2JWA) [33] by RMSDs of 5.68 Å (multiple simulations) and 5.70 Å (REMD). A 

superposition of the predicted structures with the experimental structure is shown in Figure 5.11 

(F). The predicted structures differ from the experimental structures in that they possess a kink in 

the middle of the helix, which is absent in the experimental structure. Furthermore, the tilt angles 

of the helices in the predicted structures are different from the experimental structure. 
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Figure 5.11 (A) Orientation of residues in the initial dimer model for ErbB2. (B) Structure of the model. (C,D,E) 

Probability distributions of interhelical distance, tilt angle, and orientation angle of hydrophilic cluster, respectively, 

during the multiple simulations and REMD for ErbB2. (F) Predicted structures (mauve) overlaid with experimental 

structure (gray). The structure on the left is from multiple simulations, and the one on the right is from REMD. 
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5.3.8 Alternative models for ErbB2 

The fact that the predicted structures for M2 and BM2 are closer to the experimental structure 

than that for ErbB2 suggests that the minimum unfavorable contacts approach works better for 

channel-like proteins than for receptors. Since channel-like proteins usually have a hydrophilic 

pore, they are expected to possess a number of hydrophilic residues facing the interior of the 

channel. Thus, optimizing the orientation of the residues such that a maximum number of 

hydrophilic residues face the interior is likely to provide an optimized starting conformation. On 

the other hand, receptors may not necessarily possess hydrophilic residues in the interhelical 

interface. This suggests a need for improvements in the unfavorable contacts approach for 

modeling these classes of proteins. One important factor that could be considered is the 

orientation of the hydrophobic residues. Apart from ensuring that the contact between 

hydrophilic residues and the hydrophobic lipid tails is minimized, the unfavorable contacts 

approach could be modified to optimize the contacts formed by hydrophobic residues with one 

another, and with the hydrophobic core of the membrane. 

 

An alternative approach was employed to assemble the ErbB2 dimer, and this involved 

optimizing hydrophobic packing in the interhelical interface of the dimer, as shown in Figure 

5.12 (A). The optimized dimer was subjected to multiple simulations using the protocol 

described before. Figure 5.12 (B) shows the RMSD of the structures sampled during these 

simulations with respect to the experimental structure. It can be seen that the sampled structures 

are not very close to the experimental structure in any of the simulations. Visual inspection of 

these structures revealed that they do not possess the kind of helical tilt that is seen in ErbB2. 

Since helical tilt arises from hydrophobic mismatch between the protein and the membrane, it 

follows that the modeling approach is not able to accurately capture the effect of hydrophobic 

mismatch for dimeric proteins like ErbB2 (the tilt predicted for the tetrameric M2 and BM2 was 

close to the that predicted by experiments). This necessitates modifications in the approach for 

dimeric proteins, which have a relatively large surface area exposed to the membrane/solvent 

compared to the higher oligomeric forms. The use of restraints in determination of experimental 

structures, for example, the use of intermonomeric distance restraints in solving the structure of 

ErbB2 [33], could be another reason why this approach does not work for ErbB2. 
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Figure 5.12 (A) Orientation of residues in the ErbB2 model with optimal hydrophobic packing. (B, C) Backbone 

RMSD of the sampled structures with respect to the experimental structure during the multiple simulations. Each 

line in the graph corresponds to an independent simulation. While (B) shows the simulations that were performed 

without an initial tilt, (C) shows the simulations that were performed with an initial tilt in the structure. 

 

In order to overcome the limitations described above, yet another structural model was 

developed for ErbB2. A monomeric form of the protein was initially equilibrated in an implicit 

membrane for 5 ns, and the average of the tilt angle observed for this monomer over the last 4 ns 
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of simulation was used as the initial tilt angle for the dimeric form. Thus, the dimer was 

assembled by first orienting the individual monomers such that they have the orientation shown 

in Figure 5.12 (A), followed by assigning them the tilt estimated from the monomer simulation. 

This dimer model was subjected to mulltiple simulations, and the RMSD of the sampled 

structures with respect to the experimental structure is shown in Figure 5.12 (C). The sampled 

structures are close to the experimental structure in only one out of the 15 simulations. Although 

there are a greater number of sampled structures resembling the experimental structure compared 

to the simulations on the previous two models for ErbB2, the method still does not work well for 

the protein. The difficulty in modeling ErbB2 might be due to the lower interhelical contact area 

seen in dimers compared to higher oligomeric forms. Since the modeling approach works by 

optimizing contacts, it does not work well for proteins that have a less pronounced interhelical 

contact area. It would be noteworthy to apply the method on bigger receptor proteins like G 

protein-coupled receptors (GPCRs), which have significantly higher interhelical contacts. 

 

5.3.9 Control simulations to test the minimum unfavorable contacts approach 

The structure modeling approach described above is able to predict the structures of channels 

reasonably well. A major step in the modeling is determining the initial orientation of the 

transmembrane helices with maximum hydrophilic surface area buried in the interior. In order to 

test whether this step indeed plays a major role in the outcome of the approach, control 

simulations were performed where the maximum hydrophilic surface area was exposed to the 

hydrophobic exterior rather than the interior. Figure 5.13 (A) shows the model for M2, which has 

the His37 residue oriented such that it completely faces the membrane. Multiple simulations 

were performed on this model, followed by filtering and clustering to obtain the predicted 

structure. The predicted structure is shown overlaid with the experimental structure in Figure 

5.13 (B). Although the predicted structure and experimental structures differ by a backbone 

RMSD of 4.77 Å, there is a notable difference in the orientation of the functionally important 

His37 residue. The residue faces the exterior in the predicted structure, which would prevent it 

from playing a role in the proton conduction activity of the channel. This reaffirms the role of the 

contact optimization step in providing more accurate structural models. 
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Figure 5.13 (A) Polar plot for the M2 model with maximum hydrophilic surface exposed to the exterior. (B) The 

predicted structure (in mauve color) overlaid with the experimental structure (gray). The His37 residues are shown 

in licorice representation. 

 

5.4 Conclusions 

The study suggests a novel protocol for modeling the initial structures of transmembrane helices 

prior to the use of any conformational sampling approach, using the influenza A M2 protein, 

influenza B M2 protein, and the receptor kinase ErbB2 as model systems. The helices have been 

oriented so that unfavorable contacts of the hydrophilic residues with the hydrophobic membrane 

environment are minimized. Starting from this initial structure, two approaches have been used 

for sampling the conformational space of the protein. The first method involves the use of 

multiple simulations with different initial velocities, while the second uses REMD. The sampling 

in both the approaches was performed in an implicit membrane environment to mimic the nature 

of a lipid bilayer. Conformations sampled from the two approaches have been filtered on the 

basis of three geometrical parameters: interhelical distance, tilt angle, and spin angle. For 

influenza A M2 and influenza B M2, representative structures selected from among these filtered 

structures are remarkably close to experimental structures, as indicated by RMSD and 

interhelical contact profiles. Furthermore, the stability of the predicted structures has been tested 
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in an explicitly hydrated lipid bilayer. The fact that there is a close resemblance of the 

representative structures obtained from the two approaches with the experimental structure 

suggests that the initial arrangement of the hydrophilic residues makes possible the sampling of 

conformations close to the native state, irrespective of the methodology used for sampling 

conformations. On the other hand, the predicted structure for ErbB2 differs from the 

experimental structure in terms of a kink and the helical tilt angle, suggesting that the method 

works better for channel-like proteins than for receptors. A possible reason why the predicted 

structures for the dimeric ErbB2 are different from the actual experimental structure could be the 

less pronounced interhelical contact area seen in dimeric membrane proteins. Since a 

fundamental step in this modeling approach is optimization of contacts, it works best when there 

is considerable interhelical contact. 
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6 Ion Conduction through the p7 Channel 
 

6.1 Introduction 

Ion channels in cell membranes provide passages that are conducive for ion transport across the 

otherwise hydrophobic membrane, while at the same time ensuring that only certain specific ions 

are able to pass [1,2]. These channels exhibit differences in their conduction rates and selectivity, 

and molecular simulation studies have shown that different channels possess different 

mechanisms governing conduction and selectivity [3-6]. An ion channel that has drawn attention 

is the cation-selective p7 viroporin from hepatitis C virus [7-10], owing to its role in the 

propagation of the virus [11-13]. Several experimental and theoretical studies to resolve the 

structure of p7 have been reported. A number of nuclear magnetic resonance (NMR) 

spectroscopy studies have shown that the transmembrane region of the protein is primarily made 

up of Į-helices [14-18]. The protein is a double-pass transmembrane protein, with the two 

transmembrane segments linked by a loop region [15-17]. The loop region allows the two 

transmembrane segments to orient with respect to each other, thereby providing flexibility to the 

protein [15]. Attempts to generate a model for the oligomeric form of the protein have been 

made in a number of molecular modeling studies [19-22]. 

 

A couple of recent studies have reported an unusual structure of the channel, making the channel 

an attractive system for investigating ion permeation [23-25]. The channel is seen to be a flower-

shaped hexamer, with each monomer consisting of three Į-helices [23], as shown in Figure 6.1 

(A) (PDψ code: βM6X). The first two Į-helices from each monomeric unit form the pore, while 

the third helix faces the membrane. As far as intramolecular contacts are concerned, contacting 

interfaces identified from the oligomeric models of the protein differ from those identified in the 

monomeric structures of the protein. While the structure for the monomeric form shows contacts 

between the second and third helices on a given monomer [15], the oligomeric form shows the 

third helix of a given monomer i forming contacts with the second helix of the i+2 monomer and 

first helix of the i+3 monomer [23]. This suggests that intramolecular interactions that stabilize 

the monomeric form of the protein are different from those that stabilize the oligomeric form. 

The entrance of the pore has a ring of arginine residues, and is followed by a hydrophobic stretch 



 105 

made of W21, L24, and L28 (Figure 6.1 (B)). There is a hydrophilic stretch further inside the 

pore, and a ring of isoleucine residues at the exit of the pore. 

 
Figure 6.1 (A) The hexameric p7 channel shown with three helices from one of the monomers in different colors. 

(B) The pore radius shown with approximate positions of the pore-lining residues occurring at the corresponding 

regions. 

 

Although an electrophysiology study proposed that the histidine residue at position 17 is pore-

lining [26], based on the sensitivity of the channel towards pH, the recent NMR structure of the 

oligomeric form shows that this histidine partly faces the membrane, and partly the 

intermonomer interface [23]. This suggests that p7 is capable of ion conduction irrespective of 

the protonation state of the histidine; in fact, a number of studies have demonstrated the ion 

channel activity of p7 at a pH of about 7.4, which is close to neutral [9,10,15,23,27]. The channel 

activity of the protein has been shown to be blocked by adamantane derivatives in a number of 

studies [23,28-30]. The binding of adamantane derivatives to the membrane-facing side of the 

channel causes conformational changes, leading to a closed state [23]. Since the binding occurs 

close to the pore-lining Trp21 residue, it follows that proper orientation of the tryptophan residue 

is important in the conduction process. Ion transport through the channel is hypothesized to 

proceed from the wider intracellular side to the narrower extracellular side [23]. The channel is 

more selective toward monovalent rather than divalent cations [10], and the mechanism via 

which the channel achieves this selectivity remains elusive. 
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Umbrella sampling free energy calculations are invaluable for obtaining atomistic detailed 

insights into mechanisms that render selectivity to ion channels [3,4,31-35]. Typically, it is seen 

that the conduction of certain specific ions is carried out swiftly in a concerted fashion, while 

prohibiting the permeation of other ions. Roux and coworkers were the first to study multi-ion 

permeation using umbrella sampling simulations, and they showed that ion conduction through 

the K+-selective KcsA channel proceeds via an ion-ion knock-on [3]. A very recent study 

showed that knock-on in K+ channels proceeds via direct interactions between the ions, rather 

than via bridging water molecules [36]. The present study uses umbrella sampling molecular 

dynamics simulations to model both single ion and two ion permeation through the p7 channel. 

While the single ion permeation study identifies a hydrophobic barrier as a significant factor in 

determining the selectivity and kinetics of ion transport through the channel, the two ion 

permeation study provides a concerted mechanism of ion transport, where knock-on between 

ions makes possible a continuous flow of ions across the pore. 

 

6.2 Methods 

 

6.2.1 Single ion permeation 

All molecular dynamics (MD) simulations reported here were carried out using the NMR 

structure of the p7 channel with PDB code 2M6X [23]. The channel was modeled in a hydrated 

bilayer of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) molecules using the 

CHARMM-GUI Membrane Builder [37,38] such that the axis of the pore was aligned along the 

z-axis, resulting in a system with a total of 68092 atoms. All the histidine residues in the protein, 

including the pore-lining His31, were modeled in a neutral form. His31 was not protonated in 

spite of being a pore-lining residue, since it has been suggested that the residue is not involved in 

pH sensing [15,39,40], and additionally His31 is very close to Arg35 (see Figure 6.1 (B)). 

Initially, equilibration of the system was performed in the presence of positional restraints on the 

protein heavy atoms and planar restraints on lipid headgroups to preserve their planar 

arrangement. The restraints were gradually reduced to zero over a period of 1 ns, with the NVT 

ensemble being used initially (50 ps with 1 fs timestep) followed by MD simulations in the 

NPAT ensemble (950 ps with 1 fs time step initially and 2 fs later). This was followed by 10 ns 

of equilibration in the NPAT ensemble without any restraints, using a timestep of 2 fs. The 
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results of this MD simulation were used for generating the initial structures for umbrella 

sampling. Lennard-Jones interactions were truncated by using a switching function between 10 

Å and 12 Å, and long range electrostatic forces were computed using the particle mesh Ewald 

method [41]. The SHAKE algorithm was used to constrain the length of covalent bonds 

involving hydrogen atoms [42]. Langevin dynamics was employed to maintain the temperature 

at 303.15 K. 

 

The structure obtained at the end of the above simulation was used as the initial structure for the 

umbrella sampling simulations, which used the position of the ion along the axis of the pore as 

the reaction coordinate. Two independent sets of calculations were performed for investigating 

the transport of K+ and Ca2+ ions through the channel. Configurations with the concerned ion 

occurring at different positions were generated by replacing a water molecule occurring at the 

respective position with the concerned ion. The structures thereby generated were used as the 

initial configurations for the different windows in the umbrella sampling, and a harmonic 

potential with force constant 10 kcal mol-1 Å-2 acting on the z-coordinate of an ion was used. 

During these simulations, other ions were excluded from the pore region using a repulsive 

potential with force constant 10 kcal mol-1 Å-2. For windows corresponding to the ion being 

present in bulk water, a cylindrical restraint with radius 8 Å and force constant 10 kcal mol-1 Å-2 

was used to restrict the motion of the ion in the xy-plane. The drifting of the protein was 

restricted by applying a positional restraint (force constant 10 kcal mol-1 Å-2) on its center of 

mass. The other simulation parameters used during the umbrella sampling calculations were the 

same as those used during the equilibration simulations described above. Each window was 

simulated for 1.1 ns, with the first 100 ps being considered as equilibration period. A total of 129 

windows were sampled, so the cumulative simulation time was (1β9*1.1) ≈ 14β ns each for K+ 

and Ca2+. 

 

The weighted histogram analysis method (WHAM) [43-45] was used to compute the potential of 

mean force (PMF) for the transport of the ion along the reaction coordinate using the relations 

described in Chapter 1. For calculating 2D-PMFs with respect to the position, z, of the ion along 

the pore axis and the distance r of the ion from the pore axis, histograms were computed for 

different values of r corresponding to a given value of z. The probabilities ȡ(r; z) thus obtained 
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were used to calculate the free energy given by –RT ln ȡ(r; z), to which a constant C was added 

to ensure that the minimum value of the term for a given value of z was zero. The 1D-PMF, 

Ai(z), for a given position on the pore axis was then used to compute the PMF for different values 

of r using the relation 

( , ) ( ) ln ( ; )i iA z r A z RT r z C           (6.1) 

This gave a 2D-PMF as a function of z and r. The bin size used was 0.1 Å for z and 0.5 Å for r. 

Similarly, a 2D-PMF as a function of z and the hydration number was calculated using bin size 

0.1 Å for z and 1 for hydration number. 

 

All simulations were performed using the NAMD program [46], with the CHARMM36 all-atom 

protein force field [47-49], the CHARMM36 all-atom lipid force field [50], optimized 

parameters for ions [51], and the TIP3P water model [52], and all trajectory analysis was 

performed using the CHARMM program [53]. Molecular images were rendered using the Visual 

Molecular Dynamics (VMD) program [54], and pore radii measurements were performed using 

the HOLE2 program [55]. 

 

6.2.2 Two ion permeation 

The equilibrated structure obtained above was used to perform umbrella sampling simulations to 

model two ion permeation. Two ions (two K+ or two Ca2+) were placed in the pore region, and, 

for every position of a given ion along the pore axis, windows corresponding to different 

separations between the two ions were defined. Hence, the two dimensional PMF profiles that 

are calculated are with respect to the position of upper ion, and the separation between the two 

ions as the reaction coordinates (see later). The separation between the two ions was defined as 

the z-axis component of the distance between the two ions (the pore is aligned along the z-axis). 

A total of 43 x 9 = 387 windows each were sampled for K+ and Ca2+, with the separation 

between the two ions in the pore varying from 4 Å to 12 Å (at intervals of 1 Å). A harmonic 

potential of force constant 10 kcal mol-1 Å-2 was applied on the two ions to restrain their position 

along the reaction coordinates, and the entry of other ions into the pore region was prevented by 

applying a repulsive force with force constant 20 kcal mol-1 Å-2. For windows corresponding to 

the ion in bulk water, a cylindrical restraint of radius 8 Å was applied to restrict the lateral 
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displacement of the ion. A restraint with force constant 10 kcal mol-1 Å-2 was applied on the 

center of mass of the protein to prevent an overall drifting. 

 

Each window was sampled for 400 ps, with the first 100 ps being regarded as equilibration 

period, so that the total simulation time was ~ 155 ns each for K+ and Ca2+. The simulations were 

performed in the NPAT ensemble, with the position of the ion being saved every 0.2 ps, and that 

of the system being saved every 2 ps. The other simulation parameters were the same as those 

used in the single ion permeation study. The free energy profile for two ion permeation was 

calculated using the 2D-WHAM implementation of the WHAM program, which reads a 

distribution of the positions along the pore axis of the two ions [43-45]. 

 

The minimum free energy path (MFEP) for the permeation of two ions through the channel was 

calculated using a smoothening algorithm, which is described as follows. For every bin along the 

first reaction coordinate (position of upper ion along pore axis), the minimum energy 

configuration was identified among all configurations along the second reaction coordinate 

(separation between two ions). Following this, all configurations that had an energy difference of 

less than 0.5 kcal mol-1 relative to the minimum energy configuration for this bin were extracted. 

Among these extracted structures, a configuration was assigned as being a part of the MFEP such 

that, in moving from one bin along the first reaction coordinate to the adjacent bin, the change in 

the separation between the two ions is a minimum. 

 

6.2.3 Two ion permeation with one-dimensional umbrella sampling 

A different set of two ion permeation studies were performed with a restraining potential on only 

one of the ions. These simulations were designed to verify the transport mechanism inferred 

from the above two-dimensional umbrella sampling studies, which employed restraining 

potentials on both the ions. The system with two Ca2+ ions in the pore was chosen for this 

investigation, since both the hydrophobic barrier and the knock-on phenomenon would be more 

pronounced in the case of the doubly charged Ca2+ ion. All the windows in the simulations had a 

separation of 4 Å between the two ions in the initial configuration, and a positional restraint with 

force constant 10 kcal mol-1 Å-2 was applied on the ―lower‖ ion (see later), while allowing the 
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other ion to move freely. All other simulation parameters were the same as those in the two-

dimensional umbrella sampling. 

 

6.3 Results and Discussion 

 

6.3.1 Ion permeation might be controlled by short hydrophobic stretches in the pore 

Pore radii calculated along the whole stretch of the channel (Figure 6.1 (B)) based on average 

structures obtained from equilibration simulations (of the above mentioned crystal structure) 

indicate a wider pore compared to typical ion channels. It can be seen that the C-terminal side 

lined by a ring of Arg35 residues at the entrance is broader than the N-terminal side. The middle 

region of the channel includes a hydrophobic stretch comprising of two leucine residues (Leu24 

and Leu28) and a tryptophan residue (Trp21) from each of the six monomeric units of the 

protein. Another relatively shorter hydrophobic region is formed by Ile6 near the N-terminal end. 

The narrowest region of the channel occurs around Asn9 and Ile6 followed by another 

constriction around the hydrophobic stretch in the middle of the pore (around Leu24 and Trp21). 

These two constrictions may possibly play a crucial role in the ion conduction mechanism. 

Overall, p7 has a wide pore with a largely hydrophilic environment, a feature that is expected to 

make it a strong ion-conducting channel. 

 

6.3.2 Free energy profiles suggest p7 to be more permeable towards K+ than Ca2+ 

Potential of mean force (PMF) profiles for the conduction of K+ and Ca2+ ions through the pore 

are shown in Figure 6.2. The left to right hand side in the figure corresponds to the movement of 

the ion from the C-terminal to the N-terminal side. The qualitative features of the two free 

energy curves corresponding to the permeation of K+ and Ca2+ are very similar to each other 

(Figure 6.2). As the ion proceeds towards the N-terminal side, two distinct maxima along the 

reaction coordinate (~ -10 and 12 Å) are observed. The free energy maxima correspond to the 

two hydrophobic stretches in the pore, both of which are constricted regions. While the lower 

barrier corresponds to the narrowest constriction (near Ile6), the higher barrier is seen around the 

second narrowest constriction (near Leu24). The occurrence of two energy maxima near the two 

hydrophobic regions suggests that ion conduction through the pore is likely to be modulated by a 

hydrophobic gating mechanism. However, the inverse correlation of the width of the 
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constrictions and the height of the free energy barriers indicates that additional factors might also 

be involved in regulating ion conduction. A number of intermediate states are encountered 

between the two maxima, as indicated by shallow minimum energy states in the PMF. These 

intermediates are characterized as states where the ion interacts favorably with polar residues, 

namely, Asn16, Ser12 and Asn9. The free energy profiles were systematically verified and were 

found to be converged within the timescale of the simulations employed here (Figure 6.3). 

 

 
Figure 6.2 The potential of mean force (PMF) for the conduction of K+ and Ca2+ is shown with standard errors. 

Residues occurring at corresponding regions in the pore lining are also shown. The standard errors have been 

calculated by dividing the 1 ns sampling data into five blocks of size 200 ps, and then calculating the free energy 

profile for each of these blocks. 
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Figure 6.3 Convergence of the umbrella sampling calculations. The potential of mean force (PMF) corresponding to 

different sampling durations for (A) K+ and (B) Ca2+ is shown. 

 

As the permeating ion in bulk water enters the channel through the C-terminal end, it encounters 

a ring of Arg35 residues. Electrostatic repulsion between the permeating ion and these residues 

leads to a rise in the PMF. Once the ion crosses the His31 residues and moves further into the 

pore, the environment becomes less hydrophilic, leading to an additional rise in the PMF. While 

the rise in PMF for K+ ion is gradual, the rise for Ca2+ is steep, with the peak of the energy 

barriers occurring around the Leu24 residue. The energy barrier is higher for Ca2+ than for K+ 

(5.2 kcal/mol and 9.7 kcal/mol for K+ and Ca2+, respectively), thus providing the thermodynamic 

basis for the selectivity of the channel towards K+ over Ca2+ that has been reported previously.10 

Similar to the differentiation of the free energy maxima, the intermediate states lie lower for K+ 

compared to Ca2+. Although Ile6 has been previously proposed to serve as a hydrophobic gate 

[23], the free energy profiles shown here indicate that the stretch around Leu28-Leu24-Trp21 is 

possibly the rate-limiting factor. Though the region of the channel around Ile6 is more 
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constricted than that around Leu28-Leu24-Trp21, the barrier is higher around the latter. This 

phenomenon can be accounted for by considering the residues that occur close to these 

hydrophobic constrictions. In the C-terminal end, the hydrophobic stretch is preceded by six 

arginine residues that are positively charged. The higher barrier in this region is the consequence 

of electrostatic repulsion between the ion and the ring of arginine residues. In contrast, the Ile6 

residues are preceded by Asn9 residues to which the permeating cation can favorably bind to. 

Such a combination of two opposing factors leads to lowering of the barrier for the latter region, 

which corresponds to the narrowest region of the pore. It is also to be noted that the hydrophobic 

stretch near the C-terminal end is longer than that at the N-terminal end. 

 

With an energy barrier of 9.7 kcal/mol for the conduction of Ca2+, the channel is not 

impermeable towards Ca2+, but poses a moderately high barrier for the permeation of the ion. 

Griffin et al. showed that HIS-tagged p7 is able to conduct Ca2+ ions in black lipid membranes 

[8]; however, the use of HIS tags is known to affect the functioning of channels [56]. A 

systematic investigation by Premkumar et al. based on conductance studies on p7 embedded in 

planar lipid bilayer membranes revealed that the conductance for Ca2+ is lower than that of K+ 

[10]. The present results support the ability of p7 to be selective towards K+ over Ca2+. 

 

6.3.3 K+ exhibits more favorable interactions with pore-lining residues 

While one-dimensional PMFs can provide insights into the energetics of ion conduction along 

the axis of the pore, the energetics associated with movements of the ion in a direction 

perpendicular to the pore axis can be understood by obtaining two-dimensional PMFs 

corresponding to both these degrees of freedom. Figure 6.4 shows the PMF landscapes for K+ 

and Ca2+ as a function of the position of the ion along the pore axis and the radial distance of the 

ion from the axis of the pore (these 2D-PMFs are from the single ion permeation study). In the 

two landscapes, values close to zero for the radial position correspond to the ion occurring close 

to the pore axis, while higher values correspond to the ion occurring close to the pore-lining 

residues. In general, K+ is seen to sample a wider region perpendicular to the pore axis, whereas 

Ca2+ is seen to occur closer to the pore axis for a large part of its path inside the pore. When the 

ion is in bulk water (bottom of the graph), it is equally likely to occur at different positions 

radially away from the pore axis, as suggested by the flat free energy landscape seen in this 
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region. As the ion enters the broad C-terminal entrance of the channel lined by the positively 

charged arginine residues, it moves slightly toward the axis of the pore. Upon entering the 

hydrophobic stretch, the permeating ion prefers to stay away from the pore-lining non-polar 

residues, so as to minimize unfavorable interactions with the leucine residues. In this stretch, the 

doubly charged Ca2+ is hardly seen to occur in positions close to the pore-lining residues, since 

the high charge on the ion prevents it from moving close to the hydrophobic lining. Once the ion 

enters the region formed by Asn16 and Ser12, it moves closer to the pore lining residues, 

indicating favorable interactions between the ion and these residues. These ion-dipole 

interactions are reflected in a fall in energy in the most probable path of the ion at this position. 

Around Asn16 and Ser12, K+ is closer to the channel residues than Ca2+. The Ca2+ is stabilized 

by coordinating water molecules in this region, and it retains a greater number of coordinating 

water molecules as it proceeds (see later). Around Asn9, the permeating ion moves slightly 

towards the pore axis, owing to the constriction of the pore at this region. As the channel widens 

slightly towards the N-terminal opening, the ion is able to move slightly away from the pore axis. 

 
Figure 6.4 Two-dimensional PMF of the permeating ion as a function of the position of the ion along the pore axis 

and the radial distance of the ion from the pore axis. Only windows corresponding to the ion inside the pore region 

are shown in the two-dimensional PMF, and windows corresponding to the ion in bulk water have been omitted. 
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6.3.4 Selectivity towards K+ rather than Ca2+ is provided by a hydrophobic stretch and 

arginine residues 

The interaction energies between the permeating ion and the protein were calculated, and are 

shown in Figure 6.5 (A). The permeating ions experience a repulsive force as they enter the 

channel, which is attributed to a ring of positively charged Arg35 residues at the entrance of the 

pore. The repulsive electrostatic interactions between the cation and the arginine residues are 

reflected in the positive values of interaction energy in the C-terminal region of the pore. The 

Ca2+ ion experiences significantly greater repulsion in comparison to K+, which is explained by 

the higher charge on the ion. Interactions with the protein continue to remain unfavorable as the 

ion crosses the stretch lined by hydrophobic residues (Leu28, Leu24 and Trp21). The higher 

positive charge on Ca2+ compared to K+ makes it difficult for the former to cross the 

hydrophobic stretch. Once the K+/Ca2+ ion reaches the hydrophilic lining of the pore, the ion is 

stabilized via favorable interactions with the protein. Since the residues asparagine and serine 

carry polar groups with partial negative charges, interactions between the cation, and Asn16, 

Ser12 and Asn9 are electrostatically favorable, leading to lowering of the interaction energy. 

Such stabilizing interactions between the permeating ion and the hydrophilic pore-lining residues 

give rise to intermediate structures as discussed above. It must be noted that the interaction of 

Ca2+ with the protein when the ion is found near the Asn9 residue, which is a major binding site, 

is found to be stronger than that of K+ with the protein, owing to the higher charge on Ca2+. Such 

strong interactions are consistent with the deeper minimum seen in the PMF for Ca2+ around the 

asparagine residue. 

 
Figure 6.5 (A) Interaction energy between the permeating ion and the protein. Values shown are averages over the 

respective window. (B) Coordination number for the permeating ion along the reaction coordinate. The coordination 
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number includes both water molecules and Cl- ions coordinating the permeating ion. The number of water molecules 

around the ion was calculated using a cutoff of 3.2 Å for K+ and 2.9 Å for Ca2+, and the number of coordinating Cl- 

ions was calculated by using a cutoff of 3.6 Å for K+ and 3.3 Å for Ca2+. 

 

OuYang et al. have proposed that the ring of Asn9 residues plays an important role in the ion 

conduction mechanism by acting as a selectivity filter [23]. Although the current study suggests 

that Asn9 serves as an ion-binding site, the discrimination between K+ and Ca2+ cannot be 

explained based on this, since both can effectively bind to the asparagine residues. Instead, the 

selectivity is provided by the hydrophobic stretch consisting of Leu28, Leu24 and Trp21, and the 

Ca2+, which carries a higher charge than K+, encounters a greater energetic barrier in crossing 

this hydrophobic stretch. The mechanism of selectivity hypothesized here is significantly 

different from that found in typical K+ channels, which have the GYG signature sequence in their 

selectivity filter [1,2,57]. In these channels, the larger size of the K+ ion compared to smaller 

cations like Na+ allows the ion to interact directly with the residues forming the selectivity filter. 

 

6.3.5 Ion solvation dynamics and permeability 

The solvation dynamics around the ions and their effect on the nature of interactions with 

sidechains play an important role in the permeability of ions through the channel. Pore regions 

that exhibit low water density may not be able to accommodate fully solvated ions, hence 

necessitating partial desolvation of the ions to permeate these regions. Figure 6.5 (B) shows the 

coordination number of the ion as a function of the reaction coordinate, with the coordination 

number including the total number of water molecules and Cl- ions. Cl- ions are included in the 

analysis to take into account the presence of these ions around the permeating K+/Ca2+ ion in 

windows corresponding to the bulk water region. The ability of Ca2+ to remain in the fully 

solvated form is high compared to that of K+, and high probability is observed corresponding to 

the Ca2+ ion coordinated to seven molecules. On the other hand, the K+ ion samples states 

corresponding to a wider range of the number of coordinating molecules. The ions are seen to 

lose water molecules as they pass through the hydrophobic constrictions in the channel. The loss 

of coordinating water molecules becomes important in the hydrophobic stretch near Leu24, 

where the fall in the number of coordinating molecules around Ca2+ is acute. This loss of water 

molecules greatly destabilizes the Ca2+, since there are no favorable interactions with the protein 

in this region, owing to predominance of hydrophobic residues. K+, on the other hand, is seen to 
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lose water molecules around the hydrophilic stretch, which is compensated for via interactions 

with Asn16 and Asn9. Thus, the loss of coordinating water molecules occurs at different 

positions for K+ and Ca2+, and has contrasting effects on the two ions. To sum up, the smaller 

size of Ca2+ than K+ (by about 0.3 Å), making the solvated calcium ion smaller, and the strong 

interaction of Ca2+ with water compared to K+, are two possible factors that govern solvation 

states. 

 

6.3.6 Ions pass one at a time through the hydrophobic stretch 

This section and the following two sections discuss two ion permeation through the channel. 

Throughout this discussion, the two ions in the pore will be referred to as ―upper‖ and ―lower‖ 

ions on the basis of their relative position in the pore. The upper ion is closer to the N-terminal 

opening of the pore (and therefore appears at the top in the figures shown here). Free energy 

profiles with respect to the position of the upper ion and the separation between the two ions are 

shown in Figure 6.6. For both K+ and Ca2+, the permeating ions maintain a high separation 

(interionic separation less than 11 Å is avoided) as they enter the pore from the C-terminal side. 

The ring of positively charged Arg35 residues, followed by the hydrophobic stretch, are regions 

where the accommodation of more than one cation is highly unfavorable, and, consequently, 

only one cation passes through this region at a time. While the energy barrier along the MFEP is 

5.4 kcal mol-1 for K+, that for Ca2+ is 19.4 kcal mol-1. This accounts for the selectivity of the 

channel toward K+ over Ca2+ reported in experimental studies [8]. Although the energy barrier 

for K+ seen here is almost the same as that observed previously in the single ion permeation 

study [Figure 6.2], the energy barrier for Ca2+ is significantly higher. This suggests that, while 

multiple K+ ion transport through the hydrophobic stretch is possible, permeation of more than 

one Ca2+ ion is not favorable, further confirming the greater permeability of the channel toward 

K+ (in fact, the ions prefer to maitain a separation of more than 12 Å in this region, as described 

later in section 6.3.9). 

 

Once the upper ion crosses the hydrophobic stretch and binds to the ring of Ser12 residues, the 

lower ion starts moving from the ring of Leu24 residues. The upper ion remains bound to Ser12 

until the lower ion enters the hydrophilic region and binds to Asn16, so that the two ions are very 

close together. While the separation between the two K+ ions is ~ 5 Å, that between the Ca2+ ions 
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is ~ 7 Å when the two ions are bound to Ser12 and Asn16. As will be shown later, further 

movement of the upper ion toward the N-terminal end is facilitated by repulsion between the two 

ions. This is followed by a stable intermediate in which one ion is bound to Asn9 while the other 

is bound to Asn16. Further movement of the two ions is expected to be driven by a new 

incoming ion. It must be mentioned that, although the MFEP for Ca2+ suggests that the two ions 

are close together as they exit the pore region, the free energy values corresponding to different 

separations between the ions at this point are almost the same, and, hence, any of these states is 

equally likely to occur. 

 
Figure 6.6 PMF for the permeation of two ions through the channel as a function of the position of the upper ion 

and the separation between the two ions. The minimum free energy paths (MFEP) are shown by black dashed lines. 

Representative configurations along the MFEP are also shown. 
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6.3.7 Ion passage through the hydrophilic region is driven by knock-on 

The initial barrier in the PMFs due to the Arg35 residues and the hydrophobic stretch is expected 

(Figure 6.6). However, the local minimum corresponding to the ion binding sites become 

shallower compared to the single ion permeation. To explore the role of knock-on effect, the 

interaction energy between the two permeating ions was calculated. Figure 6.7 (A) shows the 

interaction energy between the two ions averaged over bins along the two reaction coordinates. 

Near the ring of positively charged arginine residues and in the hydrophobic region, the two ions 

avoid unfavorable interactions by maintaining a large separation. When the ions are inside the 

hydrophilic region formed by Asn9, Ser12, and Asn16, interionic repulsion becomes significant, 

with the interaction energy between the two permeating ions going up to more than 20 kcal/mol. 

For Ca2+, although the interionic repulsion is seen only for a very short stretch along the MFEP, 

the magnitude of the repulsion is higher than that of K+, explaining the greater separation 

between the permeating Ca2+ ions compared to the K+ ions. The favorable interaction between 

the permeating ion and the binding site is countered by ion-ion repulsion, which facilitates the 

further movement of the ion. Such a knock-on process has previously been shown to drive ion 

transport in the K+-selective KcsA channel [3]. In the present study, knock-on is seen to involve 

direct repulsion between the two ions, without any bridging water molecule in between (data not 

shown), which is much like the knock-on mechanism reported recently for the KcsA channel 

[36]. 
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Figure 6.7 (A) Interaction energy between the two permeating ions with respect to the position of the upper ion and 

the interionic separation. MFEP is shown as dashed lines. (B) Interaction energy between the upper ion and the 

protein. Important configurations along the MFEP are encircled, and the approximate locations of the two ions 

(relative to pore-lining residues) for these configurations are shown at the bottom. 

 

The interactions between the permeating ion and the protein were further analyzed by calculating 

the interaction energies (Figure 6.7 (B)). Once the upper ion crosses the hydrophobic stretch and 

is inside the hydrophilic region, it interacts strongly with the pore-lining residues; this behavior 

is observed for K+ and Ca2+ alike. It can be seen that the upper ion is bound to Ser12 residue as 

the lower ion moves from the hydrophobic region to Asn16. The strong interaction between the 

upper ion and the serine is overcome only after the lower ion binds to the ring of Asn16 residues, 

and reaches a position where it repels the upper ion (this corresponds to the minimum separation 

between the two ions along the MFEP). Thus, ion-ion repulsion makes possible further 

movement of the upper ion towards the exit of the pore. Another stable configuration is seen 

where the upper ion is bound to Asn9 while the lower ion is still bound to Asn16. Further 
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movement of the upper ion from this configuration is likely to be driven by complete solvation of 

the ion as it approaches bulk water. 

 

It is to be noted that the knock-on mechanism facilitates ion conduction by ensuring that ions do 

not remain bound in the hydrophilic region. In other words, this mechanism leads to a shallow 

energy minimum corresponding to the binding site, thereby preventing the system from getting 

trapped in this local minimum. The mechanism does not, however, lower the energy barrier for 

the ion transport process, and, in fact, the energy barrier for Ca2+ reported here is higher than that 

observed previously for single Ca2+ ion permeation. This suggests that it is highly unlikely for 

two Ca2+ ions to pass through the hydrophobic stretch at the same time. However, as far as the 

hydrophilic region is concerned, the existence of two Ca2+ ions in this region becomes a 

necessary phenomenon for knock-on to occur. It is with this knock-on that ions are driven out of 

the binding site, thereby ensuring a continuous flow of ions across the channel. 

 

6.3.8 K+ and Ca2+ exhibit different modes of binding in the binding site 

Free energy calculations that have been performed above to investigate single ion permeation in 

p7 have reported Asn9 as a major binding site, and Asn16 and Ser12 as minor binding sites. In 

the present study, a particularly stable configuration that is seen is one with the upper ion bound 

to Asn9, and the lower ion bound to Asn16. The mode of binding of K+ and Ca2+ to these sites 

has been elucidated in detail here based on a number of analyses. Figure 6.8 (A) shows a 

probability distribution of the distance between the permeating ions and the closest oxygen atom 

of the ring of asparagine residues for configurations corresponding to the two ions in the 

respective binding sites (the distance is measured between Asn9 and the upper ion, and between 

Asn16 and the lower ion). For both the upper ion and the lower ion, K+ is seen to occur closer to 

any of the amide oxygens in comparison to Ca2+. In spite of the lower size of Ca2+, it is seldom 

seen to occur at a distance of less than 3 Å of the amide oxygens. It is also to be noted that, while 

a few configurations are seen where K+ is not in the vicinity (> 4 Å) of the amide oxygens, 

thereby broadening the probability distribution, Ca2+ ions are seen to have a narrow distribution, 

suggesting that the latter sample a smaller space while they are inside the ring of asparagine 

residues. Such behavior is evident in Figure 6.8 (B), which shows snapshots of the K+ and Ca2+ 

ions interacting with the ring of Asn9 residues. Inspection of the trajectories shows that Ca2+ is 
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completely solvated, and its interaction with the asparagines is via bridging water molecules 

only. K+, on the other hand, is able to interact directly with the asparagines, as shown in Figure 

6.8 (C), thereby explaining why it is seen in the vicinity of Asn9. Higher desolvation penalty 

expected for the dication and the size differences between the two ions are possible factors that 

necessitate this kind of behavior. 

 
Figure 6.8 (A) Probability distribution of the distance between the permeating ion and the closest Asn9 residue. The 

data is taken from a window that corresponds to the upper ion near Asn9 and the lower ion near Asn16. (B) 

Snapshots of the upper ion in the binding site formed by the ring of Asn9 residues. All positions sampled by the ion 

in the window are shown. The color gradient from red to blue varies with the timestep of the frames in the trajectory. 

(C) Representative snapshots for the upper ion in the vicinity of the Asn9 are shown with coordinating water 

molecules. 
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6.3.9 One-dimensional umbrella sampling studies modeling two ion permeation reveal a 

similar mechanism 

In order to further verify the mechanism inferred from the above umbrella sampling studies, two 

ion permeation studies were designed such that the restraining potential was applied on only one 

of the ions, namely the lower ion. The upper ion was allowed to move freely in these 

simulations, so that it occupies the most favorable position along the pore with respect to the 

lower ion in terms of the free energy. Figure 6.9 shows probabilities of different separations 

between the two ions with respect to the position of the lower ion. When the lower ion is in the 

vicinity of the arginine ring or in the hydrophobic stretch (between -25 Å and -6 Å), the 

separation between the two ions goes beyond 12 Å, sometimes as high as 18 Å. However, once 

the upper ion is in the hydrophilic region (corresponding to lower ion lying between -12 Å and 7 

Å), the two ions are seen close together. The tendency of the two ions to stay close together in 

this region is indicative of the knock-on effect. The separation between the two ions increases 

rapidly once the first ion goes beyond the hydrophilic region (in some of these simulations, the 

upper ion is seen to exit the pore; consequently, it moves freely, and often lies at a distance of 

beyond 20 Å from the lower ion). The mechanism described here is consistent with the 

mechanism inferred from the two-dimensional umbrella sampling calculations. In brief, only one 

ion passes through the hydrophobic region at a time (the interionic separation never falls to 

below 12 Å in this region), but when the ions enter the hydrophilic region, they stay close 

together, so that a knock-on is possible. 

 
Figure 6.9 Probabilities for different separations between the two ions with respect to the position of the lower ion. 
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6.4 Conclusions 

The p7 viroporin is seen to be more permeable to K+ ions than to Ca2+ ions, in good agreement 

with experimental studies. A thermodynamic basis for the selectivity of the channel is provided 

by free energy profiles for the conduction of K+ and Ca2+. The free energy profiles for single ion 

permeation reveal energy barriers corresponding to the hydrophobic stretch, with the height of 

the barrier being 5.2 kcal/mol for K+ and 9.7 kcal/mol for Ca2+. A hydrophobic stretch formed by 

Leu28, Leu24 and Trp21 governs the selectivity of the channel by giving rise to a moderately 

hydrophobic region, which makes it difficult for the Ca2+ ion to pass through, since it carries a 

higher charge compared to K+. Free energy profiles computed as a function of axial and radial 

position of the permeating ion position show that K+ exhibits greater lateral movement as it 

passes through the pore, in comparison to Ca2+. This suggests stronger interaction of the K+ with 

pore-lining residues, which is also reflected in the interaction energy between the protein and the 

ion. The two ion permeation study shows that ion-ion knock-on drives a continuous flow of ions 

along the pore axis, enabling ions to overcome the energy barrier that they encounter in moving 

beyond the binding site. While K+ binds directly to the asparagines forming the binding site, Ca2+ 

interacts with the asparagines via bridging water molecules. Thus, a novel cooperation of 

different phenomena and subtle differences in the response of the two ions resolve ion 

selectivity. 
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7 Water Transport through Aquaporin AQP2 
  

7.1 Introduction 

Water, being the most abundant molecule in cells, necessitates the existence of specialized 

mechanisms for regulating its concentration inside and outside cells. This is achieved by a family 

of proteins called aquaporins, which rapidly conduct water while at the same time ensuring that 

bigger solute molecules and charged species like cations do not pass through, thereby preserving 

homoeostasis in cells [1]. Aquaporins are found in the cell membranes of a number of tissues 

across the body, and they typically conduct water at the rate of about 109 permeation events 

every second [1,2]. There are a total of thirteen different aquaporins in mammals, and lack of 

expression of these aquaporins can lead to several diseased states, including cataract, diuresis, 

and nephrogenic diabetes insipidus (NDI). Furthermore, higher levels of aquaporins have been 

reported in certain cancers, and deletion of aquaporins has been associated with reduction in 

tumor angiogenesis [3]. 

 

Human aquaporin 2 (AQP2) is an aquaporin found in the collecting ducts of the kidney, where it 

concentrates urine by enhancing water transport across cell membranes [4,5]. Certain mutations 

in AQP2 can prevent the targeting of AQP2 to these cells, and, consequently, the absence of 

AQP2 in the membranes of these cells leads to NDI [6,7]. The recently solved crystal structure of 

AQP2 has provided insights into how certain mutations in the protein can eventually lead to NDI 

[8]. Most of these mutations occur in the transmembrane region, and they lead to misfolding of 

the protein, followed by retainment in the endoplasmic reticulum. The subsequent absence of 

AQP2 in the apical membrane of principal cells of the collecting duct leads to NDI, which 

involves severe dehydration. However, since the above study focuses on the effect of NDI-

causing mutations, it does not provide insights into the mechanism, kinetics, and energetics of 

water transport through the pore of the channel. 

 

Molecular dynamics (MD) simulations have been helpful in understanding the mechanistic 

details of water transport at a microscopic level that is usually not accessible to experiments 

[9,10]. Since water permeation through aquaporins does not involve high energy barriers 
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(barriers are typically less than 5 kcal mol-1), it becomes possible to observe complete 

permeation events in simulations, which, in turn, provide atomistic details of the permeation 

process. In a pioneering study, water transport through AQP1 was characterized in atomistic 

detail using unbiased MD simulations [11]. The study revealed the free energy profile for water 

permeation through AQP1, and provided an estimate of the number of permeation events that 

could possibly occur in unit time. The kinetics of water transport through AQP1 was later 

characterized by calculating the diffusion permeability and osmotic permeability for single-file 

water transport [12]. These studies were followed by a number of MD simulation studies on 

different aquaporins that provided insights into mechanisms of gating and selectivity, in addition 

to a quantification of permeability [13-25]. A feature of aquaporins that has been intriguing is the 

mechanism they adopt in order to prevent the permeation of protons; this has been the subject of 

a number of studies [26-33]. The most significant barrier to proton transport is encountered 

around the conserved Asn-Pro-Ala (NPA) motif of aquaporins, and this barrier is caused 

primarily by the electrostatic field of this motif, with the arrangement of the water chain in this 

region playing a secondary role [27,28,30]. 

 

The first MD study on AQP2 was reported soon after the structure of the protein was solved, and 

it quantified the diffusion permeability and osmotic permeability for water transport through the 

channel [34]. However, the energetics and selectivity mechanisms associated with water 

transport through the channel are still not understood. The current study elucidates the transport 

properties of AQP2 using microsecond-timescale MD simulations. In addition to the 

quantification of permeability, the study reveals the free energy profile for water transport. The 

regulation of the orientation of the water chain by the pore lumen, and its possible effect on 

proton transport, is discussed. The study complements experimental studies by revealing 

transport mechanisms in AQP2 that have not been possible to examine using experiments, and 

provides direction to new experiments that could attempt to modulate the permeation. 
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7.2 Methods 

 

7.2.1 Simulation details 

The model system used in this study is derived from the crystal structure of AQP2 with PDB ID 

4NEF [8]. Since the channel is a homotetramer, and the four monomeric units are similar, only 

one of the four monomers was considered for investigating the transport properties and 

dynamics. The protein was set up in a hydrated lipid bilayer of 1-palmitoyl-2-oleoyl-sn-glycero-

3-phosphate (POPC) using the CHARMM-GUI Membrane Builder [35,36], giving rise to a 

system with 57641 atoms. The system was equilibrated in the presence of positional restraints on 

the protein and planar restraints on the lipid headgroups, with the restraints being gradually 

turned off over the course of equilibration. The equilibration was performed initially in the NVT 

ensemble and later in the NPAT ensemble for a total of 400 ps. This was followed by production 

run in the NPAT ensemble for 1 µs with a timestep of 2 fs, and trajectories were saved every 2 

ps. Throughout the simulations, a harmonic restraint with force constant 10 kcal mol-1 Å-2 was 

applied on the center of mass of the protein to prevent drifting within the lipid bilayer. Long 

range electrostatics was treated using the particle mesh Ewald method [37], and Lennard-Jones 

interactions were truncated by using a switching function in the range 10-12 Å. Covalent bonds 

involving hydrogen atoms were constrained using the SHAKE algorithm [38]. The NAMD 

program was used for performing the simulations with the CHARMM36 force field for proteins 

and lipids and the TIP3P water model [39-44]. Structural images were rendered using VMD, 

pore radii were calculated using HOLE2, and trajectory analyses were performed using 

CHARMM [45-47]. An N184A mutant of the protein was also modeled, and simulations for this 

system were carried out for 100 ns. 

 

7.2.2 Free energy profiles 

The pore axis was divided into cylindrical bins of height 0.5 Å and radius 6 Å, and the number of 

water molecules in each bin was calculated to obtain the number density of water molecules for 

each bin. The number densities were multiplied by a scaling factor so that the density of water in 

bulk was 1. The free energy corresponding to each bin was then obtained using the relation 

lnB iG k T n   ,          (7.1) 

where ni is the normalized number density for bin i. 
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Two-dimensional free energy profiles were calculated with respect to water position along the 

pore axis and the angle made by the water dipole with the pore axis. For every bin i along the 

pore axis, the angle between the water dipole and pore axis was divided into bins of size 3°, and 

the probability for each such bin was calculated. The free energy was then obtained as 

( , ) ( ) ln ( ; )i i B i iG n G n k T n C      ,        (7.2) 

where ȡ(ș; ni) is the probability of occurrence of angle ș for a certain ni, and Ci is a constant for a 

given value of i. The last 990 ns from the trajectory was used for obtaining the free energy 

profiles, with the first 10 ns being treated as equilibration phase (for the N184A mutant, the last 

90 ns from the trajectory was used for computing the free energy profiles). 

 

7.2.3 Permeability coefficients 

The diffusion permeability pd for single-file water molecules permeating through a channel is 

given by 

0d wp v q  ,           (7.3) 

where vw is the volume of a single water molecule and q0 is the number of complete permeation 

events in one direction across the channel in unit time [12]. If the average number of water 

molecules in the lumen of the channel is N, the osmotic permeability constant can be calculated 

as 

/ 1f dp p N             (7.4) 

 

7.3 Results and Discussion 

 

7.3.1 The ar/R constriction could act as a size exclusion selectivity filter 

The structure of a monomeric unit of AQP2 is shown along with a representation of the pore 

region in Figure 7.1 (A). Crucial residues that line the pore lumen and are likely to play an 

important role in water transport are shown in Figure 7.1 (B). The pore is the narrowest around 

the ar/R region, which is formed by the residues F48, H172 and R187. The narrow region is 

likely to serve the purpose of achieving selectivity by prohibiting the entry of big solutes like 

glycerol. The exclusion of glycerol distinguishes AQP2 from aquaglyceroporins, which allow the 
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permeation of water as well as glycerol, and consequently have slightly different functional roles 

[1]. Figure 7.2 shows the pore radius profile of the channel averaged over the simulation as a 

function of position along the pore axis. It can be seen that the pore radius decreases to ~ 1 Å 

around the ar/R region, which is much less than the radius of a glycerol molecule. Such a 

mechanism of filtering out glycerol molecules via size exclusion is known to exist in other 

aquaporins [14]. The highly conserved NPA motif of aquaporins occurs at two places in the 

protein, one extending across residues 68-70, and the other across residues 184-186 [8]. The 

asparagines from the two NPA motifs (N68 and N184) can be seen in Figure 7.1 (B) with their 

NH2 group facing the pore, and these could be involved in the formation of hydrogen bonds with 

the oxygen atoms of water. AQP2 does not possess tyrosine residues at the two ends of the pore 

lumen, unlike AQP0. The absence of such a ―phenolic barrier‖ that would have arisen from such 

tyrosines implies that AQP2 might be more permeable to water than AQP0. 

 
Figure 7.1 (A) The pore of the channel is shown along with a representation of the protein backbone. The color of 

the pore is an indication of the thickness of the pore at a given region, with blue > green > red. (B) Important 

residues lining the pore. 
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Figure 7.2 Pore radius of the channel averaged over the simulation. Error bars are shown in cyan. 

 

Figure 7.3 (A) shows the root mean square fluctuation (RMSF) of the different residues during 

the simulations. While the pore-lining helices (in particular, the helices spanning residues 68-76, 

126-149, and 184-196) exhibit very low fluctuation, the C-terminal helix (residues 229-239), 

which lies on the cytoplasmic side, fluctuates a lot. The variable position of the C-terminal helix 

has been implicated in the crystal structure of AQP2, where the helix exists in different 

orientations in the four monomeric units. The RMSD of the protein backbone shows that, while 

the transmembrane region of the protein is equilibrated rapidly, the C-terminal helix fluctuates 

during the first 100 ns, as indicated by the RMSD of the complete protein (Figure 7.3 (B)). The 

different conformations that are exhibited by this helix over the course of the simulation are 

shown in Figure 7.3 (C). The helix faces away from the pore lumen initially, and later orients 

itself so that it is directed toward the pore lumen. 
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Figure 7.3 (A) Root mean square fluctuation (RMSF) of the residues over the course of the simulation. (B) Root 

mean square deviation (RMSD) of the protein backbone for the complete protein and for the transmembrane region 

of the protein. (C) Snapshots showing the different conformations of the protein over the course of the simulation. 

Color red corresponds to the initial phase of the simulation, and blue corresponds to the final phase of the 

simulation. 

 

7.3.2 Water transport through the pore lumen is single-file and diffusion-limited 

Figure 7.4 (A) shows the number density of water molecules as a function of position along pore 

axis. The water density decreases as one goes from bulk water to the pore lumen (the region 

between -8 Å to 12 Å is referred to as the pore lumen on account of the low pore radius of this 

region), with the density being the lowest around F23 and H172. For any given cross-section in 

the pore lumen, the number of water molecules is seen to be less than or equal to 1, suggesting 

single-file water transport in the lumen region. Figure 7.4 (A) also shows the minimum 

separation between a water oxygen atom at a given position along the pore and the oxygen atoms 

from the neighboring water molecules. The separation increases slightly around the NPA motif 

and the ar/R constriction, as a result of the water molecules orienting their principal axis parallel 

to the pore lumen in these regions (see later). However, the distance does not go beyond 3.5 Å, 

suggesting that water molecules are close enough to be able to interact with one another. These 
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are weak interactions, but they are important here because of the close separation between the 

water molecules. It follows that the continuous, interacting water chain makes it possible to have 

concerted water movement, which is an essential feature of single-file water transport. Figure 7.4 

(B) shows a snapshot of the protein with a single-file water chain in the pore lumen. 

 
Figure 7.4 (A) Number density of water molecules (in blue) and separation between water oxygen atoms at a given 

position along the pore axis and the nearest water oxygen atom (red). The number density of water molecules was 

calculated by dividing the pore region into cylindrical elements of height 0.5 Å and radius 6 Å, and then calculating 

the number of water molecules in each element. Important residues lining the pore lumen are also shown at their 

respective position along the pore axis. (B) Snapshot showing a continuous water chain in the pore lumen. (C) 

Potential of mean force (PMF) for the transport of water molecules along the pore axis. The error bars were 

calculated by performing block analysis. 

 

The potential of mean force (PMF) corresponding to the transport of water along the pore is 

shown in Figure 7.4 (C). The energy barrier is only 1.6 kcal mol-1, suggesting that the transport 

process is almost diffusion-limited. The virtually barrierless free energy profile permits rapid 

rates of transport, as shown later. The peaks in the PMF occur near the short hydrophobic 

stretches formed by V71/L141 and F23/H172. Between these two peaks, there is a minimum 

near N184, leading to a release of 0.6 kcal mol-1 of energy. The amide group on the asparagine is 
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able to form hydrogen bonds with water molecules, leading to stable configurations of water in 

this region. Although the ar/R region is the narrowest region in the channel, it does not pose any 

significant barrier to the permeation of water. While the R187 sidechain can form hydrogen 

bonds with the water oxygen, it is likely to repel positively charged species like cations via 

electrostatic repulsion. This further corroborates the role of the ar/R region in governing the 

selectivity of the channel [8]. 

 

7.3.3 The orientation of the water dipole is restricted as it passes through the NPA motif 

In order to find out how the orientation of the water dipole might be governed by the nature of 

the pore lumen, a two-dimensional PMF was computed as a function of water position along 

pore axis and the angle between the dipole moment of water and the pore axis, as shown in 

Figure 7.5. Water molecules in bulk are seen to exhibit a number of orientations, all of which are 

almost equally favorable. However, water molecules lying in the hydrophobic stretch formed by 

V71 and L141 exhibit a slight preference to orient themselves along the pore axis. Although 

there are no hydrogen bonding partners on the protein in this region, water molecules in this 

region orient themselves so as to make possible the formation of hydrogen bonds with asparagine 

sidechains in the neighboring NPA motif (Figure 7.6). In fact, when the water molecules are in 

the region corresponding to the NPA motif, the propensity to align themselves along the pore 

axis is the highest. Such an arrangement can allow optimal hydrogen bond formation between 

the asparagine amide group and water molecules. Similar orientation is also seen in the ar/R 

region, and this orientation could ease water passage through ar//R in two ways: (1) this would 

minimize the repulsion between water hydrogen atoms and the arginine sidechain, and (2) this 

would allow water molecules to pass through the narrow constriction with minimal steric 

hindrance. This channel does not, however, cause an inversion in the orientation of the water 

dipole as it passes through the NPA motif, which is unlike the case in the aquaglyceroporin GlpF 

[26,32]. 
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Figure 7.5 PMF for water transport along pore axis as a function of position along pore axis and angle between 

dipole moment of water and pore axis. The orientation of water molecules corresponding to angles of 0°, 90°, and 

180° with the pore axis are shown on the left hand side of the figure. 

 

 

Figure 7.6 Number of hydrogen bonds between the pore-lining asparagines and water in wild-type AQP2. 

 

In order to examine whether the restriction of the orientation of water around the NPA motif was 

indeed due to interactions with the N184 residue, an N184A mutant was investigated, and a 2D-

PMF was calculated in a similar fashion (the 1D-PMF for this mutant is shown below in Figure 

7.7; the energy barriers for the wild-type and mutant differ by a very marginal value of 0.4 kcal 

mol-1). It is seen that, around the region corresponding to the NPA motif, the water molecules no 
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longer exhibit a propensity to align themselves along the pore axis, thereby confirming the role 

of the N184 residue in modulating water orientation. Thus, it is the electrostatics around the NPA 

motif in the wild-type form that leads to a rotational confinement of water molecules. The 

existence of this mechanism is likely to prevent the passage of protons through the channel. This 

is because, firstly, proton transport via a Grotthuss mechanism is not feasible, with the single-file 

water molecules being aligned such that the H-H vector of these water molecules is parallel to 

the pore axis. Secondly, the water molecules are already saturated with hydrogen bonds, owing 

to their interaction with the asparagine. Consequently, these water molecules will not be able to 

accept protons from neighboring water molecules. However, with the introduction of the N184A 

mutation, the above two mechanisms for proton exclusion no longer exist. It follows that this 

mutant is expected to show greater permeability toward protons than the wild-type form. It is 

proposed that experimental studies on this mutant can verify the enhanced proton permeability 

that has been discussed here. 

 
Figure 7.7 PMF for water transport along the pore axis of wild-type and mutant AQP2. 

 

7.3.4 The channel exhibits greater permeability to water than other aquaporins 

A complete permeation event was defined as the movement of a water molecule from one end of 

the pore lumen to the other end (the pore lumen is the region exhibiting single-file water 

transport, extending from -8 Å to 12 Å along the pore axis). Figure 7.8 (A) shows the cumulative 

number of complete permeation events in the wild-type form, and it includes permeation events 

in two directions, i.e., cytoplasmic side to periplasmic side and vice-versa. The number of 

permeation events increases steadily in the first 300 ns, then plateaus between 300ns and 400 ns, 

and finally increases gradually after 400 ns. As shown in Figure 7.8 (B), the number of water 

molecules in the pore lumen remains more or less the same in the first 400 ns. There is a slight 
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increase in the number of water molecules after 400 ns, followed by a period in which the 

number does not vary much. The occasional plateauing of the number of permeation events, and 

the slight increase in the number of water molecules, suggests that the channel exhibits different 

conductance states over the course of the simulation. The transition between the different states 

is likely to be regulated by the ar/R selectivity filter, since this region forms the narrowest part of 

the pore lumen. Visual inspection revealed that the F48 residue from the ar/R selectivity filter 

undergoes conformational changes over the course of the simulation. Snapshots of the 

phenylalanine sidechain over the course of the simulation are shown in Figure 7.8 (C). One can 

see conformations in which the aromatic ring is directed toward the pore lumen, thereby 

occluding it partially. The sidechain dihedral angles of F48 were examined, and these are shown 

in Figure 7.8 (D). The phenylalanine is seen to fluctuate between two conformations, one in 

which the Ȥ2 dihedral angle varies between -120° to -60°, and one in which Ȥ2 varies between 60° 

to 120°. After about 280 ns, the residue remains in the latter conformational state until about 430 

ns. This is around the time when the permeation events slow down, indicating that the reduced 

permeability could be a consequence of the conformational change in the phenylalanine. After 

430 ns, the phenylalanine remains in the alternative conformation for most of the time. 
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Figure 7.8 (A) Cumulative number of complete permeation events. (B) Number of water molecules in the pore 

lumen. (C) Snapshots of F48 over the course of the simulation.  The pore axis extends along the vertical plane in the 

figure. Color blue corresponds to the initial phase of the simulation, and red corresponds to the final phase of the 

simulation. (D) Variation in sidechain dihedral angles of F48. 

 

Table 7.1 lists the total number of permeation events, the average number of pore water 

molecules, and the permeability coefficients for wild-type and mutant AQP2. For the wild-type 

channel, the total number of permeation events in the two directions was 524 over the course of 1 

µs of simulation (Figure 7.7 (A)), so the number of events in a single direction was considered as 

524/2 = 262. The number of permeation events per second would then be 262 x 106 ≈ 0.γ x 109, 

which is the rate at which aquaporins typically conduct water [2]. Based on this, the diffusive 

and osmotic permeability coefficients were calculated as described in the Methods section, and 

were found to be 0.8 x 10-14 cm3 s-1 and 10.9 x 10-14 cm3 s-1, respectively. As far as the 

permeability of the mutant is concerned, the average number of pore water molecules is less than 

that of the wild-type, but the permeability coefficients are higher for the mutant. The increased 

permeability could be attributed to free movement of water inside the pore without any rotational 

confinement. For both wild-type and mutant AQP2, the values are higher than those for other 
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aquaporins, as can be seen in Table 7.2, which lists permeability coefficients for other 

aquaporins from previous studies. The high permeability for AQP2 can be attributed to the 

relatively wide pore lumen and the absence of a phenolic barrier at the two ends of the pore 

lumen, as discussed before. The fact that such rapid water transport across membranes is possible 

because of AQP2 is indicative of the functionally significant role played by the channel in 

kidney cells. The permeability coefficients for AQP2 determined in the present study differ from 

those calculated by Binesh et al. [34]. This is possibly due to a difference in the length of the 

region that has been defined as pore lumen in the two studies, which leads to a different estimate 

of the number of water molecules in the pore lumen. Moreover, the study by Binesh et al. is 

based on a 20 ns simulation, and it is highly unlikely that the properties reported correspond to 

those of a channel in equilibrium. 

 

Table 7.1 Comparison of permeabilities of wild-type and mutant AQP2 

Property* Wild-type N184A mutant 

N 12.9 10.4 

q0 (109 s-1) 0.3 0.5 

pd (10-14 cm3 s-1) 0.8 1.3 

pf (10-14 cm3 s-1) 10.9 15.4 

*These quantities are defined in Section 7.2 

 

Table 7.2 Permeability coefficients of different aquaporins (pd and pf are in 10-14 cm3 s-1) 

Channel Study N pd pf 

AQP0 Hashido et al.* 5.9 0.0 0.2 

Jensen et al.† 5.0 0.1 0.3 

AQP1 Hashido et al. 6.9 1.4 10.1 

AQP4 Hashido et al. 6.9 1.0 7.0 

AQP5 Janosi et al.‡ 7.1 0.7 3.5 

AqpZ Jensen et al. 7.2 0.4 4.2 

Hashido et al. 6.6 2.0 15.6 

*The data shown corresponds to a lumen of length 18 Å. 
†This data is for a tetrameric non-junctional form. Two other forms, tetrameric junctional and octameric junctional, 

were considered in the study, and they showed similar permeability. 
‡Values are for the wide open state of the channel. 
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7.4 Conclusions 

The transport properties and conformational dynamics of AQP2 have been studied using 

extensive unbiased MD simulations. The presence of a continuous water chain in the pore lumen 

ensures concerted, rapid transport of water molecules. With an energy barrier of only 1.6 kcal 

mol-1, the transport process is almost diffusion-limited. Water molecules do not encounter a 

significant barrier around the ar/R region, which is the narrowest part of the channel, and the 

presence of the large phenylalanine sidechain and the positively charged arginine in the ar/R 

region suggests the role of this region determining the selectivity of the channel. Water 

molecules interact electrostatically with the NPA motif, which causes the water molecules to 

orient themselves such that their dipole moment is perpendicular to the pore axis; this is further 

confirmed by designing an N184A mutant. With the introduction of the non-polar alanine 

residue, the constraint on water rotation is removed, and it is proposed that this mutant should 

allow the transport of protons via a Grotthuss mechanism. Permeability coefficients have been 

determined, and these show the channel to be more permeable than other aquaporins. The study 

complements experimental structural biology studies by elucidating how structural features of 

the channel govern its activity. Furthermore, it motivates the design of functional studies on the 

channel by suggesting strategies for modulating the permeability of the channel. 
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8 Urea Transport through dvUT 
 

8.1 Introduction 

Urea plays a central role in the physiological processes of bacteria as well as mammals, and is 

seen to be involved in diverse processes [1,2]. While it serves as a source of nitrogen in bacteria, 

in mammals it acts as an osmolyte and aids in water reabsorption in the kidney. The importance 

of urea in these phenomena has, consequently, necessitated an understanding of the mechanisms 

by which urea enters and leaves cells. Urea transporters (UT) are a family of transmembrane 

proteins that allow urea to pass through cell membranes at rates much higher than that seen in 

typical transporters [3-6]. These are typically trimeric proteins, with each monomeric unit having 

one continuous pore that spans the entire membrane. Mammalian UTs can also conduct water 

and homologues of urea like formamide, acetamide, and methylurea [7-10]. Although most UTs 

occur in kidney cells, certain UTs are known to be expressed in other tissues as well [11-18]. The 

modulation of urea transport through UTs has been proposed to be a strategy for treating 

disorders associated with imbalances in water and salt concentration in the kidney [1]. The 

inhibition of urea transport can lead to an enhancement in the excretion of water as well as 

electrolytes through urine. This makes inhibitors of UTs potential diuretic agents for the 

treatment of disorders like congestive heart failure, hypertension, and hepatic cirrhosis. 

 

Molecular simulation studies on several transport proteins have shown that, in general, channels 

conduct solutes at rates much faster transporters [19-26].UTs allow urea to pass through at very 

high rates that resemble channel-like behavior, rather than that of transporters [3-5]. The 

bacterial urea transporter dvUT from the bacterium Desulfovibrio vulgaris has been regarded as 

an ideal system for investigating urea transport, owing to its striking structural similarity with 

mammalian urea transporters [6]. Like other urea transporters, dvUT is trimeric, with three 

identical monomeric units that possess a narrow pore [6]. This narrow region forms the 

selectivity filter of the transporter, and has three distinct sites that are believed to play a crucial 

role in the transport process: So, Sm, and Si, where the subscripts denote ―outer‖, ―middle‖, and 

―inner‖ regions of the pore, respectively (see later). While the So and Si sites are characterized by 

two phenylalanine residues each, the Sm site has two threonines, in addition to two leucine 
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residues. The two threonines are conserved across all known urea transporters [6], indicating that 

they might play a critical role in the transport mechanism of urea. The crystal structure of dvUT 

has two dimethylurea (DMU) molecules bound in the pore region, one each in the So and Si sites, 

suggesting that these are likely to be binding sites for urea. 

 

The orientation of the two pairs of phenylalanine rings inside the selectivity filter is such that the 

phenylalanines from a given pair face each other with the rings almost parallel to each other, 

separated by a distance of about 7 Å. Such positioning of the rings is expected to be conducive 

for interactions with permeating urea molecules. The pore of the transporter is, in general, less 

hydrophilic than urea channels like the proton-gated urea channel HpUreI from Helicobacter 

pylori [27,28], and is therefore expected to have a higher energy barrier for the permeation of 

urea. Indeed, a recent molecular dynamics simulation study based on the adaptive biasing force 

approach showed that the barrier is higher for dvUT, and that the transport is driven by 

interactions of the urea with pore-facing oxygen atoms in the transporter [29]. However, one 

aspect that remains to be elucidated is how urea is able to pass through the region of the 

selectivity filter formed by the phenylalanines without a significant free energy barrier, and how 

passage of urea through this region influences its orientation and intermolecular interactions in 

the rest of the pore. In order to provide an explanation for the above phenomenon and further 

understand the transport mechanism, the present study investigates the mechanism of urea 

transport through dvUT using umbrella sampling molecular dynamics calculations. Stacking 

interactions between urea and the phenylalanine rings near the entrance and exit of the selectivity 

filter are seen to modulate the transport mechanism by governing the dynamics and orientation of 

the permeating urea molecule. The permeation of multiple urea molecules has also been 

modeled, revealing a concerted mechanism in which the dynamics of the pore-lining residues 

and the orientation of urea are intricately related. 

 

8.2 Methods 

The crystal structure of dvUT monomer bound to DMU (PDB code: 3K3G) [6] was modeled in a 

solvated bilayer of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) molecules using 

the CHARMM-GUI Membrane Builder [30,31], such that the lipid bilayer was in the xy-plane. 

The system had a total of 59708 atoms, and the protein included all the 337 residues that occur in 
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a monomeric unit, with missing residues being added using the CHARMM program [32]. The 

DMU molecules in the So and Si sites of the selectivity filter were replaced with urea molecules 

such that the coordinates of the urea heavy atoms were the same as the corresponding atoms in 

DMU. A third urea molecule was modeled in the Sm site such that the molecule was sandwiched 

between Leu84 and Leu247, and was close enough to the hydroxyl groups on Thr130 and 

Thr294 so as to be able to form hydrogen bonds; this is in accordance with the location of urea in 

the Sm site that was proposed in the crystallography study [6]. 

 

The system was initially equilibrated with positional restraints on the heavy atoms of the protein 

and planar restraints on the lipid headgroups, with the restraints being gradually over a period of 

400 ps (the first 50 ps of simulation was performed in the NVT ensemble and the later 350 ps in 

the NPAT ensemble). This was followed by a simulation without any restraints on the protein 

and lipid for a period of 25 ns in the NPAT ensemble. Positional restraints with force constant 10 

kcal mol-1 Å-2 were applied on the three urea molecules in the above simulations (in the initial 

400 ps as well as the following 15 ns) to preserve the orientation of urea inside the transporter. 

Furthermore, positional restraints (force constant 10 kcal mol-1 Å-2) were applied on the center of 

mass of the protein to prevent the drifting of the protein. The temperature of the system was 

maintained at 303.15 K by performing Langevin dynamics, and covalent bonds involving 

hydrogen atoms were constrained using the SHAKE algorithm [33]. Lennard-Jones interactions 

were truncated at 12 Å by employing a switching function over a range of 2 Å, and long range 

electrostatic interactions were computed using the particle mesh Ewald method [34]. 

 

Using the above equilibrated structure as the starting structure, umbrella sampling calculations 

were initially performed with a single urea molecule inside the pore by defining the position z of 

the urea carbon atom along the pore axis (which is parallel to the z-axis) as the reaction 

coordinate. For generating the initial conformation for a given window, the urea molecule closest 

to the concerned window was translated by an appropriate distance to bring it to the center of the 

window. The remaining two urea molecules were deleted, and two water molecules from bulk 

water were translated into the pore to fill the space occupied by the deleted urea molecules. For 

generating windows corresponding to urea lying in bulk water, the carbon atom of the urea 

molecule was pulled along the pore axis into the bulk water region at a constant velocity of 0.01 
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Å ps-1 using steered molecular dynamics. A total of 135 windows spaced 0.5 Å apart were used, 

with a harmonic potential with force constant 10 kcal mol-1 Å-2 being applied on the z-coordinate 

of the urea carbon atom. Lateral motions of the urea molecule beyond a distance of 8 Å from the 

pore axis were restrained by applying a harmonic potential with force constant 10 kcal mol-1 Å-2 

on the urea carbon atom, and the drifting of the protein was prevented by applying a restraint on 

the center of mass of the protein. Each window was simulated for 5 ns, so that the cumulative 

simulation time was 135*5 ns = 675 ns. The last 4.5 ns from each window was considered for 

computing the potential of mean force (PMF) using the weighted histogram analysis method 

(WHAM) [35-37]. The 1D-PMF G(z) thereby computed along the reaction coordinate z was used 

to compute a 2D-PMF, G(z,r), as a function of the original reaction coordinate z and the radial 

distance r of the urea carbon atom from the pore axis using the relation 

( , ) ( ) ln ( ; )G z r G z RT r z C    ,        (8.1) 

where ȡ(r; z) denotes the probability of finding the urea carbon atom at different radial distances 

r for a given value of z, and C is a constant for a given value of the reaction coordinate. 

 

In order to model the permeation of multiple urea molecules, umbrella sampling simulations with 

two urea molecules inside the pore were performed by defining windows that corresponded to 

different separations between the two urea molecules for a given position of one of the 

molecules. For 44 different positions of one urea molecule (z varying from -31 Å to +12 Å with 

1 Å spacing), 9 positions of the second urea molecule were sampled, with the separation varying 

from 6 Å to 14 Å. Each window was sampled for 1.5 ns, so that the total sampling time was 

44*9*1.5 ns = 594 ns. The last 1 ns from each window was used for computing a 2D-PMF using 

two-dimensional WHAM [37]. 

 

All simulations were performed using the NAMD program [38] with the CHARMM36 protein 

force field [39-41], the CHARMM36 lipid force field [42], the CHARMM36 general force field 

(for urea) [43], optimized parameters for ions [44], and the TIP3P water model [45]. Trajectory 

analysis was performed using the CHARMM program [46], pore radius profiles were determined 

using the HOLE2 program [47], and snapshots of molecules were rendered using Visual 

Molecular Dynamics (VMD) [48]. 
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8.3 Results and Discussion 

 

8.3.1 The selectivity filter is largely dehydrated, with short stretches of polar regions 

The transporter is a multi-pass helical transmembrane protein, as can be seen from Figure 8.1 

(A), which shows a snapshot of the protein depicting a structure averaged over the last 4.5 ns of 

simulation from a window corresponding to the urea molecule lying in the bulk water region. 

The figure also shows a three-dimensional representation of the pore of the protein, which 

reveals the shape and size of the pore. The pore of the transporter is not linear, and is twisted at a 

number of places along the principal axis of the transporter. Since the shape of the pore gives an 

approximate representation of the path that a permeating urea molecule is likely to follow, the 

twisted nature of the pore indicates that a permeating urea molecule must necessarily follow a 

non-linear path through the pore (additionally, interactions between urea and pore-lining residues 

also influence the path of urea).  In fact, the umbrella sampling simulations performed here show 

that the permeating urea molecule follows a non-linear path as described later. It must also be 

noted that the pore of the transporter is continuous, which is a feature typical of channels, and is 

therefore different from typical transporters, where either one or both ends of the pore are 

occluded [25]. Such a pore without any occlusion is also seen in the mammalian urea transporter 

UT-B and the bacterial proton-gated urea channel HpUreI [5,27,28]. 
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Figure 8.1 The pore of the transporter. (A) A three-dimensional representation of the pore region generated using 

the HOLE2 program [Smart et al., 1996]. The color of the pore region at a given position indicates the thickness of 

the pore at that position, with the thickness decreasing in the order blue > green > red. (B) Number density of water 

(in blue) molecules and pore radius (in green, not to scale). The So, Sm, and Si sites of the selectivity filter are also 

shown in the figure. 

 

A measure of the degree of solvation in the different parts of the pore is given by the number 

density of water molecules, which is basically the number of water molecules in a unit cross-

section of the pore. The number density was determined by calculating the number of water 

molecules in cylindrical units of radius 8 Å and height 1 Å along the axis of the pore. Figure 8.1 

(B) shows the number density together with the pore radius (not to scale) at the corresponding 

regions. The regions in the selectivity filter that are crucial in the permeation process, namely So, 

Sm, and Si. are marked in the figure. There is a decrease in the number density in the constricted 

region in the middle of the pore, and the decrease in number density is evident around the two 

pairs of phenylalanines, which form the two major narrow constrictions in the pore. The number 

density decreases to nearly zero in the middle region of the pore, which has two leucines (Leu84 

and Leu247) and two threonines (Thr130 and Thr294), indicating that permeating urea molecules 

are likely to be dehydrated in this region. However, the two threonines are likely to stabilize urea 

molecules in this region via formation of hydrogen bonds. 
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8.3.2 The rate-determining step involves movement of urea from one major binding site to 

another via a dehydrated region 

The residues constituting the selectivity filter are shown in Figure 8.2 (A), and the PMF 

calculated as a function of the position of the urea carbon atom along the pore axis is shown in 

Figure 8.2 (B). Since urea transport through bacterial urea transporters usually proceeds from the 

periplasmic side of the transporter to the cytoplasmic side [4], the figure shows the periplasmic 

side (starting from z = 29 Å) on the left and the cytoplasmic side on the right (ending at z = -38 

Å). The error bars have been calculated by dividing the data from the last 4.5 ns of each window 

into six blocks, computing the PMF for each block, and then estimating standard deviation and 

error from the PMFs for the different blocks. Additionally, the PMFs were calculated for 

different sampling durations, which showed that the PMF is adequately converged within the 

first 2.25 ns (Figure 8.3). 

 

The PMF has multiple free energy minima, suggesting the presence of multiple urea-binding 

sites in the pore. The two major binding sites occur around z = 4.5 Å and z = -3.5 Å, and these 

correspond to an energy release of 3 kcal/mol and 6 kcal/mol, respectively. Movement from the 

former site to the latter comprises the major rate-determining step (z = 0.5 Å), which involves an 

energy barrier of 5 kcal/mol. The major urea-binding sites identified from the PMF here are close 

to the binding sites proposed from the crystal structure of the protein in complex with DMU. 

Snapshots depicting interactions between the urea and the protein residues occurring at the 

different minima and maxima are shown in Figure 8.2 (B). 
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Figure 8.2 (A) Residues lining the selectivity filter. (B) Potential of mean force (PMF) for the transport of urea 

along the pore of the transporter shown with error bars. Snapshots corresponding to important energy minima and 

energy maxima are shown around the PMF profile. 
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Figure 8.3 PMF corresponding to the permeation of a urea molecule through dvUT for different sampling durations. 

The first 500 ps have been ignored as equilibration period in all the cases. 

 

As the urea enters the transporter from the periplasmic side, it hydrogen bonds with a sidechain 

oxygen on Glu187 (z = 10.5 Å). Upon entering the selectivity filter, the urea molecule passes 

through the narrow hydrophobic region formed by Phe190 and Phe243, which entails the first 

major energy barrier for the permeating molecule (z = 8 Å). Upon crossing this region, the urea 

enters a stable arrangement where it is involved in either or both of the following interactions: 

NH...ʌ interaction involving the aromatic ring of Phe190 and the hydrogen atoms of urea, and 

hydrogen bond between the backbone oxygen atom of Val188 and the hydrogen atoms of urea (z 

= 4.5 Å). As the urea crosses the region corresponding to the energy barrier around ~ 0.5 Å, the 

urea oxygen atom is able to form two hydrogen bonds with sidechain hydroxyl groups from 

Thr294 and Thr130, but the hydrogen bonds formed by the urea hydrogen atoms with the 

backbone oxygen atom of Val188 are lost. Furthermore, this region is completely dehydrated 

(Figure 8.1 (B)), so any stabilization of urea arising from hydration is completely absent. 

Additionally, there are other factors, such as restriction of the overall rotation of urea imposed by 

the formation of urea-protein hydrogen bonds, that lead to the rise in PMF at this position, and 

these are discussed in the later sections. Further movement of urea is accompanied by the 

formation of hydrogen bonds between urea hydrogen atoms and the backbone oxygen atom of 

Val25 (z = -3.5 Å). While the hydrogen bond between the urea oxygen atom and Thr130 is still 

retained at this position, interactions between urea and Thr294 are lost. Another major energy 

barrier is encountered by the urea as it passes through the second hydrophobic constriction 

formed by Phe80 and Phe27. The last major binding site for the urea occurs around Gln24, where 

the urea hydrogen atoms interact with the sidechain oxygen atom of the glutamine (z = -9.5 Å), 

before exiting the pore. 

 

8.3.3 Lateral motions of the urea become confined as it passes through the constricted 

middle region 

To determine the exact path of urea through the pore of the transporter, the PMF was computed 

as a function of the original reaction coordinate and the radial distance of the urea carbon atom 

from the axis of the pore (the radial distance was calculated by finding out the distance between 
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the location of the urea carbon atom in the xy-plane and the pore axis, the latter being given by 

(x,y) = (0,0) in the same plane). The two-dimensional PMF (2D-PMF) thereby calculated using 

equation 8.1 is shown in Figure 8.4, and details of the computation of the 2D-PMF are described 

in the Methods section. As the urea enters the pore from the periplasmic side, it prefers to stay 

away from the pore axis to facilitate interactions with the pore-lining residues. However, once it 

is inside the narrow region of the pore, movements of the molecule in a direction perpendicular 

to the pore axis are restricted. Two distinct minima can be seen in this stretch, and the location of 

these minima is consistent with the minima seen in the 1D-PMF. Around z = -18 Å, as the urea 

leaves the pore, it is seen to move away from the pore axis, which is reflected in the 2D-PMF by 

the complete absence of configurations with urea close to the pore axis. Figure 8.5 (A) shows 

snapshots showing positions of the urea carbon atom in the last frame of each trajectory in the 

umbrella sampling simulations. The loop obstructing the path of the urea at the cytoplasmic end 

of the pore can be seen at the bottom of the figure, with the urea molecule deviating from its path 

along the pore axis. The exact path of the urea carbon atom can be seen in Figure 8.5 (B), which 

shows the most probable position of the atom along the x- and y-axes for different locations 

along the pore axis (z-axis). Consistent with the observation described above, the urea 

molecule’s movements radially away from the pore axis (x, y = 0, 0) are confined in the region -8 

< z < 8, which is a constricted region. 

 
Figure 8.4 2D-PMF as a function of the original reaction coordinate (axial position of urea carbon atom) and radial 

distance of urea carbon atom from pore axis. The axial positions of the So, Sm, and Si sites is also indicated. 
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Figure 8.5 (A) Location of the urea carbon atom in the final frame of each trajectory. (B) Most probable position of 

the urea carbon atom along the x- and y-axes for each window. 

 

8.3.4 Hydrogen bonds influence the energetics of transport 

Figure 8.6 (A) shows the average interaction energy between urea and the protein for all 

positions along the reaction coordinate. The interaction energy becomes favorable as the urea 

molecule enters the pore, owing to the presence of a number of polar residues in the pore lumen. 

Particularly strong interactions between urea and the protein occur in the vicinity of Glu187 (z ~ 

10.5 Å), Phe190, Val188 (~ 4 Å), Thr130, and Val25 (~ -3.5 Å). Decomposition of the urea-

protein interaction energy into electrostatic and van der Waals components shows that 

electrostatic interactions are dominant, determining the location of the major binding sites, but 

the van der Waals component reveals an interesting role of the Phe residues lining the pore. An 

interesting point to note is the occurrence of two minima in the van der Waals component 

corresponding to positions of urea in the vicinity of Phe190/Phe243 and Phe27/Phe80, indicating 

dispersion interactions between urea and the aromatic rings. The possibility of stacking 

interactions between urea and the aromatic rings is later verified by means of appropriate 

geometric criteria (see later). However, since these interactions do not correspond to a minimum 

energy state in the free energy profile (Figure 8.2), it follows that the stacking influences the 

transport mechanism by determining the orientation of the urea molecule inside the pore, aiding 

selectivity. For investigating the effect of water on the energetics of transport, the interaction 
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energy between urea and water was computed, as shown in Figure 8.6 (B). It can be seen that the 

movement of urea from bulk water to the interior of the pore is accompanied by significant 

desolvation, owing to the low water density inside the pore. However, this desolvation is 

compensated for by interactions between urea and the protein, which greatly stabilize the urea 

inside the pore. 

 
Figure 8.6 Nonbonded interactions between urea and protein/water. (A) Interaction energy between urea and 

protein, shown with the electrostatic and van der Waals components. (B) Interaction energy between urea and water. 

(C) Number of hydrogen bonds between urea and protein/water. (D) Number of hydrogen bonds between protein 

and nitrogen or oxygen atoms of urea. Data for all the windows has been combined, divided into bins along the 

reaction coordinate, and then averaged for each bin. 

 

The fact that the nature of the interaction between urea and the protein is largely electrostatic 

suggests the presence of a considerable number of hydrogen bonds between urea and the protein. 

The number of hydrogen bonds formed by urea was therefore investigated, and is shown in 

Figure 8.6 (C). A hydrogen bond was said to occur if the distance between the hydrogen atom 



 161 

and the hydrogen bond acceptor was less than 2.4 Å. As is evident from the figure, hydrogen 

bonds with water are almost completely lost in the middle region of the pore, but the energetic 

penalty arising from this is compensated for by the formation of hydrogen bonds with the 

protein. To find out if these hydrogen bonds with the protein are formed by the urea amide group 

or the urea carbonyl group, a decomposition of the number of hydrogen bonds formed by these 

two groups was carried out using the distance-based criterion for hydrogen bond formation 

described above. For most of the time, it is the amide group on urea that is involved in hydrogen 

bond formation, as shown in Figure 8.6 (D). The bond acceptors are usually sidechain or 

backbone oxygen atoms on the protein, as discussed earlier in the section on the PMF. However, 

when the urea is in the vicinity of Thr130 and Thr294, interactions between the urea oxygen 

atom and the hydroxyl group on the threonines become more important, with hydrogen bonds 

being formed with both the threonine groups for a short stretch inside the pore (z ≈ 0 Å). 

Interestingly, this arrangement corresponds to a peak in the PMF, in spite of the occurrence of 

two hydrogen bonds. In addition to the dehydration of urea that occurs here, another possible 

reason for this peak in the free energy profile is that, for the urea to preserve the two hydrogen 

bonds, it must stay in a fixed arrangement with respect to the two threonines. This would restrict 

the motions of the urea molecule, which is entropically unfavorable, and leads to a rise in the 

free energy. 

 

8.3.5 Stacking interactions between phenylalanine and urea are crucial for selectivity 

The occurrence of minima in the van der Waals component of protein-urea interaction energy at 

positions corresponding to the pore-facing phenylalanine rings suggests stacking interactions 

between urea and the rings. To determine if urea actually stacks with the phenylalanine rings or 

not, the angle between the normal to the plane of urea and the normal to the plane of each of the 

phenylalanine rings was measured. Figure 8.7 shows these angles for the four phenylalanines 

along with the distances between the urea carbon atom and the corresponding phenylalanine ring. 

In these figures, the range of values shown for the reaction coordinate includes only those values 

that correspond to urea lying in the vicinity of the respective ring (i.e., +10 to 0 for 

Phe190/Phe243, and 0 to -10 for Phe80/Phe27). When the urea is away from a given ring (the 

distances between urea carbon and the ring show how far away the urea is), the angle between 

the two normals is able to sample a broad range of values. However, as the urea approaches the 
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aromatic ring, the angle between the two normals decreases to about 10°-20°. Thus, the plane of 

urea and the plane of the aromatic ring are almost parallel to each other, clearly indicating 

stacking arrangement between the two. The angle between the N-N vector of urea and the pore 

axis was also measured, and is shown in Figure 8.8 (A). The urea is seen to be aligned along the 

pore axis while it is inside the selectivity filter, an arrangement that makes it possible for the urea 

to stack with the phenylalanine rings (the urea makes an angle with the pore axis only around ~ 

4.5 Å and ~ -5.5 Å, where it tilts to form NH...ʌ interactions with the phenylalanine rings). 

Figure 8.8 (B) shows the angle between the C-O vector of urea and the x-axis, and quantifies the 

rotation of the urea molecule in the xy-plane. It is seen that the rotation of the urea molecule is 

hindered when it is inside the selectivity filter, which suggests that the phenylalanine rings 

govern the orientation of urea as it enters the selectivity filter and permeates through it. 
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Figure 8.7 Probability distributions for the angle between the normal to the plane of urea and the normal to the 

plane of the different phenylalanine rings, and for the distance between the urea carbon and the center of mass of the 

different phenylalanine rings. (A, B) Phe190 (C, D) Phe243 (E, F) Phe80 (G, H) Phe27 (I) Schematic showing the 

distance and the angle that are being measured here. While v1 is a vector perpendicular to the plane of urea, v2 is a 

vector perpendicular to the plane of the phenylalanine ring. The angle between v1 and v2 is being measured here. 
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Figure 8.8 (A) The tilt angle of the N-N vector in urea with respect to the pore axis. (B) Angle between the C=O 

vector in urea and the x-axis. 

 

To elucidate how the approach of urea affects the overall dynamics of the phenylalanine rings in 

the pore, two quantities were computed: the distance between the centers of mass two rings for a 

given pair of phenylalanines (Phe190-Phe243 and Phe80-Phe27), and the angle between the 

normals to the plane of the ring for a given pair of phenylalanines. Figure 8.9 shows these 

distances and angles as a function of the reaction coordinate z (position of urea carbon atom), 

where values of z ≈ 7 correspond to urea near Phe190/Pheβ4γ, and values of z ≈ -7 correspond to 

urea near Phe80/Phe27. When there is no urea in the vicinity of Phe190/Phe243, the distance 

between these two rings is 6 Å – 6.5 Å. As urea enters the space between these two rings, the 

distance between the two rings increases to about 8 Å, showing that the rings reorient to 

effectively widen the pore, and allow the urea to pass through. Similar widening of the pore is 

seen when urea passes in between Phe80/Phe27, leading to an increase in the distance between 

the two rings. Such a breathing motion of the phenylalanine residues seems to control the 

selectivity of the transporter. The existence of such a possible mechanism in the other urea 

transporters is discussed in the following section. The widening of the pore is evident in Figure 
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8.10, which shows pore radius profiles for the transporter corresponding to urea occurring at 

different regions inside the transporter. As far as the angle between the rings is concerned, the 

angle between Phe190 and Phe243 varies from 60° to 70°, and the angle between Phe80 and 

Phe27 varies from 35° to 60°. The fact that the angle between a given pair of rings is confined to 

a defined range of values suggests that two rings in a given pair retain a defined orientation with 

respect to each other even in the absence of urea. As the urea approaches the rings, the angle 

between a given pair of rings falls to about 40° for Phe190/Phe243 as well as Phe80/Phe27. 

Thus, the rings become somewhat parallel to each other, so that the urea molecule stacks with 

both rings at the same time. 

 
Figure 8.9 Probability distributions of the distance between the centers of mass of two rings in a given pair of 

phenylalanines, and the angle between normals to the planes of two rings in a given pair of phenylalanines. (A, B) 

Phe190/Phe243 (C, D) Phe80/Phe27. 
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Figure 8.10 Pore radius profiles for all the windows in the umbrella sampling calculations. An average structure for 

the transporter has been used for each window, and a given line corresponds to a single window. Each line has a 

black dot, which denotes the position of the urea carbon atom (along the pore axis) for that particular window. It can 

be seen that, in the windows in which urea is in the middle region of the pore, the constricted region has widened in 

comparison to windows in which urea is in terminal positions. 

 

Such a parallel arrangement of pore-facing aromatic rings is also seen in the mammalian urea 

transporter UT-B and the bacterial urea channel HpUreI [5,27], as shown in Figure 8.11. The 

conservation of such an arrangement across the structures of all known urea-conducting transport 

proteins suggests a role for these residues in the transport of urea. The distance between the 

aromatic rings of these residues lies in the range 6 Å – 10 Å, so that a permeating urea molecule 

can interact with both rings at the same time. The roughly parallel arrangement of the rings 

makes it possible for urea to form a stacking arrangement with these rings. It follows that 

stabilization of a permeating urea molecule via such stacked arrangements involving dispersion 

forces is possibly a selectivity mechanism. Other species that are commonly transported across 

the membrane, like cations, for instance, cannot possibly form such a stable arrangement in the 

region lined with these aromatic rings, and such species would instead encounter a significant 

hydrophobic barrier in this region. 

 

 
Figure 8.11 Pore-lining aromatic residues with rings exhibiting parallel arrangement in (A) mammalian urea 

transporter UT-B (PDB ID: 4EZD) and (B) bacterial urea channel HpUreI (PDB ID: 3UX4). The distance between 

the rings is also shown. 
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8.3.6 The possibility of permeation of multiple urea molecules 

The PMF for the permeation of two urea molecules was computed to investigate the possibility 

of multiple urea permeation. Figure 8.12 shows the free energy landscape as a function of the 

position z of the carbon atom of the first urea molecule, and the separation d between the carbon 

atoms of the two urea molecules. The windows sampled include all configurations intermediate 

between the two urea molecules entering the pore from the periplasmic side, and the two 

molecules exiting from the cytoplasmic side. The path with the minimum free energy involves an 

energy barrier of about 9 kcal/mol, indicating that it is possible for the selectivity filter to 

accommodate more than one urea molecule. This is in good agreement with the original 

crystallographic structure, which has two DMU molecules in the pore of the transporter [6]. As 

described below, more than one urea is allowed to remain inside the selectivity filter at a given 

instant as a result of a number of stabilizing interactions with the pore-lining residues. Thus, in 

spite of possessing a largely dehydrated pore, the transporter allows the permeation of more than 

one molecule at a time, making possible rapid conduction of molecules. 
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Figure 8.12 PMF shown as a function of the position of the bottom urea molecule, and the separation between the 

top urea molecule and the bottom urea molecule. Snapshots depicting the location of the two urea molecules are 

shown for the major intermediates in the process. 

 

For configurations corresponding to the first urea at the entrance of the pore and the second urea 

in bulk water (z > 10, extreme left in Figure 8.12), the free energy landscape is flat, indicating 

that different separations between the two urea molecules is possible. The first stable 

intermediate is encountered when the first urea molecule reaches Thr130 in the middle of the 

selectivity filter (z ≈ -4 Å). The first urea molecule is later stabilized by the backbone oxygen 
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atom of Val25, with the second urea hydrogen bonding with Glu187 at the same time (z ≈ -3 Å, d 

≈ 14 Å). Slight rearrangement of the first urea is then accompanied by movement of the second 

urea from Glu187 to the region below the aromatic rings of Phe190/Phe243 (z ≈ -4 Å, d ≈ 9 Å). 

While the first urea is seen hydrogen bonding with Thr130 at this position, the second urea 

interacts with Phe190 via NH...ʌ interactions. χs the first urea molecule approaches and forms 

hydrogen bonds with Gln24 near the exit of the selectivity filter, the second urea molecule moves 

closer to the first urea to be able to interact with Thr130 (z ≈ -10 Å, d ≈ 6 Å). The second urea 

remains in this hydrogen bonded state until the first urea has exited the pore (z ≈ -17 Å, d ≈ 14 

Å). The permeation process thus follows a concerted mechanism in which the two urea 

molecules move from one stable state to another, with the separation between the two urea 

molecules being governed by the location of the residues interacting with these urea molecules. 

 

8.4 Conclusions 

A detailed mechanism of urea transport through the urea transporter dvUT has been proposed 

based on umbrella sampling free energy calculations. The free energy profile reveals binding 

sites close to the So and Si sites in the selectivity filter, which consist of two phenylalanine rings 

each with their planes arranged parallel to each other. The urea is shown to stack with these rings 

at the entrance of the selectivity filter, resulting in an orientation for the urea that is preserved as 

it permeates through the rest of the pore. However, the stacking interactions have a marginal 

effect on the energetics of transport, meaning that these interactions influence the transport 

process by controlling the dynamics rather than the energetics of urea inside the pore. Lateral 

motions of urea are seen to be confined as it passes through the narrow selectivity filter, as 

revealed by a two-dimensional free energy landscape. The possibility of multiple urea 

permeation has been investigated, and results show that the selectivity filter can accommodate 

more than one urea molecule, as proposed previously in experimental studies [6]. The 

permeation of multiple urea molecules is reported to follow a mechanism in which the 

permeating molecules move from one binding site to another in a synchronized manner. The 

findings from the study report the significance of stacking interactions between urea and 

aromatic side chains for the first time for this class of transporters, and show how it governs the 

overall transport process. 
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9 Conclusions 
 

This work has attempted to further our understanding of membrane protein oligomerization and 

transport phenomena across membranes. To summarize the findings briefly, the protein Vpu 

from HIV-1 was shown to exist in a pentameric state, and a structural model for the pentamer 

was thereby proposed. Furthermore, Vpu was shown to be a weakly conducting ion channel, the 

reason for the weak channel activity being the hydrophobic nature of the pore. A modeling 

approach was then proposed for predicting the structures of Į-helical membrane proteins. The 

approach involved minimization of unfavorable contacts in the initial structure followed by 

conformational sampling and clustering of sampled conformations. As far as investigation of 

transport across membranes is concerned, three transport proteins were studied, namely p7 from 

hepatitis C virus, the human aquaporin AQP2, and the bacterial urea transporter dvUT. The 

selectivity of the p7 channel toward K+ rather than Ca2+ can be attributed to a multitude of 

mechanisms, including a hydrophobic barrier, knock-on, and differential solvation states in the 

ion-binding site. While the orientation of permeating water molecules in AQP2 was seen to be 

governed by an asparagine residue, the orientation of urea molecules in dvUT reported here 

explains how NH...ʌ and stacking interactions lower the energy barrier for permeation. On the 

whole, the investigations provide some fundamental insights into structure-function relationships 

in membrane proteins, as outlined below. 

 

9.1 Perspectives 

 

9.1.1 Rule of maximization of pore hydrophilicity 

The minimum unfavorable contacts proposed here starts with an initial model that has the 

maximum possible hydrophilic surface area of the channel facing the pore region, and minimum 

contact between hydrophobic and hydrophilic regions. In the case of both M2 and BM2 

channels, it is seen that the structures retain this arrangement during the simulations, and even 

the final predicted structure has such an arrangement, indicating that the arrangement is 

favorable. Interestingly, the initial structural model for Vpu had an arbitrary structure without 

any minimization of unfavorable contacts. Notably, Ser23 – the only hydrophilic residue in the 
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pore region of this protein – was buried in the interhelical interface in the initial model. 

However, over the course of the simulations, rearrangements in the structure ultimately led to 

structural models with the serine facing the pore, consistent with experimental data. There is thus 

an inherent tendency of homooligomeric ion channels to assemble in such a way that a maximum 

number of hydrophilic residues face the pore at the center. Thus, the hydrophilicity of the pore is 

maximized, leading to a pore that can accommodate as many water molecules as possible. This 

minimizes the enthalpic cost required to transport an ion from bulk water to the interior of the 

channel. We shall call this functional adaptation of channels the ―rule of maximization of pore 

hydrophilicity‖. It is to be noted that this arrangement is best suited for retaining the integrity of 

channels. While an arrangement with maximal hydrophilic surface area facing the membrane 

would lead to unfavorable hydrophilic-hydrophobic contacts, an arrangement with hydrophilic 

residues buried in the interhelical interface would disrupt van der Waals interactions that hold 

together the helices. 

 

9.1.2 Transmembrane helices require optimal van der Waals packing 

The tetrameric, pentameric, and hexameric forms of Vpu protein from HIV-1 differ in their 

rotational symmetry, since they have different numbers of protomeric units constituting the 

oligomer. Consequently, this leads to different residues lying in the interhelical interface in the 

three oligomeric forms. It turns out that the pentamer is the most stable oligomeric form because 

it possesses the best van der Waals packing of residues in the interhelical interface, with the 

interhelical van der Waals interaction energy being stronger than in the tetramer or the hexamer. 

The requirement for optimal packing in transmembrane helices is further supported by the fact 

that the final predicted structures for the M2 and BM2 channels have a much more compact 

structure compared to the initial model. 

 

9.1.3 Certain parts of channels exhibit single ion permeation, certain parts could 

accommodate multiple ions 

In the p7 channel, the hydrophobic stretch is responsible for the highest energy barrier, and 

allows one ion at a time to pass through. The hydrophilic stretch, on the other hand, must 

necessarily accommodate two ions, so that there is repulsion between these ions. This repulsion 

is necessary to prevent an ion from remaining bound to this site, and it ensures a continuous flow 
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of ions across the pore. Thus, certain parts in a channel could follow a single ion mechanism, 

while other parts could have a concerted multi-ion permeation process. 

 

9.1.4 Single ion permeation studies do not reveal the complete picture 

Single ion permeation studies on p7 did not explain how permeating ions managed to move out 

from the binding site formed by the ring of asparagines. The explanation was provided by two 

ion permeation studies, which suggested that an ion in the binding site is propelled out of this site 

only when another ion approaches this site and starts to repel the bound ion. The energy 

minimum reported in the two ion permeation study is therefore shallower than that in the single 

ion permeation study. Thus, a complete picture of the concerted transport process can best be 

obtained from a multi-ion permeation study. 

 

9.1.5 Roles of hydrophobic barrier and solvation in ion conduction 

For both Vpu and p7, the highest energy barrier for the ion transport process corresponded to the 

hydrophobic region, implying that such regions are the rate-determining regions. The 

hydrophobic stretch in p7 has an additional functionality – that of selectivity – and ensures that 

the doubly charged Ca2+ ion encounters a higher barrier in passing through this region than the 

singly charged K+ ion. The height of such energy barriers in ion channels is determined by the 

extent of desolvation of the permeating ion. Solvation also becomes important in the ion-binding 

site of p7, where K+ sheds a water molecule to bind directly to the asparagine, while Ca2+ 

interacts with the asparagine via bridging water molecules. 

 

9.1.6 The orientation and dynamics of the permeating molecule has implications in 

selectivity 

Water molecules in AQP2 are seen to align themselves along the pore axis when they are in the 

vicinity of the N184 residue. Confinement of water molecules to such an arrangement is likely to 

serve as a mechanism for excluding the transport of protons along the water chain via a Grotthus 

mechanism. This explains why AQP2 does not allow protons to pass through in spite of 

possessing a water chain that is continuous. In dvUT, urea molecules orient to stack with the 

pore-facing phenylalanine rings as they pass through the pore. The stacking interactions lower 

the energy barrier for urea permeation through this hydrophobic region. It follows that this 
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lowering of energy in the hydrophobic region is not feasible for molecules that are not able to 

form stacking interactions. 

 

9.1.7 Selectivity mechanisms differ from channel to channel 

Selectivity toward K+ rather than Ca2+ in p7 mainly involved differential hydrophobic barriers 

for the two ions. In AQP2, one species that could possibly permeate the pore, apart from water 

molecules, is the proton, since these pores have a continuous water chain. Protons are, however, 

excluded via two mechanisms: restriction of the orientation of water molecules in the middle 

region of the pore, and the presence of the positively charged arginine residue in the narrowest 

region of the pore. In dvUT, the phenylalanine residues lining the pore make the pore conducive 

for urea transport while posing a hydrophobic barrier for other solutes. Thus, all channels have 

their own mechanisms for discriminating between different chemical species. 

 

9.2 Future directions 

 

9.2.1 Extension of the minimum unfavorable contacts approach to multi-pass 

transmembrane proteins 

The results from the structure modeling of Vpu, M2, and BM2 show that transmembrane helices 

optimize van der Waals packing while assembling. van der Waals contacts can therefore be 

optimized in order to model helical bundles like G protein-coupled receptors (GPCRs), which 

have seven transmembrane helices connected by loop regions. Tools meant for predicting 

transmembrane regions in proteins can initially be used to identify the transmembrane segments 

(from the amino acid sequence), and then obtain an optimized structure consisting of these 

segments. The loop regions could then be added to these segments, followed by an equilibration, 

so as to obtain a structural model for the complete protein. In fact, we have employed such an 

approach for modeling the structure of the multi-pass protein 3a from SARS coronavirus [1]. 

 

9.2.2 Extension of the approach to transmembrane proteins with cytoplasmic domains 

For proteins that have a cytoplasmic domain as well as a transmembrane domain, experimental 

structures are often available for the cytoplasmic part, and the bottleneck in obtaining the 

structure of the complete protein is solving the structure of the transmembrane part. For such 
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proteins, the approach proposed here could be used to model the structure of the transmembrane 

region. The structure of the cytoplasmic region obtained from alternate methods such as 

homology modeling and experimental studies can then be integrated with this model so as to 

obtain a structural model for the complete protein. 

 

9.2.3 Structural models can serve as starting points for drug discovery 

The ultimate goal of making structural models available for membrane proteins is to make 

structure-based drug design feasible. Structural models for channels and receptors can be used 

for high throughput screening approaches like molecular docking, followed by molecular 

dynamics-based free energy calculations. Thus, the structure modeling approach would make it 

possible to overcome the biggest hurdle in drug design against membrane proteins: obtaining a 

structure for the protein that, in turn, could be used for identifying lead compounds. 

 

9.2.4 Modeling gating in channels 

Modeling gating and other large scale domain motions in channels could elucidate the steps 

involved in the opening/closing of these channels. The sensitivity of p7 to voltage could be tested 

by simulating the channel in the presence of an external electric field. The conformational 

preferences and transport activity of channels at different pH could be tested by modeling 

protonable residues in different protonation states. Since p7, APQ2, and dvUT all have 

protonable residues in their pore, it would be interesting to see the effect of pH on these 

channels. pH sensitivity can make it possible to alter the conductance of these channels when 

necessary (for example, in a diseased state) simply by changing the pH of the environment in 

which these channels exist. It would also be interesting to study the activity of these channels in 

different lipid environments, and find out if certain kinds of lipids enhance/inhibit the activity. 

Factors that are identified as being responsible for altering the conductance of these channels can 

then be tested in experimental conductance studies. 

 

9.2.5 Oligomeric forms of water and urea channels 

In order to find out if insights obtained into transport properties for monomeric forms of AQP2 

and dvUT hold equally well for the oligomeric forms (AQP2 and dvUT are known to exist as 

tetramers and trimers, respectively), it is necessary to model these oligomeric forms. Such 
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systems are immensely huge (of the order of 106 atoms), but enhancements in computing power 

should make it possible to perform microsecond scale simulations on such systems. 
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