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Abstract

In the field of Natural Language Processing (NLP), the abundance of online content presents both
opportunities and challenges. The internet hosts a wealth of information, encompassing diverse topics
and languages, ranging from news articles to blog posts. However, navigating through this sheer volume
of content can be overwhelming, leading to information overload and difficulty in identifying the most
relevant content. As a result, there is a growing demand for efficient methods to distill complex textual
information into concise and informative summaries. One key approach to addressing this challenge is
through headline generation.

Headline generation within the domain of NLP holds immense significance, particularly in today’s era
of short attention spans and overwhelming information flow. The ability to quickly grasp the key points of
a document can significantly enhance user experience and facilitate knowledge dissemination, especially
across diverse linguistic communities. Despite considerable advancements in headline generation for
widely spoken languages like English, challenges persist in generating headlines for low-resource
languages, such as the rich and diverse Indian languages. One major obstacle hindering headline
generation in Indian languages is the limited availability of high-quality data.

To address this crucial gap, we introduce Mukhyansh, an extensive multilingual dataset tailored for
Indian language headline generation. Mukhyansh comprises over 3.39 million article-headline pairs
collected from the web, covering eight prominent Indian languages: Telugu, Tamil, Kannada, Malayalam,
Hindi, Bengali, Marathi, and Gujarati. This thesis presents a comprehensive evaluation of several state-
of-the-art baseline models on the Mukhyansh dataset. Through empirical analysis, we demonstrate that
Mukhyansh surpasses existing models, achieving an impressive average ROUGE-L score of 31.43 across
all eight languages.

However, the presence of irrelevant headlines in scraped news articles results in the sub-optimal
performance of headline generation models. We propose that relevance-based headline classification can
greatly aid the task of generating relevant headlines. Relevance-based headline classification involves
categorizing news headlines based on their relevance to the corresponding news articles. While this task
is well-established in English, it remains under-explored in low-resource languages like Telugu due to a
lack of annotated data.

To address this gap, we present “TeClass”, the first-ever human-annotated relevance-based news
headline classification dataset for Telugu, containing 78,534 annotations across 26,178 article-headline
pairs. We use this data set to demonstrate the impact of fine-tuning headline generation models on
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various categories of headlines (with varying degrees of relevance to the article) and prove that the task
of relevant headline generation is best served when the models are fine-tuned on a dataset containing
highly relevant headlines, even though the size of highly related data is less in number.

Our work highlights the effectiveness of Mukhyansh and TeClass in advancing headline generation and
classification research for Indian languages and underscores its potential to facilitate further developments
in this domain.
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Chapter 1

Introduction

In today’s fast-paced digital world, staying informed is crucial, with an overwhelming amount of news
and updates available at our fingertips. However, amidst this flood of information, finding the most
relevant and important news can be like searching for a needle in a haystack. This is where headline
generation steps in, offering a concise and informative summary of news articles that helps readers
quickly understand what’s happening in the world. Despite its potential benefits, headline generation
comes with its own set of challenges. Headlines need to be informative yet engaging, striking a balance
between providing essential information and sparking readers’ interest. Also, headline generation systems
must be capable of dealing with the differences in languages, meeting the needs of various language
users. The objective of this thesis is to outline the motivation behind developing headline generation
resources and systems, specifically tailored for Indian languages. Ultimately, our goal is to contribute
to the advancement of natural language processing applications and ensure that everyone has access to
relevant and engaging news content.

1.1 Motivation

Natural Language Generation (NLG) is a subfield of Natural Language Processing (NLP) concerned
with the automatic generation of human-like text. Abstractive summarization is a specific task within
NLG that involves generating a condensed and meaningful representation of a longer text. Notably,
headline generation for news articles can be seen as a form of abstractive summarization, where the
objective is to craft a single-sentence summary that accurately encapsulates the article’s content.

The task of headline generation is particularly challenging, since the headline must be both relevant
and creative. It plays a crucial role in summarizing news articles and capturing readers’ attention. This
task involves automatically generating informative and captivating headlines that accurately capture the
essence of the underlying text. Headline generation is challenging due to two major factors. Firstly,
headlines must accurately represent the content of the text while being concise. Secondly, headlines
often need to be attention-grabbing, compelling readers to click and read further. This thesis presents
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resources and systems for generating headlines in Indian languages and also focuses on generating
relevant headlines specifically in Telugu.

1.2 Headline Generation in Indian Languages

In recent years, the NLP community has achieved remarkable strides in the development of headline-
generation models. However, the focus has primarily been on English and other widely spoken languages,
inadvertently leaving a significant void in the realm of headline generation for Indian languages. While
datasets like Gigaword [23] have emerged as prominent resources, comprising an impressive collection
of over 4 million news article-headline pairs, it is crucial to acknowledge that they are limited to English
and fail to capture the intricacies and linguistic nuances of Indian languages.

Numerous datasets exist for training and assessing headline generation and abstractive summarization
models, primarily focusing on English [24, 22, 27, 33]. While efforts like MLSum [28] and XLSum [14]
have aimed to develop multilingual datasets, representation of Indic languages remains minimal. This
scarcity poses challenges in creating effective headline generation systems for Indian languages.

Indic headline generation presents intriguing challenges due to the unique characteristics of these
languages. Despite their linguistic similarities, the diverse scripts used across the Indic language family
pose obstacles to effective transfer learning. Additionally, the morphological complexity of many Indic
languages results in compact headlines, making prediction more difficult. Moreover, the majority of
Indic languages suffer from low-resource status and are often overlooked in multilingual models, limiting
the effectiveness of few-shot learning approaches. Recent studies have highlighted the importance of
language family-specific pretraining for enhancing transfer learning capabilities [7], emphasizing the
need for ample high-quality data to achieve optimal performance in downstream tasks such as text
generation and summarization [36].

One of the most significant obstacles hindering headline generation in Indian languages is the scarcity
of high-quality annotated data. This scarcity severely limits the effectiveness of model training and
impedes the performance of supervised learning approaches, which heavily rely on labeled examples.

Fortunately, recent advancements in neural network architectures, such as transformer-based models
IndicBART [6], mBART [20] and mT5 [35] have significantly enhanced the performance of headline
generation models. These models possess the ability to encode input text and generate headlines by
optimizing various objectives, including semantic coherence, informativeness, and readability. While
these models have successfully reduced the dependency on labeled data, they still leverage fine-tuning on
specialized headline generation datasets to further enhance their performance.

1.3 Relevance-based Headline Generation for Telugu

In today’s digital landscape, headline act as a filter, allowing the reader to quickly decide if the story
is relevant or interesting to them. The task of assessing the relationship between news headlines and their
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corresponding articles has become a critical challenge, and this task can be conceptualized in various
forms such as fake news detection, misinformation detection, incongruent news headline detection,
headline classification, etc. However, in the quest for clicks, sensationalism often takes precedence over
accuracy, leading to the widespread dissemination of misinformation and fake news. This not only erodes
public trust in media but also has tangible consequences, shaping individuals’ decisions across a range of
issues from personal health to political beliefs.

To counteract this trend, researchers are actively developing machine learning models capable of
detecting and classifying misleading information at scale. These efforts are vital for upholding the
integrity of information dissemination and ensuring accuracy and transparency in journalism.

Generating relevant headlines for news articles is quite a daunting task, mainly because of the varied
quality and types of data used for training. When the dataset includes a mix of relevant headlines along
with clickbait, sensational, or misleading ones, it can influence the model to generate similar types of
headlines. Thus, it’s crucial to have high-quality and relevant training data to train headline generation
models effectively. These models should be able to produce accurate and meaningful headlines that
inform and engage readers without resorting to sensationalism or misleading tactics.

In most cases, barring sensational and click-bait headlines, the headline needs to draw out the most
relevant aspects of the article in a single meaningful string.1. Therefore, headline generation is often
posed as a summarization task [27, 13, 3]. But, despite the existence of multiple article-headline datasets,
the generation of relevant headlines remains a challenge, especially for low-resource languages. This can
be attributed to the noise present in the datasets in the form of irrelevant headlines [17].

We believe that the generation of relevant headlines is contingent on the quality of the data presented
to the models during training. We have observed that for low-resource languages like Telugu, the ratio
of highly relevant headlines versus not-so-relevant or irrelevant headlines is badly skewed towards
irrelevance (Figure 1.1). This might be due to market pressures for publication houses to draw customers
to click-bait or might also be due to the cognitively challenging nature of headline creation task. The
impact of this imbalance is seen in wasted time for viewers. Automatic headline generation might help in
the latter case but the skew in the distribution of informative headlines means that most of the training
compute for the models is spent training on non-informative/irrelevant headlines, eventually impacting the
performance negatively. Therefore, we propose that headline generation models should only be trained
on highly related article-headline pairs. This requires a pre-processing step of relevance-based headline
classification, that can substantially enhance the relevance and quality of the generated headlines.

However, progress in relevance-based headline generation field is hampered by the scarcity of
high-quality datasets, particularly for the Telugu language. To address this critical gap, we introduce
“TeClass”, a human-annotated dataset designed for relevance-based headline classification in Telugu.
With careful annotations categorizing article-headline pairs into Highly Related (HREL), Moderately
Related (MREL), and Least Related (LREL) categories, TeClass serves as a foundational resource for

1Headline need not be a complete sentence
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Figure 1.1: Category distribution in TeClass. HREL: High Relevance, MREL: Medium Relevance,

LREL: Low Relevance

training and evaluating machine learning models tailored to the intricacies of the Telugu language and
news media landscape.

1.4 Thesis Contribution

Following are the main contributions of this thesis.

1. We present a large, multilingual headline-generation dataset "Mukhyansh", comprising over 3.39
million news article-headline pairs across 8 Indian languages; namely Telugu, Tamil, Kannada,
Malayalam, Hindi, Bengali, Marathi, and Gujarati. Our data collection methodology involves
developing site-specific crawlers, leveraging a deep understanding of news website structures to
ensure the acquisition of high-quality data.

(a) We employ state-of-the-art baseline models and demonstrate the effectiveness of these models
for a diverse range of test sets.

(b) We provide further evidence to support our argument regarding the necessity of high-quality
data by undertaking a comprehensive comparative analysis, specifically contrasting our
research with the existing work, particularly IndicHG.
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(c) The dataset and models are available at: https://github.com/ltrc/Mukhyansh

2. We present “TeClass”, a large, diverse, and high-quality human-annotated dataset for a low-resource
language Telugu, containing 26,178 article-headline pairs annotated for headline classification
with one of the three categories: Highly Related(HREL), Moderately Related(MREL) and Least
Related(LREL).

(a) We present baseline headline generation models to demonstrate that the task of relevant
headline generation is best served when the generation models are trained on high-quality
relevant data even if the available relevant article-headline pairs are significantly less in
number.

(b) The dataset and models are available at: https://github.com/ltrc/TeClass

1.5 Organization of thesis

• Chapter 1 provides an introduction, motivation for the headline generation task in Indian languages,
and outlines the key contributions of this thesis.

• Chapter 2 discusses various modeling approaches and existing datasets for both English and
multiple languages.

• Chapter 3 details the creation of Mukhyansh and evaluates the performance of various baseline
models. Also, presents a comprehensive analysis of existing datasets, conducts a comparative
assessment of each model’s performance on diverse datasets, and presents our findings.

• Chapter 4 discusses the creation of TeClass and its importance in generating relevant headlines in
low-resource language, Telugu.

• Finally, Chapter 5 summarizes the contributions and limitations of this thesis, and discusses its
future scope.

5
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Chapter 2

Literature Review

Generating headlines in low-resource languages has been a pivotal problem in the field of Natural
Language Processing. Various methods have been proposed, from traditional statistical and linguistic
approaches to advanced machine learning and deep learning techniques. In this chapter, we discuss
various modeling approaches and existing datasets proposed for headline generation.

2.1 Modeling Approaches

The "parse-and-trim" approach [8] involves parsing the article into its constituent parts using a
dependency parser and selecting the most relevant parts to form the headline using linguistically-
motivated heuristics. Alternatively, a statistical approach proposed in [2] considers the problem of
headline generation as similar to statistical machine translation. This approach utilizes a language model
to predict the words in the headline given the words in the source article. The integration of neural
networks and deep learning into NLG has brought about a significant shift in the field, resulting in more
sophisticated and effective models capable of generating high-quality text. For instance, an attention
mechanism-based summarization (ABS) method introduced in [27] employs a convolutional network in
the encoder to encode the input words and utilizes attention to aid the text generation model. While this
approach employs a feed-forward neural network for text generation, [5] proposed a Recurrent Neural
Network (RNN) based decoder that demonstrated improved performance compared to the previous
approach on the English Gigaword dataset. Additionally, Nallapati et al. [22] introduced a novel Encoder-
Decoder network with a hierarchical attention mechanism employing recurrent neural networks in both
the encoder and decoder. Gu et al. [12] proposed the COPYNET mechanism, enabling the model to
generate text by copying words from the input, effectively addressing the out-of-vocabulary (OOV)
words issue. Another approach, presented in [29], introduced a pointer generator network capable of
generating a probability distribution over vocabulary and copying words from the input using attention
distribution, thus effectively handling the OOV words problem. Furthermore, the authors introduced a
novel coverage mechanism to mitigate the issue of repetitive words on the decoder side. In contrast to
previous approaches aimed at generating plain and factual headlines, [17] developed a stylistic headline
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generation system capable of generating headlines with three target styles: humor, romance, and clickbait.
Recently, pretrained language models like BART [19] and T5 [25] have demonstrated significant success
in headline generation and related tasks.

2.2 Existing Datasets

2.2.1 English

DUC 2003 and 2004 The DUC (Document Understanding Conference) datasets from 2003 and
2004 are widely used benchmark datasets in the field of text summarization. The DUC 2003 dataset
comprises 500 article-headline pairs from news articles published by the Associated Press and the New
York Times, covering various topics such as politics, sports, and entertainment. Similarly, the DUC
2004 dataset contains 624 article-headline pairs from the same sources, providing a larger and more
diverse collection of pairs compared to the previous year. Both datasets are designed for single-document
summarization tasks, with each article accompanied by a manually written headline that serves as a
concise summary of the main points. These datasets have been instrumental in evaluating the effectiveness
of summarization algorithms and approaches, allowing researchers to assess the performance of different
systems in generating informative summaries from news articles.

Gigaword [27] The English Gigaword dataset comprises a vast collection of news articles, totaling
over 4 million in number. These articles are sourced from reputable newspapers such as the New York
Times and the Associated Press, covering a diverse range of topics spanning politics, economics, sports,
entertainment, and more. Each article in the dataset is paired with its corresponding headline, providing
labeled data for tasks such as headline generation and text summarization. Due to its extensive coverage
and high-quality content, the English Gigaword dataset has become a fundamental resource for natural
language processing research.

XSUM [24] The Extreme Summarization (XSum) dataset is designed to assess the performance
of abstractive single-document summarization models. Comprising 226,711 news articles sourced
from BBC articles spanning the years 2010 to 2017, the dataset covers a broad spectrum of domains
including News, Politics, Sports, Weather, Business, Technology, Science, Health, Family, Education,
Entertainment, and Arts. Each article is accompanied by a corresponding one-sentence summary, making
XSum a valuable resource for evaluating and benchmarking abstractive summarization systems.

TLDR [33] The TLDR corpus is a dataset designed for summarizing Reddit posts. It consists of
diverse user-generated content from the social media platform Reddit, covering a wide range of topics and
discussions. The dataset contains both the original posts and corresponding human-generated summaries,
providing valuable resources for training and evaluating summarization models. With its large-scale and
varied content, the TLDR corpus serves as a valuable asset for researchers interested in developing and
testing summarization algorithms on real-world social media data.
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2.2.2 Multilingual

Columbia Newsblaster [9] The Columbia Newsblaster dataset is a multilingual dataset created for
the purpose of summarization. It includes a collection of news articles in multiple languages, such as
English, Russian, and Japanese, along with annotations for various elements including articles, texts,
titles, images, and captions. The dataset encompasses around 500 news articles and spans a diverse range
of topics and domains. This multilingual nature of the dataset makes it a valuable resource for researchers
exploring summarization techniques across different languages and cultural contexts.

MLSum [28] It consists of approximately 1.5 million pairs of articles and summaries along with the
headlines written in languages including French, German, Spanish, Russian, and Turkish. The dataset
covers a wide array of topics, drawing from diverse domains such as news, politics, sports, weather,
business, technology, science, health, family, education, entertainment, and arts.

XLSum [14] It comprises approximately 1 million article-summary pairs extracted from BBC news
articles spanning various languages, including 44 different languages. The dataset aims to provide a
diverse range of linguistic data for evaluating summarization systems across a wide linguistic spectrum.
By including headlines along with their corresponding summaries, XLSum facilitates the assessment of
headline generation models’ performance in capturing the essence of news articles in different languages.

IndicNLG-HG To further advance research in Natural Language Generation (NLG) for Indian
languages,[18] proposed the IndicNLG benchmark, encompassing five different NLG tasks, including
a headline generation dataset (hereafter referred to as IndicHG dataset). This dataset comprises 1.31
million article-headline pairs across 11 Indian languages.

However, our analysis (detailed in Chapter 3 Section 3.3) reveals serious quality issues in IndicHG, such
as data contamination, rendering it unsuitable for training robust models. Despite its claimed size, the
dataset’s problematic samples significantly reduce its effective size by nearly half.
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Chapter 3

Mukhyansh

This chapter explores the creation of the headline generation dataset "Mukhyansh" spanning eight
Indian languages: Telugu, Tamil, Kannada, Malayalam, Hindi, Bengali, Marathi, and Gujarati. We
examine the performance of various baseline models using this dataset, along with a critical evaluation
of existing datasets. Additionally, we also presents comparative analysis of each model’s performance
across different datasets.

3.1 Introduction

News websites provide a wealth of up-to-date and diverse content, with news stories covering a wide
range of topics and from various perspectives. This variety can be valuable for training NLG models to
generate natural and diverse language which is representative of real-world usage. To achieve this, we
collected the data from multiple news websites under fair usage for educational and research purposes.
The dataset collection process, preprocessing, statistics, and dataset quality are detailed in the following
sections.

3.1.1 Data Collection

The data collection process for all eight Indian languages involved web scraping from multiple news
websites. However, this task posed challenges due to the diverse and dynamic nature of these websites.
Given that each website has its own unique structure, it was crucial to understand the intricacies of each
site to extract data accurately, without any loss of information or introduction of noise. To achieve this,
we developed site-specific web scrapers tailored to each website. These scrapers were designed to extract
the text of news articles, headlines, and the name of the news subdomain. Care was taken to ensure that
both the article and headline elements were non-empty and devoid of any unwanted information such as
advertisements, URLs pointing to related articles, or embedded social media content.

To avoid any bias towards a particular news style, data was collected from a diverse range of news
websites. Table 3.1 contains detailed list of websites used for scraping. These websites covered various
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S.No L Website S.No L Website S.No L Website

1 te https://www.ap7am.com/telugu-news 17 kn https://kannadanewsnow.com/kannada/ 33 ml https://eveningkerala.com/

2 te https://www.prabhanews.com/ 18 kn https://hosadigantha.com/ 34 hi https://www.jagran.com/

3 te https://www.suryaa.com/index.html 19 kn https://kannada.asianetnews.com/ 35 hi https://www.khaskhabar.com/

4 te https://www.manatelangana.news/ 20 kn https://newskannada.com/ 36 hi https://www.indiatv.in/

5 te http://www.andhrabhoomi.net/ 21 kn https://www.kannadaprabha.com/ 37 bn https://www.anandabazar.com/

6 te https://prajasakti.com/ 22 kn https://www.sahilonline.net/ka 38 bn https://www.sangbadpratidin.in/

7 te https://www.vaartha.com/ 23 kn https://www.udayavani.com/ 39 bn https://bengali.abplive.com/live-tv

8 te https://10tv.in/ 24 kn http://vishwavani.news/ 40 bn https://uttarbangasambad.com/

9 te https://www.hmtvlive.com/ 25 kn https://ainlivenews.com/ 41 bn https://bangla.asianetnews.com/

10 ta https://www.hindutamil.in/ 26 kn https://vaarte.com/ 42 mr https://www.lokmat.com/

11 ta https://www.polimernews.com/ 27 kn https://btvkannada.com/ 43 mr https://prahaar.in/

12 ta https://tamil.asianetnews.com/ 28 ml https://www.eastcoastdaily.com/ 44 mr https://marathi.abplive.com/

13 ta https://www.updatenews360.com/ 29 ml https://suprabhaatham.com/ 45 gu https://sandesh.com/

14 kn https://kannadadunia.com/ 30 ml https://www.bignewslive.com/ 46 gu https://www.gujaratsamachar.com/

15 kn https://eesanje.com/ 31 ml https://www.malayalamexpress.in/ 47 gu https://gujarati.news18.com/

16 kn https://www.vijayavani.net/ 32 ml https://dailyindianherald.com/

Table 3.1: List of websites used for creating Mukhyansh.

domains, including state, national, international, entertainment, sports, business, politics, crime, and
COVID-19, among others (refer Table 3.2). To ensure the quality of the collected data, additional
preprocessing steps were implemented next.

3.1.2 Data Preprocessing

In the series of essential preprocessing steps, firstly, we eliminate all special symbols, emojis, and
punctuation marks from the dataset. Next, we remove any duplicate article-headline pairs from the
dataset. Lead or prefix, wherein the title of an article is derived from the initial sections that typically
contain the most crucial information, is a widespread approach adopted by news sites. Although utilizing
the lead section can be beneficial for summary generation, it may inadvertently hinder the model’s ability
to learn and discriminate between different types of information. By relying solely on the lead, the model
may overlook relevant details and nuances present in the subsequent sections of the article. Therefore,
we eliminate pairs with prefixes from the dataset. Furthermore, to ensure that only substantial and
informative pairs are retained, we apply a minimum-length filter to the dataset. This filter helps eliminate
article-headline pairs where the article contains fewer than 20 tokens and/or the headline consists of
fewer than 3 tokens. Table 3.3 provides an overview of the preprocessing statistics for Mukhyansh and
the final Train, Dev, and Test splits.
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News Category
Category-wise counts of article-headline pairs for each language

te ta kn ml hi bn mr gu

state 698059 133599 163857 144491 - 143804 184045 123183

national 91787 80711 61170 92833 314528 42913 72182 53248

entertainment 59244 31265 22697 14939 80202 31470 2819 19710

international 24262 29463 26092 34008 29668 20552 15347 37682

sports 19933 26186 18775 10204 78190 30676 29947 19337

business 13495 12874 8747 3446 60524 775 10379 21884

crime 8917 6656 7541 7064 8052 - 16489 -

covid 1425 6470 14147 4348 - 4205 - -

politics - 4484 5816 843 29459 346 3234 -

other - - 9081 2896 - 6532 - 914

Table 3.2: Category wise statistics of Mukhyansh

3.1.3 Data Splits

For the final splits, we allocated 90% of the data for training purposes, while the remaining data
was dedicated to development and testing. To ensure robust performance and prevent any bias towards
specific news categories or domains, stratified sampling techniques were employed when creating our
data splits. This approach guarantees that articles from all categories are evenly distributed across the
training, development, and test sets.

3.1.4 Data Statistics

To evaluate the task’s abstractive nature and difficulty, we compute the percentage of novel n-grams and
employ extractive baselines like LEAD-1 and EXT-ORACLE ROUGE-L (R-L) scores. The "percentage
of novel n-grams" indicates the proportion of n-grams present in the headline but not found in the article,
quantifying the level of uniqueness in the headline. Specifically, LEAD-1 R-L calculates the similarity
between the first sentence of the article and the reference headline, while EXT-ORACLE R-L computes
scores by selecting the sentence from the article that achieves the highest R-L scores with the reference
headline. The resulting scores along with other statistics are detailed in Table 3.4
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3.1.5 Human Evaluation

In order to evaluate the quality of the Mukhyansh dataset more comprehensively, a human evaluation
was conducted. Due to resource constraints and the expenses associated with annotation, this evaluation
was limited to the Telugu language data. A total of 500 article-headline pairs were randomly selected
and assigned to native-language annotators. They were provided with a set of guidelines, which were
based on those utilized in previous studies such as XL-Sum [14] and IndicNLG [18]. The evaluation
specifically focused on the following properties:

• Consistent True, If the article and headline are consistent.

• Inconsistent True, If the headline contains information that is inconsistent with the article.

• Unfounded True, If the headline contains extra information that cannot be inferred from the article.

We assign each article-headline pair to 3 annotators and the final rating for each pair is selected
based on majority voting. We found that 96.8% of the samples were rated True for Consistency, and the
percentage of samples that are rated Inconsistent, and Unfounded were 0.6%, and 2.6% respectively,
which supports our claim of a reliable and good-quality dataset.

The inter-annotator agreement was assessed using a variation of Fleiss’ Kappa, proposed by [26] and
it resulted in an encouragingly high score of 0.76, indicating substantial agreement among annotators.

Dravidian language family Indo-Aryan language family

te ta kn ml hi bn mr gu

# Pairs collected 1080665 378545 505641 435896 729950 309008 411566 338502

# Duplicates 8024 11546 64116 269 32539 7055 10184 35518

# Pairs after deduplication 1072641 366999 441525 435627 697411 301953 401382 302984

# Pairs with prefix 8756 1712 1983 21633 2656 1302 942 200

# Pairs with multiple-articles 582 0 0 0 0 0 0 0

# Pairs too short 146181 33579 101619 98921 94132 19378 65998 26826

# Pairs after filtering 917122 331708 337923 315072 600623 281273 334442 275958

# Pairs in train 825372 298543 304122 283555 540568 253139 301001 248367

# Pairs in dev 82571 26539 27044 25190 48042 22514 26751 22073

# Pairs in test 9179 6626 6757 6327 12013 5620 6690 5518

Table 3.3: Statistics of Mukhyansh Preprocessing.
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L
Total

Pairs

Avg sents

in article

Avg tokens

in article

Avg tokens

in headline

Total Tokens Unique Tokens % novel n-gram Lead-1
EXT-

ORACLE

articles headlines articles headlines n=1 n=2 n=3 n=4 R-L R-L

te 917122 7.97 103.64 7.42 95.05M 6.80M 2.3M 376K 36.63 62.87 82.10 91.41 23.54 33.21

ta 331708 15.47 218.99 11.50 72.64M 3.82M 1.8M 225K 33.02 55.12 73.75 85.05 32.70 39.33

kn 337923 10.94 154.77 9.03 52.3M 3.05M 1.9M 222K 41.30 65.88 82.73 91.45 19.66 30.08

ml 315072 10.26 115.45 9.54 36.37M 3.01M 2.5M 351K 36.14 55.59 71.20 81.73 34.60 41.94

hi 600623 14.54 303.05 13.45 182.02M 8.08M 1.3M 137K 20.31 47.20 67.96 81.27 25.99 35.02

bn 281273 19.41 244.78 10.10 68.85M 2.84M 0.9M 135K 37.60 67.60 84.31 92.27 15.51 30.50

mr 334442 17.71 271.02 8.41 90.64M 2.81M 1.9M 241K 37.11 64.73 82.66 91.66 13.88 28.34

gu 275958 16.45 284.39 12.46 78.48M 3.44M 1.7M 197K 38.24 65.81 82.08 90.54 12.21 28.72

Table 3.4: Mukhyansh dataset statistics in detail.

3.2 Baseline Models

In this work, we evaluate the performance of commonly used sequence-to-sequence models as
baselines on our dataset. Our implementation includes two categories of models: one based on an
RNN encoder-decoder network trained from scratch, and another utilizing fine-tuning with pre-trained
transformer encoder-decoder models like mT5 [35] and IndicBART [6].

3.2.1 RNN based encoder-decoder network trained from scratch

Sequence to Sequence learning with recurrent neural networks [30] has had a significant impact
on the field of NLP. Its ability to process sequential information, such as text and speech has enabled
deep learning models to perform a wide range of text generation tasks like machine translation, and
summarization with remarkable accuracy and paved the way for further advancements in NLP. It consists
of two main components: an encoder and a decoder. The encoder component processes the input sequence
and generates a context vector, which captures the important information in the input. The decoder
component then uses this context vector to generate the output sequence. The encoder and decoder
are typically implemented using Long Short-Term Memory (LSTM) [16] or Gated Recurrent Units
(GRU) [4] networks. LSTMs and GRUs are popular choices due to their ability to effectively capture
long-term dependencies in sequential data. This makes them well suited for encoding and decoding
sequential inputs and outputs in the Sequence to Sequence model. However, these models had some
limitations, One of the main limitations was that the fixed-length context vector could not effectively
capture longer sequences, leading to the loss of information. Additionally, the decoder only had access to
this context vector, which did not allow it to focus on different parts of the input sequence during the
generation process. These limitations resulted in poor performance on longer sequences or tasks that
required selective attention to different parts of the input. The attention mechanism was introduced in [1]
to address these limitations by allowing the decoder to dynamically attend to different parts of the input
sequence, providing a way to incorporate additional information and improving the model’s performance.
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In this subsection, we investigate different combinations of word embeddings and recurrent units used
in our sequence-to-sequence models.
FastText Embeddings: FastText [11] is an enhanced version of the embedding model introduced by [21]
in 2013. Operating on the principles of the skip-gram model, FastText incorporates subword information
to create embeddings for individual words. Unlike traditional methods that directly learn word vectors,
FastText represents each word as a collection of n-grams of characters. This approach enables FastText
to effectively generate embeddings even for rare words.
Byte-Pair Embeddings (BPEmb): We leverage Byte Pair Encoding (BPE) [10] to address the challenges
associated with word-level tokenization and embeddings, particularly prevalent in morphologically rich
Indian languages. Models utilizing word-level tokenization and embeddings often encounter issues such
as out-of-vocabulary (OOV) words and rare words. OOV words represent new terms not seen during
training, resulting in inadequate embeddings, while rare words, infrequently appearing in training data,
may receive weak or unreliable embeddings. BPE, an unsupervised learning method for subword-level
tokenization, effectively mitigates these challenges by iteratively merging the most frequent pairs of bytes.
This technique results in a subword vocabulary capable of capturing morphological information, thereby
enhancing the robustness of the tokenization process. We use 300-dimensional subword embeddings
from BPEmb [15], pretrained on Wikipedia using BPE technique.

3.2.1.1 FastText + GRU Model

• This model utilizes 300-dimensional pretrained FastText embeddings as the initial word represen-
tation.

• It employs GRU (Gated Recurrent Unit) networks in both the encoder and decoder.

• The model consists of 4 stacked layers, with each GRU cell containing 600 hidden activation units.

3.2.1.2 FastText + LSTM Model

• Similar to the previous model, this one also utilizes 300-dimensional pretrained FastText embed-
dings as the initial word representation.

• Instead of GRU, it utilizes LSTM (Long Short-Term Memory) networks in both the encoder and
decoder.

• Like the previous model, it consists of 4 stacked layers, with each LSTM cell containing 600
hidden activation units.

3.2.1.3 BPEmb + GRU Model

• This model utilizes 300-dimensional pretrained Byte-Pair Embeddings (BPEmb) as the initial word
representation.
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• Similar to the previous models, it employs GRU networks in both the encoder and decoder.

• Like the other models, it consists of 4 stacked layers, with each GRU cell containing 600 hidden
activation units.

3.2.2 Pre-trained transformer models

Pre-trained transformer models have been a revolutionary advancement in the field of Natural Lan-
guage Processing (NLP). These models, built upon the innovative transformer architecture [32], have
revolutionized how we approach language understanding tasks. By leveraging vast amounts of data,
pre-training allows these models to learn intricate patterns and representations of language in an unsuper-
vised or semi-supervised manner. This pre-training phase equips the models with a rich understanding
of syntax, semantics, and context, making them highly versatile for a wide range of NLP tasks. Once
pre-trained, these models can be fine-tuned on downstream tasks with task-specific labeled datasets.
Fine-tuning involves updating the parameters of the pre-trained model using task-specific data, thereby
adapting the model to perform well on the target task. Fine-tuning typically requires less data and
computational resources compared to training models from scratch, making pre-trained transformer
models highly versatile and efficient for various NLP applications.

We leverage the benefits of transfer learning in headline generation by utilizing pre-trained sequence-
to-sequence models such as mT5 and IndicBART. To implement these models, we utilize the scripts1

provided by Huggingface [34].

mT5: We conducted experiments on our dataset by fine-tuning the pre-trained mT5 [35] model, a
multilingual variant of T5 [25], which was originally trained on the common crawl dataset, encompassing
101 languages. We use mT5-small model for our experiments.
IndicBART: IndicBART is a multilingual, sequence-to-sequence pre-trained model focusing on 11 Indian
languages and English. It is similar to mBART [20] in terms of architecture and training methodology.
Specifically, we use a variant of IndicBART called separate script IndicBART2 (hereafter referred to as
SSIB) and fine-tune it on our dataset for the task of headline generation.

3.2.3 Experimental Setup

3.2.3.1 Hyperparameters

In our experimental setup, we assessed various baseline models tailored to the task of headline
generation for Indic languages, including Seq-Seq+FastText, Seq-Seq+BPEmb, mT5-small, and SSIB.
Each model was configured with distinct parameters to optimize their performance. During the inference
stage, our models employed a beam search strategy with a beam width of 5, except for mT5-small
and SSIB, which utilized a beam width of 4. Beam search is a heuristic algorithm that explores a

1https://github.com/huggingface/transformers/tree/main/examples/pytorch/summarization
2https://huggingface.co/ai4bharat/IndicBARTSS
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Parameters

Seq-Seq

+

FastText

Seq-Seq

+

BPEmb

mT5-small IndicBART

Max Source Length 200 300 1024 1024

Max Target Length 20 30 30 30

Vocabulary Size 40000 40000 250112 64000

Beam Width 5 5 4 4

Batch Size 16 16 16 16

Optimizer Adam Adam Adam Adam

Learning rate 1e−4 1e−4 5e−5 5e−5

(GPU,CPU) (1,10) (1,10) (4,40) (4,40)

Table 3.5: Experimental setup of various baseline models.

graph by expanding the most promising nodes within a limited set, determined by the beam width, at
each level of the decoding process. To address the challenge of bias towards shorter sentences, length
normalization was applied, with a length normalization penalty of 0.1 introduced for Telugu, Tamil,
Kannada, and Malayalam languages, while no length normalization was applied to other languages. To
prevent overfitting, we employ early stopping. Further details regarding the experimental setup and
parameter configurations for all the models can be found in Table 3.5

Due to limited computational resources, for the pre-trained models, we fine-tuned them on our data for
10 epochs. The model checkpoint with the highest validation score is selected to generate predictions on
the test set.

3.2.3.2 Metric

To assess the models’ performance, we utilize the multilingual ROUGE metric [14]3, a widely used
measure in NLP for assessing the quality of generated headline against reference headline. ROUGE
(Recall-Oriented Understudy for Gisting Evaluation) comprises several variants, with ROUGE-1, ROUGE-
2, and ROUGE-L being the most commonly used ones.

ROUGE-1 evaluates the overlap of unigram tokens between the generated headline and the reference
headline. It calculates precision, recall, and F1 score based on the number of overlapping unigrams,
providing insight into the effectiveness of the model in capturing important content from the reference.

ROUGE-2 extends the evaluation to bigrams, measuring the overlap of consecutive pairs of words
between the generated headline and the reference headline. Similar to ROUGE-1, it computes precision,
recall, and F1 score based on the number of overlapping bigrams, providing a more nuanced evaluation
by considering the continuity of phrases in the generated text.

ROUGE-L assesses the longest common subsequence (LCS) between the generated headline and the
reference headline. It calculates precision, recall, and F1 score based on the length of the LCS, which

3https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring

16

https://github.com/csebuetnlp/xl-sum/tree/master/multilingual_rouge_scoring


represents the maximum number of words that appear in both the generated and reference texts in the
same order. ROUGE-L offers a more lenient evaluation compared to ROUGE-1 and ROUGE-2, as it
considers word order but not necessarily word overlap.

3.2.4 Results

Table 3.6 presents the ROUGE-1, 2, L (R-1, R-2, R-L) scores achieved by different baseline models
on Mukhyansh. The best R-L score for each language is highlighted in bold. Notably, the SSIB and
mT5-small models outperformed all the sequence-to-sequence models trained from scratch. The superior
performance of SSIB and mT5-small can be attributed to their pre-training on a large corpus.

It is worth mentioning that the GRU variant of the sequence-to-sequence model, utilizing FastText
embeddings, yielded satisfactory results with a smaller parameter count (64 Million) compared to SSIB
(244 Million) and mT5-small (300 Million). Examples of headlines generated by various baseline models
fine-tuned on Mukhyansh presented in Figure 3.1 and Figure 3.2.

L
FastText+GRU FastText+LSTM BPEmb+GRU mT5-small SSIB

R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

te 32.71 15.00 32.02 33.41 14.93 32.70 30.06 14.52 29.31 39.34 21.95 38.35 38.42 20.85 37.33

ta 33.52 15.40 32.20 32.64 13.60 31.26 33.28 16.15 32.04 43.22 24.38 41.18 43.47 24.50 41.16

kn 26.19 10.53 25.25 23.75 7.94 22.84 24.46 10.68 23.60 34.73 17.88 33.34 34.36 17.06 32.59

ml 28.86 13.17 28.17 24.00 8.80 23.44 26.13 13.22 25.36 35.50 20.79 34.63 33.21 18.57 32.04

hi 32.97 14.20 29.50 32.34 11.79 28.45 32.24 13.93 28.94 38.26 18.81 33.65 41.05 20.77 36.18

bn 18.55 6.15 17.47 15.73 4.00 14.90 10.20 2.31 9.84 22.90 8.87 21.56 23.67 8.84 22.04

mr 17.26 5.08 16.83 14.32 3.11 14.04 17.91 6.48 17.54 27.25 12.68 26.41 28.21 12.95 27.08

gu 15.61 3.87 14.84 9.98 1.68 9.48 15.68 4.59 14.94 21.80 8.53 20.43 24.77 9.86 23.05

Average 25.71 10.43 24.54 23.27 8.23 22.14 23.75 10.24 22.70 32.88 16.74 31.19 33.40 16.68 31.43

Table 3.6: ROUGE-1,2,L scores of various baseline models of Mukhyansh for each language (L).
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Figure 3.1: Hindi example of headlines generated by various baseline models fine-tuned on Mukhyansh
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Figure 3.2: Telugu example of headlines generated by various baseline models fine-tuned on Mukhyansh
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3.3 Existing datasets evaluation

Due to the unavailability of publicly accessible data from existing monolingual works, our evaluation
is limited to the recent multilingual datasets, namely XL-Sum and IndicHG. The Indian language section
of the XL-Sum dataset consists of 251K article-headline pairs sourced from BBC4. While XL-Sum
focuses on extreme summarization, it is important to note that the summaries provided may consist
of more than one sentence. Additionally, concerns have been raised by [31] regarding the quality of
summaries in the Indian language section of XL-Sum. Consequently, our evaluation is primarily centered
on the IndicHG dataset5.

To validate the reported results in IndicNLG regarding headline generation, we conduct a series
of experiments on the IndicHG dataset, accompanied by comprehensive quantitative and qualitative
analyses. As discussed in the subsequent sub-sections, our investigation has uncovered significant quality
issues with the HG dataset of IndicNLG. Despite the valuable contributions of IndicNLG to the field of
language generation for various Indic languages, it is imperative to address these issues before deeming
the IndicHG dataset suitable for training robust models.

3.3.1 Reproducing IndicHG Results

We initiate our experiments with an attempt to replicate the findings of IndicHG for the eight
Indian languages mentioned. Following their paper’s methodology and hyper-parameter settings, we
meticulously fine-tune the SSIB model, (hereafter, referred to as IndicHG*). In order to obtain a more
reliable assessment of the model’s performance and evaluate the consistency of the results, we conducted
the same experiment five times with different initial seeds. Subsequently, In Table 3.7 we present the
mean and standard deviation of the ROUGE-1,2,and L scores obtained on the test set. Table 3.8 presents
these mean ROUGE-L scores alongside their reported6 counterparts.

As depicted in the final row of Table 3.8, there is an average reduction of 17.85 in the ROUGE-L
scores across the eight languages. This substantial decrease raises concerns regarding the reproducibility
of the original findings and emphasizes the necessity for further investigation.

3.3.2 Quantitative Analysis

We initiate the analysis by implementing preprocessing steps for the IndicHG dataset, including
checks for prefixes, duplicates, and minimum length. In addition to the eight languages we are focusing
on, we extended the preprocessing to include the remaining three languages of IndicHG: Oriya, Punjabi,
and Assamese.

4https://www.bbc.com/
5IndicNLG data for Headline-generation was taken from https://huggingface.co/datasets/ai4bharat/

IndicHeadlineGeneration/tree/main/data
6The reported scores are taken from the monolingual works of IndicHG [18] paper, as the checkpoint is not made public.
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L
R-1 R-2 R-L

mean std mean std mean std

te 23.75 1.31 11.98 0.88 22.37 1.28

ta 34.49 0.70 21.06 0.62 32.96 0.74

kn 43.85 1.41 35.89 1.58 42.79 1.43

ml 37.20 1.62 25.59 1.89 35.64 1.72

hi 28.73 0.63 13.42 0.37 24.12 0.62

bn 24.54 0.29 12.58 0.36 22.54 0.31

mr 22.99 0.46 11.26 0.28 21.28 0.38

gu 24.77 0.22 11.87 0.15 22.68 0.35

Average 30.04 0.83 17.96 0.77 28.05 0.85

Table 3.7: Mean & Standard Deviation of 5 iterations of IndicHG* results

Surprisingly, despite claims to the contrary, our analysis reveals that the IndicHG dataset contains
a significant number of duplicate article-headline pairs in the training, development, and test splits for
most languages. Out of the total 1.31 million pairs, approximately 0.67 million (51.23%) are duplicates.
Moreover, it is ideal for a dataset to have no overlap or common samples among the training, development,
and test splits. However, the statistics presented in Table 3.9 demonstrate a high level of overlap among
these splits for most of the languages, corroborating data contamination. Figure 3.3 shows the duplicates
and contaminated(overlap with train/dev set) article-headline pairs percentage in IndicHG test-set. For
instance, an article-headline pair7 from the Kannada language appears 115 times in the training data,
18 times in the development data, and 2 times in the test data. Figure 3.4 depicts the percentages of
duplication remained in train, dev and test splits of IndicHG after removing all overlapping pairs.

Data contamination introduces bias in evaluation, as the metrics calculated on the development and
test datasets do not accurately represent the model’s performance on unseen data. Additionally, we
assert that the heavy presence of duplicated data in the dataset may lead models trained on this data to
achieve artificially high performance by memorizing the duplicated pairs, thereby hindering their ability
to generalize to new, unseen data.

To support our arguments, we take several steps. Firstly, we eliminate all duplicate pairs from each of
the training, development, and test splits of the IndicHG dataset. To deal with data contamination, the
following 2 variations were attempted:

1. To ensure the integrity of the test set, a straightforward approach was adopted, which involved
excluding any pairs that were already present in the corresponding train/dev sets. Additionally, any

7https://tinyurl.com/2p85mayt
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Figure 3.3: Language-wise data bias in IndicHG test-set.

Figure 3.4: Duplication percentage within IndicHG train,dev,test splits.
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IndicHG Performance

L Reported Reproduced Unbiased

te 41.97 22.37 19.47

ta 46.52 32.96 33.79

kn 73.19 42.79 21.64

ml 60.51 35.64 26.79

hi 34.49 24.12 22.68

bn 37.95 22.54 20.28

mr 40.78 21.28 20.14

gu 31.80 22.68 22.61

Average 45.90 28.05 23.42

Performance drop 17.85 22.48

Table 3.8: Performance Comparison of various versions of IndicHG: Reported, IndicHG* and In-

dicHG_Unbiased.

L

Train set Development set Test set Total

# Pairs
Duplicates

(%)
# Pairs

Duplicates

(%)

Train

Overlap (%)
# Pairs

Duplicates

(%)

Train-Dev

Overlap (%)
# Pairs

(Duplicates +

Overlap) (%)
Remaining

te 21352 8.77 2690 1.52 15.61 2675 1.42 18.61 26717 10.38 23945

ta 60650 51.18 7616 50.22 3.31 7688 50.20 3.62 75954 51.29 36996

kn 132380 87.26 19416 84.29 59.18 3261 6.23 71.17 155057 87.51 19364

ml 10358 22.83 5388 76.26 33.33 5220 76.05 44.22 20966 53.78 9690

hi 208091 3.19 44718 0.76 6.42 44475 0.72 7.83 297284 4.59 283646

bn 113424 69.86 14739 68.02 19.41 14568 67.94 24.30 142731 70.65 41896

mr 114000 69.10 14250 66.95 15.45 14340 67.03 16.15 142590 69.73 43157

gu 199972 75.11 31270 80.04 0.96 31215 80.02 1.28 262457 76.33 62123

pa 48441 0.13 6108 0 0.18 6086 0 0.35 60635 0.16 60540

as 29631 30.05 14592 75.96 58.77 14808 75.97 65.91 59031 60.66 23222

or 58225 48.77 7484 48.97 0.16 7137 48.58 0.42 72846 48.79 37305

Total: 1316268 51.23 641884

Table 3.9: IndicHG Analysis: Showing overall duplication and overlap(or data-contamination) percent-

ages.

pairs in the dev set that were already present in the train set were also removed. This approach
effectively eliminated data contamination and allowed the training set to remain as large as possible.
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Figure 3.5: ROUGE-L scores for subsets of IndicHG Test set.

These splits were then utilized to reproduce the IndicHG results as IndicHG_Unbiased. Notably,
this dataset exhibited a significant decrease in average R-L score, with a decrease of 22.48 compared
to the score reported in the original IndicNLG paper [18], resulting in an average R-L score of
23.42; as outlined in Table 3.8.

To evaluate the specific impact of data contamination, we divided the IndicHG test set into two
subsets. The first subset consisted of pairs from the IndicHG test set that were also present in the
corresponding train or dev sets. The second subset comprised the remaining (unique) pairs from
the original test set. Figure 3.5 and Table 3.10 shows the R-L score comparison for these two test
subsets, referred to as Overlaps and Without_Overlap respectively, against those obtained from the
total (original) test set. The results unequivocally support the claim that data contamination indeed
leads to artificial high performance.

2. As an alternative approach, pairs present in the training set that also appeared in the corresponding
dev and test sets were eliminated. Similarly, pairs in the dev set that were already present in
the test set were excluded. Additionally, pairs were filtered out if the headline was found in the
article’s prefix, or if the pairs were too short. This method aimed to ensure that the new test set
closely resembled the original set while eliminating problematic cases. The stepwise statistics of
this filteration process and final split counts are provided in Table 3.11. Further statistics of the
resulting filtered dataset, referred to as IndicHG_filtered, can be found in Table 3.12.

While it may seem intuitive that a larger training set would lead to better model training, our findings
suggest that both of the aforementioned approaches yield similar scores. Consequently, we have decided
to utilize the IndicHG_filtered version for all future cross-comparisons. This is primarily because its
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Test sets Models Fine-tuned on
Language

Average
te ta kn ml hi bn mr gu

IndicHG

IndicHG*

22.37 32.96 42.79 35.64 24.12 22.54 21.28 22.68 28.05

Overlaps (IndicHG) 30.53 41.36 52.63 46.61 32.81 37.12 32.21 22.27 36.94

IndicHG-Overlaps 20.84 32.87 25.00 26.07 23.08 18.79 19.92 22.53 23.64

Table 3.10: Impact of Overlap on IndicHG Performance (by ROUGE-L).

Dravidian language family Indo-Aryan language family

te ta kn ml hi bn mr gu

Total # Pairs 26717 75954 155057 20966 297284 142731 142590 262457

# Duplicates 2772 38958 135693 11276 13638 100835 99433 200334

# Pairs after deduplication 23945 36996 19364 9690 283646 41896 43157 62123

# Pairs with prefix 669 796 5 22 19 336 6 92

# Pairs with multiple-articles 5773 0 0 0 0 0 0 0

# Pairs too short 30 5 7 8 1470 5 8 7

# Pairs after filtering 17473 36195 19352 9660 282157 41555 43143 62024

# Pairs in train 13539 28750 13602 7235 194627 32435 33772 49566

# Pairs in dev 1903 3702 2693 1177 43604 4480 4644 6228

# Pairs in test 2031 3743 3057 1248 43926 4640 4727 6230

Table 3.11: IndicHG_filtered dataset creation statistics.

L
Total

Pairs

Avg sents

in article

Avg tokens

in article

Avg tokens

in headline

Total Tokens Unique Tokens % novel n-gram Lead-1
EXT-

ORACLE

articles titles articles titles n=1 n=2 n=3 n=4 R-L R-L

te 17473 13.99 185.09 7.97 3.2M 139K 238K 35.6K 36.26 65.66 85.87 94.08 15.23 29.30

ta 36195 13.43 181.77 11.76 6.58M 425K 311K 51.9K 32.94 54.89 70.17 78.96 33.46 40.10

kn 19352 11.49 189.16 9.22 3.66M 178K 237K 34.1K 33.02 57.47 75.89 86.59 18.19 29.73

ml 9660 13.55 168.38 10.08 1.63M 97K 232K 29K 39.15 61.48 77.78 87.04 26.40 35.79

hi 282157 18.25 397.08 12.55 112.04M 3.5M 543K 74.9K 20.79 49.86 71.06 83.56 21.99 32.52

bn 41555 14.65 239.55 11.27 9.95M 468K 245K 47.2K 38.02 64.35 80.91 89.33 13.95 27.39

mr 43143 13.61 205.31 8.57 8.86M 369K 258K 51K 31.45 57.76 77.44 86.59 13.08 32.55

gu 62024 12.31 226.64 11.20 14.06M 694K 425K 81.5K 35.85 60.69 76.75 85.94 15.52 29.39

Table 3.12: IndicHG_filtered dataset statistics in detail.

test set bears closer resemblance to the original test set. Section 3.3.4 describes further experimentation
conducted using this dataset.
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3.3.3 Qualitative Analysis:

To conduct a qualitative analysis, we begin by manually evaluating a random selection of article-
headline pairs from the IndicHG Telugu dataset8. This dataset comprises articles collected from approx-
imately 22 different Telugu news websites. To ensure a comprehensive evaluation, we assess at least
five random pairs from each website. Our evaluation brings to light certain issues that indicate a lack of
site-specific scraping implementation in IndicHG. The identified issues are as follows:

1. Unwanted information (noise) is present at the beginning of the article (Figure 3.6).

2. Headline is out of the context of the article (Figure 3.7).

3. The article part of a pair, itself contains multiple other article-headline pairs (Figure 3.8).

These quality issues in the article-headline pairs can significantly impact the performance of models.
When the headline is contextually unrelated to the article, the generated headlines by the model are
inaccurate, resulting in subpar performance. Likewise, the presence of multiple articles within a single
article introduces irrelevant information, causing the model to focus on only a fraction of the total content.

For each of the aforementioned issues, we meticulously document the corresponding source website.
Subsequently, we employ simple scripts, regular expressions, and other techniques to further examine
all the article-headline pairs from these source websites. Among all the issues observed, the most
prevalent is the occurrence of multiple articles within a single article (issue-3). By employing basic
regular expressions, we were able to detect a total of 5773 such pairs, although not capturing all instances,
primarily sourced from the Andhra Bhoomi website9, which constitutes 30% of the Telugu IndicHG
dataset. Considering the significant quantity of such pairs, we further update our IndicHG_filtered dataset
by eliminating these pairs. The analysis of article-headline pairs of BBC Telugu10, BBC Tamil11 websites
that are present in IndicHG dataset is detailed in Table 3.13.

3.3.4 Experiments and Analysis

In order to assess the effectiveness of different models, we fine-tune the SSIB model12 using a range
of specifically crafted training and test sets:

1. First, we fine-tune a model on the IndicHG_filtered dataset and evaluate its performance on
the corresponding filtered test set, while ensuring that the fine-tuning hyperparameters remain
consistent with those described in the IndicNLG paper. The results, as presented in Table 3.14,
demonstrate the true performance of IndicHG when only good quality unique pairs are considered.

8Manual evaluation was restricted to Telugu, due to limited language experts/resources.
9http://www.andhrabhoomi.net/

10https://www.bbc.com/telugu
11https://www.bbc.com/tamil
12Unless otherwise stated, all experiments conducted in this study were based on the SSIB model.
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URL https://www.bbc.com/telugu/india-48363611

Article వౖెసీపీ మెజారిటీకి పర్జాశాంతి పారీట్ గండికొటిట్ందా? ఒకే పేరుతో నిలబెటిట్న
అభయ్రుథ్ లకు వచిచ్న ఓటెల్నిన్? 24 మే 2019 దీనిని కిర్ంది వాటితో షేర్

చేయండి ఇవి బయటి లింకుల్ , కాబటిట్ కొతత్ విండోలో తెరవబడతాయి
ఇవి బయటి లింకుల్ , కాబటిట్ కొతత్ విండోలో తెరవబడతాయి షేర్ పాయ్నెలున్
మూసివేయండి ఆంధపర్దేశ్ ఎనిన్కలోల్ కేఏ పాల్ నేతృతవ్ంలోని పర్జాశాంతి
పారీట్ చాలా చోటల్ తన అభయ్రుథ్ లను బరిలోకి దింపింది.కొనిన్ చోటల్
వౖెసీపీ అభయ్రుథ్ ల పేరల్ను పోలిన వయ్కుథ్ లను బరిలోకి దింపిందనే వారత్లు
వచాచ్యి.దీనిపౖె వౖెసీపీ పర్తినిధులు మారిచ్ 26న దిలీల్కి వచిచ్ ఎనిన్కల
సంఘానికి ఫిరాయ్దు కూడా చేశారు.దాదాపు 35 నియోజకవరాగ్లోల్ తమ
అభయ్రుథ్ లను పోలిన అభయ్రుథ్ లను పర్జాశాంతి పోటీలో నిలబెటిట్ందని,
దీనిపౖె చరయ్లు తీసుకోవాలని కోరింది.పర్జాశాంతి ఎనిన్కల గురుత్ అయిన
హెలికాపట్ర్ కూడా తమ ఫాయ్న్ గురుత్ ను పోలి ఉందని, దీనిపౖెనా చరయ్లు
తీసుకోవాలని కోరింది.అయితే, కేఏ పాల్ నిలబెటిట్న అభయ్రుథ్ ల వలల్ వౖెసీపీకి
నషట్ం జరిగిందా..? ఏ నియోజకవరాగ్లోల్ వౖెసీపీ అభయ్రుథ్ ల మెజారిటీపౖె
పర్భావం పడింది? ఫలితాలు ఎలా ఉనాన్యి? అనేది కింది పటిట్కలో
చూడొచుచ్.కర్మసంఖయ్

Translation Did Prajashanti Party affect the YCP majority? How
many votes did the candidates with the same name get?
24 May 2019 Share this with the following These are
external links, so will open in a new window These are
external links, so will open in a new window Close share
panel In the Andhra Pradesh elections, Prajashanti

Party led by KA Paul has fielded its candidates in
many places. In some places, there were reports that
Prajashanti candidates names are similar to YCP
candidates. For this, YCP representatives came to
Delhi on March 26 and filed a complaint to the Election
Commission. Praja Shanti has fielded candidates similar
to their candidates in about 35 constituencies and asked
them to take action on this. Praja Shanti’s symbol of
the election, the helicopter, is also similar to their fan
symbol, and they have asked for action on this too.
However, has the YCP lost because of the candidates
fielded by KA Paul..? In which constituencies has the
majority of YCP candidates been affected? How are the
results? can be seen in the following table. Serial no

Headline వౖెసీపీ మెజారిటీకి పర్జాశాంతి పారీట్ గండికొటిట్ందా? ఒకే పేరుతో నిలబెటిట్న
అభయ్రుథ్ లకు వచిచ్న ఓటెల్నిన్? - BBC News తెలుగు

Translation Did Prajashanti Party affect the YCP majority? How
many votes did the candidates with the same name get?
- BBC News Telugu

Explanation The text highlighted in cyan color is the prefix informa-
tion which is the same as the headline, and the one in
pink is unwanted information (noise).

Figure 3.6: Example of Prefix Case

27



URL https://www.bbc.com/telugu/india-42493669

Article ఇనెస̶్ంట్ టి̪పుల్ తలాకుక్ చెలుల్ దశాబాద్ లుగా ఎంతో మందిముసిల్ం మహిళల
వేదనకు కారణమైన విధానం..'ఇనెస̶్ంట్ టి̪పుల్ తలాక్'.ఈ ఇసాల్ మిక్ ఆచారానిన్
రాజాయ్ంగ విరుదధ్మని తీరామ్నిసూత్ దేశ అతుయ్నన్త నాయ్యసాథ్ నం ఆగసుట్ లో చారితర్క

తీరుప్ని వెలువరించింది.ఐదుగురు సభుయ్లునన్ ధరామ్సనంలోముగుగ్రు జడిజ్లు

'ఇనెస̶్ంట్ టి̪పుల్ తలాక్' రాజాయ్ంగ విరుదధ్మనీ , అది మహిళలపౖె వివకష్ చూపేదిగా

ఉందనీ పేరొక్నాన్రు.సుపీర్ం కోరుట్ పర్కటించిన ఈ నిరణ్యం పటల్ దేశ పర్జలు, ముఖయ్ంగా
ముసిల్ం మహిళలు హరష్ం వయ్కత్ం చేశారు.పారల్మెంటులో టి̪పుల్ తలాక్ బిలుల్ ని సౖెతం
పర్వేశ పెటట్డంతో దానికి సంబంధించిన చటట్ రూపకలప్నలో మరోముందడుగు పడింది.
కానీ కొనిన్ ముసిల్ం మహిళా సంఘాలు, ఆల్ ఇండియాముసిల్ం పరస్నల్ లా

బోరోడ్̻ సహా కొనిన్ రాజకీయ పారీట్లు మాతర్ం ఆ బిలుల్ ని వయ్తిరేకిసుత్ నాన్యి. భారత్

నం.1 ఎకుక్వ మంది భారతీయులు ఇషట్పడే కీర్డ కిర్కెట్.కోహీల్ సిక్స్ కొటిట్నా, బుమా̫

వికెట్ తీసినా అది తమ ఘనతేననన్టుట్ కీర్డాభిమానులు సంబర పడతారు.అలాంటి
అభిమానులను ఉతాస్హ పరిచే మరో అరుదౖెన మైలురాయిని భారత కిర్కెట్ జటుట్ ఈ

ఏడాది తొలిసారి నమోదు చేసింది.సెపెట్ంబరులో పర్కటించిన ఐసీసీ రాయ్ంకులోల్ అటు
టెసుట్ లూ, ఇటు వనేడ్లోల్నూ భారత్ నంబర్. 1 సాథ్ నానిన్ కెవౖసం చేసుకుంది.ఒకేసారి

ఇలా రెండు ఫారామ్టల్లో తొలి సాథ్ నంలో నిలవడం భారత జటుట్ కి ఇదే మొదటిసారి.కాగా,

రోహిత్ శరమ్ ఈ ఏడాది చివరలో వనేడ్లోల్ మూడో దివ్శతకం సాధించి పర్పంచ రికారుడ్

నెలకొలాప్డు.మిథాలీ సారథయ్ంలో భారత మహిళా కిర్కెట్ జటుట్ పర్పంచ కప్ ఫౖెనలుక్ చేరి

రనన్రపాగ్ నిలిచింది.ఫిబ̩వరిలో జరిగిన '2017 బ͗ెల్ండ్ వరల్డ్ టీ20' కిర్కెట్ టోరీన్ని కూడా

భారత అంధుల కిర్కెట్ జటేట్ గెలుచుకుంది.మరోపకక్ బాయ్డిమ్ంటనోల్ తెలుగు కురా̫డు

కిదాంబి ̗కాంత్ కొతత్ చరితర్ సృషిట్ంచాడు.ఒక ఏడాదిలో నాలుగు సూపర్ సిరీస్ టౖెటిళుల్

గెలుచుకునన్ తొలి భారతీయుడిగా రికారుడ్ నెలకొలాప్డు.ఇండొనేసియా, ఆసేట్͔లియా,

డెనామ్ర్క్, ఫా̫న్స్ దేశాలోల్ జరిగిన సూపర్ సిరీస్ టోరీన్లోల్ ̗కాంత్ విజేతగా నిలిచాడు.
Translation Ban Instant triple talaq Instant triple talaq is a practice that

has caused the agony of many Muslim women for decades. The
Supreme Court of the country issued a historic verdict in August
declaring this Islamic practice unconstitutional. Three judges
in a five-member bench ruled that instant triple talaq is uncon-
stitutional and discriminatory against women. The people of
the country, especially the Muslim women, were happy about
the decision announced by the Supreme Court. Another step
forward in the drafting of the law was made with the intro-
duction of the Triple Talaq Bill in the Parliament. But some
Muslim women’s groups and some political parties, including
the All India Muslim Personal Law Board, are opposing the
bill. Bharat number one Cricket is India’s No. 1 favorite sport
of most Indians. Even if Kohli hits a six or Bumrah takes a
wicket, the sports fans celebrate as if it is their honor. Another
rare milestone that excites such fans has been recorded by the
Indian cricket team for the first time this year. In the ICC rank-
ings announced in September, both Tests and ODIs India no. 1
position. This is the first time for the Indian team to be ranked
first in two formats at the same time. Meanwhile, Rohit Sharma
set a world record by scoring his third double century in ODIs
at the end of this year. Under the leadership of Mithali, the
Indian women’s cricket team reached the final of the World Cup
and became the runner-up. The ’2017 Blind’ held in February
The Indian blind cricket team also won the World T20 cricket
tournament. On the other hand, Telugu boy Kidambi Srikanth
created a new history in badminton. He set a record as the
first Indian to win four super series titles in one year. Srikanth
became the winner in the super series tournaments held in In-
donesia, Australia, Denmark and France.

Headline దంగల్ బాహుబలి.. రెండూ రెండే - BBC News తెలుగు
Translation Dangal Baahubali.. both are .. - BBC News Telugu

Explanation The text highlighted in cyan is the headline of the article (high-
lighted in lime), and the text highlighted in yellow is the headline
of the article (highlighted in gray). Here, the actual headline has
no context in the article.

Figure 3.7: Example of headline out of context from article
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URL http://www.andhrabhoomi.net/content/dudddd

Article ముంబయి: దుబాయి నుంచి ఇకక్డికి వచిచ్న విమానంలో పోలీసులు సోదాలు
చేయగా టాయిలెటోల్ 3 కిలోల బంగారం బయట పడింది.దుబాయి నుంచి వచిచ్న
పర్యాణికులోల్ ఎవరో ఈ బంగారానిన్ తెచిచ్ టాయిలెటోల్ వదిలేసి ఉంటారని పోలీసులు
చెబుతునాన్రు.కసట్మ్స్ తనిఖీలోల్ దొరికిపోతే కేసులు పెడతారనన్ భయంతో ఇలా
బంగారానిన్ వదిలేసి ఉంటారని పోలీసులు అనుమానిసుత్ నాన్రు. భారత్ ఎదుగుదలలో
యూపీ కీలకం లకోన్: భారత్ అయిదు టి̪లియన్ డాలరల్ ఆరిథ్క వయ్వసథ్గా అవతరించడంలో,

2030 నాటికి పర్పంచంలోని మూడు అతయ్ంత పెదద్ ఆరిథ్క వయ్వసథ్లలో ఒకటిగా ఎదగడంలో

ఉతత్రప్͔దేశ్ ఒక ముఖయ్మయిన పాతర్ పోషిసుత్ ందని రకష్ణ శాఖ మంతి̩ రాజాన్థ్ సింగ్ అనాన్రు.

పది మందికి కేబినెట్ పదవులు బెంగళూరు, ఫిబ̩వరి 6: కరాన్టకలో కాంగె̩స్- జేడీఎస్

సంకీరణ్ పర్భుతావ్నిన్ కుపప్కూలిచ్ బీజేపీ అధికారంలోకి రావడానికి సహకరించిన 10
మంది ఫిరాయింపు దారులకుముఖయ్మంతి̩ యెడూయ్రపప్ మంతి̩ వరగ్ంలో కేబినెట్

పదవులు లభించాయి. 'ఇంటరెన్ట్' పా̫థమిక హకుక్కాదు నూయ్ఢిలీల్, ఫిబ̩వరి 6:
ఇంటరెన్ట్ వినియోగించుకునే హకుక్ పా̫థమిక హకుక్ కాదని, అది ఎంత మాతర్ం
దేశ భద̩తతో సమానమైన పా̫ధానయ్తను కలిగి ఉనన్ది కాదని కేంద̩ మంతి̩ రవిశంకర్
పర్సాద్ గురువారం రాజయ్సభలో పర్కటన చేశారు.దేశ భద̩తా పరిసిథ్తులను కూడా అంతే

పా̫ధానయ్తతో పరిశీలించాలిస్న అవసరం ఉందనాన్రు.
Translation MUMBAI: When the police searched the flight that came here

from Dubai, 3 kg of gold was found in the toilet. The police say
that some of the passengers from Dubai must have brought this
gold and left it in the toilet. UP is crucial for India’s growth
Defense Minister Rajnath Singh has said that Uttar Pradesh will
play an important role in India becoming a five trillion dollar
economy and one of the world’s three largest economies by 2030.
Cabinet posts for 10 people Bengaluru, Feb 6: The Congress-

JD(S) coalition government in Karnataka was brought down by
the BJP and helped to bring it to power. 10 defectors got cabinet
posts in Chief Minister Yeddyurappa’s cabinet. ’Internet’ is
not a fundamental right New Delhi, February 6: Union Minis-

ter Ravi Shankar Prasad on Thursday announced in the Rajya
Sabha that the right to use the Internet is not a fundamental
right and it does not have the same priority as national security.
He said that there is a need to examine the situation with the
same priority.

Headline విమానం టాయిలెటోల్ 3 కిలోల బంగారం సావ్ధీనం
Translation 3 kg gold seized in plane toilet

Explanation Example of article-headline pair with multiple unrelated arti-
cles and headlines present in the same piece of text. The text
highlighted in cyan color is the headline, followed by its article
highlighted in yellow.

Figure 3.8: Multiple article-headline pairs in single article text
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Error Cases Telugu Tamil

# Pairs 1587 3800

# Pairs with headline present in prefix 484 1558

# Pairs with unwanted information in the article 1390 3494

# Pairs with above two issues in common 461 1436

# Pairs with headline that is out of the context to the article 174 184

Table 3.13: Statistics of problematic pairs of IndicHG dataset (BBC Website).

It is evident that the ROUGE-L scores decrease significantly compared to the scores produced by
the biased data (i.e. unfiltered IndicHG). Next, other models were also tested on IndicHG_filtered
test set. See, Table 3.14. Notably, while testing IndicHG* model on IndicHG_filtered test set, we
are bound to get biased (high) scores. This is because in case of IndicHG_filtered, the training set
itself was prepared without overlapping pairs (leaving them intact in the corresponding test set).
Keeping this bias aside, our Mukhyansh model outperforms all the others.

2. To further investigate the impact of quality vs. quantity, we prepare a smaller version of the
Mukhyansh dataset. In order to create the new train, dev, and test sets, separate random sam-
pling is performed over the original train, dev, and test sets of Mukhyansh. A model, called
Mukhyansh_small, is then fine-tuned only on this smaller train set, and tested against other models,
see Table 3.14.

This cross-comparison was then concluded by testing Mukhyansh’s SSIB baseline against all other
test sets. And as evident by the R-L scores (highlighted as bold) in Table 3.14 Mukhyansh outperforms
almost all the other models.
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Test sets Models Fine-tuned on
Language

Average
te ta kn ml hi bn mr gu

IndicHG

IndicHG_filtered 17.80 33.46 22.98 25.09 24.52 19.18 21.35 22.87 23.41

Mukhyansh 27.05 35.05 28.20 29.23 26.84 17.65 26.31 19.86 26.27

Mukhyansh_small 21.46 30.68 23.09 24.04 23.39 15.66 22.22 18.59 22.39

IndicHG_filtered

IndicHG* (with overlap) 20.58 32.50 41.89 33.29 23.92 21.78 21.93 22.51 27.30

IndicHG_filtered 16.66 32.85 22.91 25.11 24.61 18.97 21.38 22.86 23.17

Mukhyansh 24.00 34.96 27.98 29.28 26.95 17.66 26.33 19.85 25.88

Mukhyansh_small 19.67 30.54 22.98 24.00 23.50 15.66 22.24 18.59 22.15

Mukhyansh

IndicHG* 19.83 29.31 20.61 19.51 23.95 14.80 15.29 16.19 19.94

IndicHG_filtered 17.53 29.43 18.66 20.44 26.07 16.13 15.73 16.56 20.07

Mukhyansh 37.33 41.16 32.59 32.04 36.18 22.04 27.08 23.05 31.43

Mukhyansh_small 28.66 36.01 26.11 26.73 32.39 18.96 22.59 20.49 26.49

Table 3.14: Performance comparison (by ROUGE-L) of various models.
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Chapter 4

Relevance-based Headline Generation for Telugu

Headline generation models are commonly trained on datasets obtained through web scraping. If the
dataset contains a mixture of relevant headlines, clickbait, sensational, and misleading, it can bias the
model towards generating similar types of headlines. Therefore, it is crucial to have high-quality and
relevant training data to train headline generation models capable of producing highly relevant headlines.
With this motivation, we developed a novel dataset, which captures the intricacies of real-world news
article-headline pairs in the Telugu language. This chapter explores the creation of “TeClass”, a human
annotated relevance-based headline classification dataset for Telugu. This chapter also presents how
different categories of news headlines impact the performance of headline generation models through
experiments.

4.1 TeClass Dataset

4.1.1 Source

We utilize a subset of article-headline pairs from the Mukhyansh dataset, which covers a diverse set
of news domains and websites. To further enhance the diversity of the dataset, we collect article-headline
pairs from two additional websites, namely filmibeat1 and gulte2.

4.1.2 Annotation

The relationship between a news headline and its corresponding article can occur in many ways. In
ideal cases, the headline summarizes the core idea of the article. Some headlines are designed to capture
attention and generate clicks, often by using provocative or sensational language. In some instances,
headlines can be misleading, either intentionally or unintentionally, by not accurately representing the
information presented in the article. Occasionally, headlines may focus on less important details of
the article. We employed crowd-sourcing for the annotation process, engaging native Telugu-speaking

1https://telugu.filmibeat.com/
2https://telugu.gulte.com/
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volunteers. We presented the following instructions to the annotators, and the annotators were asked to
assign one of the three primary categories: Highly Related (HREL), Moderately Related (MREL), and
Least Related (LREL) after reading the headline and its corresponding article. They are also instructed to
assign a secondary sub-class for each article.

Highly Related (HREL): The headline is highly related to the article content if it satisfies the following
condition (Example presented in Figure 4.1):

• Factual Main Event (FME): The headline is mostly explicitly present in the article and represents
the main event addressed in the article which is factually correct.

Moderately Related (MREL): The headline is moderately related to the article content if it satisfies any
of the following conditions (Example presented in Figure 4.2):

• Strong Conclusion (STC): The headline is not explicitly present (in the same words) in the article,
but it can be inferred from the article and represents the majority of the article content.

• Factual Secondary Event (FSE): The headline represents a secondary event addressed in the article
which is factually correct.

• Weak Conclusion (WKC): The headline is not explicitly present (in the same words) in the article,
and it has been inferred from only a small portion of the article content.

Least Related (LREL): The headline is least related to the article content if it satisfies any of the
following conditions (Example presented in Figure 4.3):

• Sensational (SEN): The Headline is intended to catch the attention of the reader, by reporting
biased/emotionally loaded impressions/controversial statements that manipulate the truth of the
story.

• Clickbait (CBT): A headline that tempts the reader to click on the link, where there is an extreme
disconnect between what is being presented on the front side of the link (headline) versus what is
on the click-through side of the link (article).

• Misleading Conclusion (MLC): A headline that vaguely draws a conclusion about the article that
is not supported by the facts in the article.

• Unsupported Opinion (USO): A headline that is an opinion about an article’s event/subject but is
not supported by the article.

A pilot study involving a small-scale trial annotation was conducted to ensure that the annotation
guidelines were clear and unambiguous. We explained the guidelines to the annotators to ensure that the
annotators understood the task’s objectives. Additionally, we closely monitor the annotation process and
conduct query resolution sessions to provide assistance in handling ambiguous, or difficult examples. we
assign each article-headline pair to 3 annotators, and the final category for a pair is chosen based on the
majority vote among the 3 annotations.
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Article మంతి̩ తానేటి వనిత సంతకం ఫోరజ్రీ చేశారు. మంతి̩ సంతకానిన్ కడప జిలాల్ కు
చెందిన టీడీపీ నేత ఫోరజ్రీ చేశాడు. మంతి̩ తానేటి వనిత సంతకం లెటర్
పాయ్డ్ పౖె ఫోరజ్రీ చేశారు. అసౖెన్డ్ భూమి కేటాయించాలని కలెకట్ర్ కి టీడీపీ నేత
నకిలీ లేఖ ఇచాచ్డు. మంతి̩ సంతకం ఫోరజ్రీ చేసి టీడీపీ నేత దొరికిపోయాడు.
మంతి̩ తానేటి వనిత తన సంతకం ఫోరజ్రీపౖె డిజిపికి పిరాయ్దు చేసింది. సంతకం
ఫోరజ్రీ చేసిన వారిపౖె కఠిన చరయ్లు తీసుకోవాలని పిరాయ్దు చేసింది.

Translation Minister Taneti Vanithas signature was forged. The min-
isters signature was forged by a TDP leader from Kadapa
district. Minister Thaneti Vanithas signature was forged
on the letterpad. The TDP leader had given a fake let-
ter to the collector asking him to allot the assigned land.
The TDP leader was caught for forging the signature of
the minister. Minister Thaneti Vanitha had lodged a
complaint with the DGP over the forgery of her signa-
ture. She has also filed a complaint seeking strict action
against those who forged the signature.

Headline మంతి̩ తానేటి వనిత సంతకం ఫోరజ్రీ 
Translation Minister Taneti Vanitha’s signature forged

Explanation The main event being discussed in the article is the
forgery of the signature of minister Taneti Vanitha. The
headline also presents the same information.

Figure 4.1: Example of Highly Related Headline
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Article అమరావతి : రెండు తెలుగు రాషాట్͔ ల మధయ్ జల వివాదం ఏరప్డిన నేపథయ్ంలో
కృషాణ్, గోదావరి నదీ జలాల బోరుడ్ ల పరిధులను ఖరారుచేసూత్ మొనన్ అరధ్రాతి̩
కేంద̩ జలశకిత్ మంతి̩తవ్ శాఖ గెజిటున్ విడుదల చేసిన విషయం తెలిసిందే.
దీనిపౖె టీడీపీ అధినేత చంద̩బాబు నాయుడు సప్ందించారు. ఆ గెజిటౖె̀
పూరిత్గా అధయ్యనం చేశాకే సప్ందిసాత్ నని అనాన్రు. విజయవాడలోని రమేశ్
ఆసుపతి̩కి వెళిల్ అకక్డ చికితస్ పొందుతునన్ ఎమెమ్లీస్ బచుచ్ల అరుజ్ నుడుని
చంద̩బాబు పరామరిశ్ంచి అనంతరం మీడియాతో మాటాల్ డుతూ .. బచావత్
టౖ͔ెబుయ్నలుక్, గెజిటుక్ ఉనన్ వయ్తాయ్సాలను గురిత్ంచాలిస్ ఉందని ఆయన
అనాన్రు. అయితే, ఈ విషయాలను పర్సాత్ వించకుండా వౖెసాస్రీస్పీ పర్భుతవ్ం
తపిప్ంచుకునే పర్యతన్ం చేసోత్ందని వివమరిశ్ంచారు. ఏపీ పటల్ సీఎం జగన్
బాధయ్త లేకుండా వయ్వహరిసుత్ నాన్రని, తాము మాతర్ం ఏపీ పర్యోజనాల కోసం
పోరాడతూనే ఉంటామని ఆయన చెపుప్కొచాచ్రు.

Translation Amaravati: In the wake of the water dispute between
the two Telugu states, the Union Jal Shakti Ministry
has released a gazette notification finalising the limits
of the Krishna and Godavari river water boards. On
this, the TDP chief Chandrababu Naidu responded. He
said he would respond only after a thorough study of
the gazette. Chandrababu went to the Ramesh Hospital
in Vijayawada and visited MLC Bachula Arjunudu, who
is undergoing treatment there, and later spoke to the
media. He said the differences between the Bachawat
Tribunal and the Gazette need to be identified. However,
he said that the YSRCP government was trying to avoid
mentioning these issues. He said that CM Jagan is acting
irresponsibly towards AP and they will continue to fight
for the interests of AP.

Headline ఏపీ పర్యోజనాల కోసం పోరాడతూనే ఉంటాం 
Translation We will continue to fight for the interests of AP

Explanation The article mainly focuses on Chandrababu Naidu’s re-
action to the Gazette published by the Central Ministry
of Jal Shakti. However, the headline only reflects a small
portion of the article that discusses his statement, "We
will fight for the benefits of AP".

Figure 4.2: Example of Moderately Related Headline
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Article అవసరం ఉనాన్ లేకపోయినా హీరోయిన్ పాతర్ కు ఒక అకక్నో చెలిల్నో
పెటట్టం డౖెరెక ట్ర్ తి̩వికర్మ్ కి ఉనన్ అలవాటు. ఒకరకంగా తి̩వికర్మ్ ఫాలో
అయేయ్ సెంటిమెంటల్లో ఇది కూడా ఒకటి అని చెపప్వచుచ్. జలాస్,
అతాత్ రింటికి దారేది, అరవింద సమేత సినిమాలలో తి̩వికర్మ్ అదే సెంటిమెంట్
ని ఉపయోగించారు. ఆ సినిమాలు బాల్ క్ బసట్ర్ లు అయాయ్యి. అయితే
తాజా సమాచారం పర్కారం తి̩వికర్మ్ తన తదుపరి సినిమాలో కూడా అదే
సెంటిమెంట్ ని వాడబోతునన్టుల్ వారత్లు వినిపిసుత్ నాన్యి. మహేష్ బాబు
హీరోగా తి̩వికర్మ్ ఒక సినిమా చేయబోతునన్ సంగతి తెలిసిందే. ఈ సినిమాలో
పూజా హెగేడ్ హీరోయిన్ గా నటిసోత్ంది. అయితే తాజా సమాచారం పర్కారం
ఈ సినిమాలో సంయుకత్ మీనన్ పూజాహెగేడ్ సోదరిగా కనిపించబోతునన్టుల్
తెలుసోత్ంది. తి̩వికర్మ్ సీక్͔నేప్͈ అందించిన "భీమాల్ నాయక్" సినిమాలో
సంయుకత్ మీనన్ రానా భారయ్ పాతర్లో కనిపించనుంది. ఈ సినిమాలో తన
నటనకు ఫిదా అయిన తి̩వికర్మ్ ఆమెను మహేష్ బాబు సినిమాలో కూడా
ఎంపిక చేసినటుల్ తెలుసోత్ంది. 

Translation Director Trivikram’s habit is to put an elder sister or sis-
ter to the heroine whether it is necessary or not. In a
way, this is one of the sentiments that Trivikram follows.
Trivikram used the same sentiment in films like Jalsa,
Attarintiki Daredi and Aravinda Sametha. Those films
became blockbusters. However, according to the latest
reports, Trivikram is going to use the same sentiment in
his next film as well. It is known that Trivikram is going
to do a film with Mahesh Babu in the lead role. Pooja
Hegde is playing the female lead in the film. Accord-
ing to the latest reports, Samyuktha Menon will be seen
as Pooja Hegde’s sister in the film. Samyuktha Menon
will be seen essaying the role of Rana’s wife in "Bheemla
Nayak", which is scripted by Trivikram. Apparently,
Trivikram, who was impressed by her performance in the
film, has also roped in her for Mahesh Babu’s film.

Headline మహేష్ బాబు సినిమాలో హీరోయిన్ గా రానా వౖెఫ్
Translation Rana’s wife as heroine in Mahesh Babu’s film

Explanation The article says Samyuktha Menon (who acted as Rana’s
wife in Bheemla Nayak movie) to act along with Mahesh
Babu in a movie directed by Trivikram . However, the
headline says Rana’s wife as heroine in Mahesh Babu’s
movie which is misleading because it deviates from the
core information present in the article.

Figure 4.3: Example of Least Related Headline
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Figure 4.4: News website distribution in TeClass

Train Dev Test

HREL 5962 1277 1278

MREL 7105 1523 1523

LREL 5257 1127 1126

Table 4.1: Category-wise counts in each data split

4.1.3 Annotated Dataset Statistics

In this section, we present the statistics of the annotated dataset. Since each article-headline pair
is annotated by 3 annotators, we get a total of 78,534 annotations for 26,178 unique article-headline
pairs. The category-wise counts of the dataset are presented in Figure 1.1. As mentioned earlier, the
dataset contains article-headline pairs from multiple websites with a diverse set of news domains, the
website-wise and domain-wise pairs distribution is detailed in Figure 4.4, and Figure 4.5 respectively.

Data Splits: We allocated 70% for training, 15% for development and 15% for testing. To ensure
unbiased performance and prevent category bias, we applied stratified sampling techniques. This ensures
even distribution of articles from all 3 categories across the training, development, and test sets. The
category-wise counts in each data split are presented in Table 4.1. Further statistical details of the TeClass
dataset are available in Table 4.2.
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Figure 4.5: News domain distribution in TeClass

Inter-Annotator Agreement: Having multiple annotators (typically three or more) for annotation
tasks is vital for several reasons. They enable the measurement of inter-annotator agreement, helping to
identify and address ambiguous or challenging cases. Multiple annotators also help mitigate individual
bias and promote a balanced, objective annotation process ensuring the robustness and quality of the
annotated dataset. We use Fleiss’ Kappa metric proposed by [26] and it resulted in an encouragingly high
score of 0.77, indicating a substantial agreement among the annotators.

4.2 Experiments

We experimented with headline generation by using mT5 model trained on Mukhyansh Telugu
dataset (refer section 3.2 in chapter 3). This was further fine-tuned on different subsets of TeClass to
evaluate the impact of class-specific fine-tuning on the headline generation task. As seen in Table 4.3,
non-fine-tuned model performs well enough but if we want the most relevant headline generation then
class-aware training always significantly improves ( 5 points) ROUGE-L score across the board. In a
human evaluation conducted by two volunteers on 50 news articles, we found that 34, 1, and 3 generated
headlines were marked as FME, FSE, and STC respectively.

It is interesting to note that the best performance on all the relevant classes (FME, STC, FSE) is
achieved by fine-tuning either on FME class or the combination of all the relevant classes. It is also
interesting to see that the performance gain is not proportional to the training data size. In fact, we see a
marked decrease in performance when all of the data is used. The best performance is achieved using
43% of the data (FME).
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Train Dev Test

Article-Headline pairs 18,324 3,927 3,927

Average sentences in article 10.30 10.25 10.29

Average sentences in headline 1.06 1.06 1.05

Average tokens in article 126.33 126.70 126.39

Average tokens in headline 6.16 6.15 6.11

Unique tokens in articles 204959 76279 76070

Unique tokens in headlines 28785 9894 10008

Average LEAD-1 score 16.88 17.09 16.88

Average EXT-ORACLE score 29.47 29.01 29.49

Table 4.2: TeClass Statistics

Fine-tuned on
Tested on Data Size

FME STC FSE WKC SEN CBT Train Dev

No fine-tuning 0.39 0.23 0.25 0.17 0.21 0.15 - -

FME 0.45 0.28 0.31 0.21 0.25 0.17 8058 1007

STC 0.43 0.27 0.30 0.22 0.23 0.18 3949 494

FSE 0.41 0.26 0.29 0.22 0.23 0.18 1416 177

WKC 0.38 0.23 0.28 0.20 0.21 0.15 1029 129

SEN 0.41 0.26 0.29 0.20 0.23 0.18 2587 323

CBT 0.39 0.24 0.27 0.21 0.22 0.16 1501 188

Total (6-class) 0.43 0.27 0.30 0.22 0.25 0.18 18540 2318

3-class(FME,STC,FSE) 0.44 0.28 0.30 0.20 0.25 0.20 13423 1678

3-class(WKC,SEN,CBT) 0.40 0.25 0.29 0.19 0.23 0.18 5117 640

Table 4.3: Class-based Headline Generation results. (Metric: ROUGE-L)
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Chapter 5

Conclusion and Future work

5.1 Conclusion

Headline generation in low-resource languages, such as Indian languages, faces significant challenges
due to the scarcity of large, high-quality datasets. Our work addresses this gap by introducing Mukhyansh,
a comprehensive multilingual dataset scraped from the web with meticulous attention to each website’s
structure to avoid information loss. The Mukhyansh dataset comprises 3.39 million article-headline pairs
covering eight Indian languages, making it approximately 13 times larger than the Indic language section
of XL-Sum and five times larger than the IndicNLG-HG filtered dataset. The importance of our work
is substantiated by empirical analysis of existing works, revealing issues such as data contamination,
duplication, and other critical data quality issues. We establish strong baseline models for headline
generation using the Mukhyansh dataset. Our approach involves training the models from scratch using
a recurrent neural network-based encoder-decoder architecture. Furthermore, we fine-tune pre-trained
multilingual models such as mT5-small and SSIB (IndicBARTSS) to improve their performance. Through
extensive experimentation, we demonstrate the superiority of Mukhyansh and our SSIB baseline model,
surpassing all existing works in Indian language headline generation.

We introduce “TeClass”, a high-quality human-annotated dataset tailored for the task of relevance-
based news headline classification in Telugu. The dataset comprises 26,178 article-headline pairs,
meticulously annotated into three primary classes: Highly Related, Moderately Related, and Least Related.
For the task of relevance-based headline generation, we further finetuned mT5 model (trained using
Mukhyansh Telugu dataset) on different subsets of TeClass. Through experiments, we demonstrate the
effectiveness of class-specific fine-tuning, highlighting the importance of relevance-based classification
in improving the headline generation quality. Our results show that the best performance(increase in
5 ROUGE-L points) is achieved when fine-tuning on the class of most relevant headlines, even with a
smaller subset of the data.
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5.2 Ethics Statement

The distribution of the dataset collected from the web raises ethical considerations. We acknowledge
that the copyright of the news articles collected from various websites remains with the original creators.
Given that each website may have its own policies regarding data distribution or public availability, the
released datasets will be licensed under CC BY-NC 4.0 DEED 1.

5.3 Limitations and Future Work

This section outlines the limitations of our current work and suggests avenues for future research to
address these challenges and enhance headline generation in low-resource languages.

1. Multilingual Model Fine-Tuning: The limited availability of compute resources prevented us from
fine-tuning any multilingual models. This limitation presents both a challenge and an opportunity
for future research. We anticipate that fine-tuning multilingual models on the Mukhyansh dataset
could lead to the development of new state-of-the-art models in headline generation.

2. Extension to More Languages: One primary limitation of Mukhyansh is its language coverage,
currently including only 8 out of the 22 languages with official status in India. To overcome this
limitation, we recommend expanding the dataset to encompass more Indian languages as well as
languages from other low-resource regions.

3. Fine-tuning for Specific Domains: Fine-tuning headline generation models for specific domains
or topics within Indian languages. This could involve creating specialized datasets or adapting
existing models to better capture the nuances of different subject areas such as politics, sports,
entertainment, finance or healthcare.

4. Robust Evaluation Metrics: Develop or adapt evaluation metrics that are better suited to assess
the quality of headlines generated in low-resource languages. Traditional metrics like ROUGE
may not capture all aspects of headline quality in these contexts, so exploring alternative metrics
or refining existing ones could be valuable.

1https://creativecommons.org/licenses/by-nc/4.0/deed.en
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