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Abstract

Knowledge graphs (KG), which are structures representing information corresponding to
entities/topics and their inter-connections, have been playing a crucial role in leveraging in-
formation on the web for several downstream tasks such as text-generation, classification, etc.
Hence, it becomes vital to construct and maintain such knowledge graphs. There are some pre-
vious efforts in populating such KGs and generating relevant entity/node embeddings for this
task. However, these methods typically do not focus on analyzing entity-specific content exclu-
sively, but rely on transformational techniques on a fixed collection of documents with certain
entities. We define an approach to populate such KGs by utilizing entity-specific content on the
web, for generating category-specific entity embeddings. We empirically prove our approach’s
effectiveness, by utilizing it for a downstream task of Notability detection, associated with one
of the most popular and important Knowledge Graphs - the Wikipedia platform.

Wikipedia is a highly essential platform because of its informative, dynamic, and easily
accessible nature. The rate of new content being uploaded to it is very high, which makes
it essential to moderate this uploaded content. To ensure that only important and relevant
content is uploaded to Wikipedia, its editors define a specific set of "Notability" guidelines.
These guidelines indicate whether a particular title warrants its own Wikipedia article. So
far notability is enforced by humans, which makes scalability an issue, and there has been
no significant work on automating notability detection across diverse categories. We work on
this problem of creating an automated system to detect the notability of different types of
articles/pages, for a vast set of categories.

It is not a trivial task to define a fixed procedure for determining the Notability of Wikipedia
pages, as there are different types of pages in Wikipedia, in the way they correlate with the
various categories in which they exist. For a given Wikipedia category, articles/pages that
are simple category instances co-exist with pages that are associated with the category in a
non-trivial manner. It is essential to distinguish Wikipedia pages based on this fundamen-
tal difference, to gauge the notability of the page accordingly, as the parameters to look for
performing this Notability test vary in each case.

We divide this problem into two components, based on the nature of an article’s title. We
define two types of article titles - Simple titles and Complex titles. Simple titles correspond to
simple category instances/named entities for a given category. For example, "Virat Kohli" is a
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simple title of the category "Cricket Players". Complex titles correspond to article titles that
have complex dependencies with their category. For example, an article titled "Wake Island"
might be present in the "Birds" category, because of its association with the category, but not
because it represents an instance of a bird. This distinction helps us define the categories to
analyze for generating category-specific embeddings.

Articles with simple titles are further divided into two classes, the "Abstract" class and
the "Generic" class, based on whether they represent abstract concepts (such as Temperature /
Pressure) or not, respectively, as the process for notability detection is to be followed differently
in each case. We construct a dataset with notable and non-notable samples, for 9 categories
belonging to the Generic class and 5 categories belonging to the Abstract class. On the other
hand, for articles with complex titles, another dataset is constructed for the 9 categories of
the Generic class, as defining complex titles for conceptual entities in the Abstract class is
non-trivial. We further design a generalizable mechanism to differentiate between simple and
complex titles.

Initially, we specifically worked on designing a notability detection system for articles with
simple titles. This system is based on web-based entity features and their text-based salience
encodings. We further incorporate neural networks and BERT encodings (transformer encoder)
to perform binary classification. For validating our system’s performance in this task, we utilize
accuracy metrics, correlation analysis, ablation study, and prediction confidence on popular
Wikipedia pages. Our system outperforms machine learning-based classifier approaches and
existing handcrafted entity salience detection algorithms.

Further, we define a system to detect notability specifically for articles with complex titles.
This system is primarily defined on the basis of web-based features and the salience of a title
in its web-based documents’ text. We train a Graph neural network (GNN) that generates
attention-enhanced encodings for classification, with syntactic and semantic document graphs
as inputs. We evaluated this system similar to the above system for simple titles and observed
that it outperforms existing ML-based, naive transformer-based classifiers and handcrafted
entity salience methods.

Overall, we define two multipronged systems, which perform the task of generating category-
specific embeddings, for performing notability detection of different types of article titles -
Simple and Complex, that exist on the Wikipedia KG. We construct corresponding datasets for
both types of article titles and evaluate our systems with respect to these datasets, respectively.
These systems provide an efficient and scalable alternative to manual decision-making about the
importance of a particular topic, irrespective of its category or nature. Based on the empirical
proof of the system’s effectiveness, it can be concluded that the approach utilized in defining
the systems can be extended to any KG-structure, to generate category-specific embeddings.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Populating a Knowledge Graph (KG)

Knowledge graphs (KG) are defined as structures utilizing a graph topology to represent in-
formation corresponding to a vast number of entities/topics and their inter-connections. They
put data into context and enable data integration, analytics and sharing. These KGs contain
highly crucial information about entities/topics on the web, and are being increasingly lever-
aged for several downstream tasks such as entity-identification and linking, text-generation,
classification, etc. These wide range of potential applications of such KGs has made it ex-
tremely important to effectively construct and maintain such knowledge graphs, by updating
their information accurately and in a timely manner.

Despite some previous work in automatically populating such KGs and generating relevant
entity/node embeddings for this task, there are various shortcomings to the approaches pro-
posed in terms of their effectiveness in capturing key signals related to entities/nodes. Such
works typically leverage the existing Knowledge graph-structure, random walks, linear transfor-
mational techniques, basic similarity metrics, on a fixed collection of documents, which contain
a pre-determined set of entities. We attempt to define a more generalizable approach to populat-
ing such KGs, by relying on entity-specific content on the web, for generating category-specific
entity embeddings that capture required connections in an effective manner.

There exist several such Knowledge Graphs which are being incorporated into systems for
various use-cases. However, one of the most prominent, popular, relevant, and easily accessible
knowledge graph is the Wikipedia platform. We empirically prove the effectiveness of our
approach, by utilizing it for a downstream task of Notability detection, associated with the
Wikipedia platform.

1



Figure 1.1: Size of articles’ text in English Wikipedia, measured in gigabytes (compressed)

1.1.2 Exploring Wikipedia: a massive Knowledge Graph

Wikipedia is a well-known multilingual free encyclopedia, maintained by an open collabo-
ration of volunteers through an editing system. It is a go-to information source for millions
of people across the world. Wikipedia represents a massive knowledge graph (KG) structure,
with a large collection of article topics as the nodes, and their category-based connections as
the edges of the graph. Exploring techniques to effectively populate this KG would assist in
several such KG-related downstream tasks.

Hence, we focus on designing systems to analyze and capture the connections between var-
ious entities and their categories in this Wikipedia KG, which acts as a fundamental step in
populating the KG with more content related to emerging entities. This leads us to the problem
of the high content-upload rate to Wikipedia, which should be thoroughly analyzed in order
to understand what makes entity-category connections essential according to the guidelines of
Wikipedia.

The rate of content being uploaded to Wikipedia is very high, with an average of 545 new
articles being created every day1 (as of November 2023). It can be observed from figure 1.1
that the size of article text in Wikipedia (compressed) has increased more or less linearly to
∼18.5GB, at a rate that increases every few years (as can be seen from the jumps in 2006 and
2019). The article count in English Wikipedia has steadily increased to ∼6.5M million articles
over 20 years (figure 1.2). With such a large rate of content creation, a specific degree of
moderation must be applied to ensure that only important information is added to Wikipedia.
To this end, a set of guidelines called the "Notability" guidelines are defined by the editors of
Wikipedia, to regulate the in-flow of content.

1https://en.wikipedia.org/wiki/Wikipedia:Statistics
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Figure 1.2: Articles Count in English Wikipedia from 2002 to 2023

1.1.3 Wikipedia Notability Test

Notability is a test used by Wikipedia editors to decide whether a given topic warrants its
article in Wikipedia. The fundamental aspect used in determining the notability of a topic is
the significant coverage of information about the topic in reliable, independent, and verifiable
sources (refer figure 1.3). It further depends on various factors like subject-specific guidelines,
neutral point of view, etc as described in its official Wikipedia page2.

Notability detection can be viewed as a binary classification task, where any given topic
would have its label, indicating if it is notable or not. To save the effort of content creation for
non-notable entities, it is important to perform the Notability check beforehand. This would
ensure the efficient functioning of the platform, as storage of unnecessary information is avoided.
Performing the Notability test on a large set of topics would require high manual effort and
hence there is a need to automate the Notability detection.

2https://en.wikipedia.org/wiki/Wikipedia:Notability

Figure 1.3: Definition of Notability, Wikipedia
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1.1.4 Issues in Automating Notability Detection

The key issue in performing the test in an automated manner is the variations in the applica-
bility of Notability, for different categories. Entities corresponding to a set of categories such as
Films or Cricketers have significant information concentrated in specific web domains. On the
other hand, entities such as Biological concepts, are relatively more abstract with respect to their
content’s availability on the web. Additionally, the definition of notability consists of guidelines
about reliability, coverage on the web, permanence, verifiability, and subject-specificity. These
conditions complicate the decision-making process behind an entity’s notability.

Yashaswi et al. [51] proposed a solution utilizing reliable web domain and entity salience
features, which are the two most important criteria in the definition of Notability (reliability
of content and coverage on the web). This approach was implemented only for the category of
"Indian Film Actors", and consisted of several components which were category-specific. Thus,
it could not be applied to abstract concepts such as "temperature" and "pressure", which creates
an issue concerning generalizability.

Further, notability detection is even more complex in cases where the topic is not an instance
of the category but has a non-trivial dependency on the category, such as the article of an
island being present in the Wikipedia category "Birds". There has been no significant work on
Notability detection for titles with complex category dependencies.

It is necessary to design generalizable procedures for automating notability detection, ir-
respective of the categorization and nature of a particular topic, by addressing all the issues
discussed above.

1.2 Dataset Construction

Different types of articles exist in Wikipedia, with respect to their associations with their
pertinent Wikipedia category. In order to handle all such cases in a robust manner, it is
necessary to take into account the nature of the content of a page, and its dependency with
its category. Hence, we distinguish Wikipedia pages based on the strength and nature of
dependency with their corresponding Wikipedia category, for deciding on their Notability.

We construct the datasets from scratch, due to a lack of proper pre-existing datasets targeting
this specific task. Based on the nature of the dependency of article titles with their Wikipedia
category, we create two types of datasets - Simple titles and Complex titles. Simple titles
are defined as the named entities which are simple instances of a given category. In contrast,
complex titles correspond to article titles having complex and non-trivial dependencies with
their particular category. This distinction is explained in detail in section 3.4.

Based on the primary issue discussed in section 1.1.4 of different types of topics, Wikipedia
articles with simple titles are further divided into two classes, the "Abstract" class and the
"Generic" class. This distinction is based on whether a particular topic represents an abstract
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concept (such as Temperature/Pressure). If so, it is considered to belong to the "Abstract"
class, otherwise, it belongs to the "Generic" class (distinction explained further in section 3.3).
The processing for notability detection is different in each case.

We construct a dataset with notable and non-notable samples, for 9 categories belonging
to the Generic class, comprising a total of ∼30K samples, and 5 categories belonging to the
Abstract class, comprising a total of ∼5K samples. Roughly, an overall distribution of 55-45 is
followed with respect to notable and non-notable samples respectively.

On the other hand, another dataset is constructed for the 9 categories of the Generic class
for Wikipedia articles having titles with complex categorical dependencies. For a total of
∼9K samples, a similar overall distribution of 55-45 is followed with respect to notable and non-
notable samples respectively. We ignore the Abstract class in this case because defining complex
titles for conceptual entities in the Abstract class is non-trivial, as a particular concept could
belong to multiple categories in an unambiguous manner rather than as a complex dependency
(reason explained further in section 3.4).

We also designed a generalizable mechanism to differentiate between simple and complex
titles in general, for any given category. This is an unsupervised approach designed based on
the nature of Wikipedia categories for existing Wikipedia articles in the given category, a pre-
defined set of category-related keywords, and the categorizations of a particular topic of the
category, as identified from the web.

1.3 Notability of Wikipedia article titles with Simple Named

entities

We design a system to handle Notability detection of Wikipedia pages with simple titles,
by addressing the key challenges discussed above. This system relies on constructing entity
embeddings with respect to its corresponding category, which is further used for classification.
The dataset of Simple titles, with Generic and Abstract classes, is utilized for validating the
effectiveness of this system. The approach designed by us addresses the challenge of category-
specific attributes, through the inclusion of a generic set of features that are common across
categories, making the entity embeddings generalizable and effective. Further, our solution
handles the case of abstract entities, by utilizing reliable content from the web, rather than
fixed web domains.

Since it primarily deals with named entities of categories, it relies on several web-based entity
salience features such as query logs analysis, relevant documents about the entity on the web,
presence in the Wikipedia ecosystem, social media, and online news. Besides heuristic count-
based measures extracted from the web, we also utilize Bidirectional Encoder Representations
from Transformers (BERT) to incorporate attention-enhanced text-salience encodings. Thus,

5



Count-based 
features

Categorical 
embedding

Document 
encodings

Feed-forward 
Neural 

network
Label

<Wake Island, Birds> 
<Oussudu Sanctuary, Birds> 

<Tyzzer's disease, Birds> 
<Beach party film, Films> 
<Barnstorm Fest, Films>

Input

<Title, 
Category>

System

Notable 
Non-notable 

Notable 
Notable 

Non-notable

Output

Figure 1.4: Overview of complete pipeline with examples from the dataset (Complex titles)

all these numerical features and encodings are combined to form the unified entity embedding,
generated in accordance with its category, to perform binary classification, indicating if a partic-
ular entity is notable or not. The high-level pipeline can be understood from figure 1.4 defined
for Wikipedia pages with titles having complex categorical dependencies, as it is similar in the
case of simple Article titles, where a particular named entity along with its category are passed
to the system, which processes it primarily based on statistical features, document encodings,
categorical embeddings, and utilizes neural networks to generate the final embedding to decide
on Notability.

For validating our system’s performance in this task, we utilize accuracy metrics, correlation
analysis, ablation study, and prediction confidence on popular Wikipedia pages. Our system out-
performs machine learning-based classifier approaches and existing handcrafted entity salience
detection algorithms.

1.4 Notability of Wikipedia article titles with complex categor-

ical dependencies

We design another system to specifically handle complex titles, i.e., titles/topics having
complex categorical dependencies with their particular category. The dataset of complex titles
is used to validate system effectiveness. Similar to the above system, this system has a set
of category-agnostic features, which makes it generalizable, and applicable to several other
categories. It is ensured that the embeddings generated for each title are generalizable and
capture the crucial dependencies between the topic in the title and the category under question.

Web-based features defined above are also a part of this system. BERT is utilized to obtain
the initial level of salience encodings of relevant documents for a topic. However, to capture
complex categorical dependencies, we further add another graph-based architecture on top of
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these encodings, which constructs syntactic and semantic graphs from document content and
passes them through Graph Attention (GAT) layers to obtain attention-enhanced encodings.
We utilize specific keyword encodings obtained from this process to obtain the final unified
embedding, that encapsulates title-category dependencies effectively, to perform binary classifi-
cation for a title. This pipeline can be summarized from figure 1.4, which contains key high-level
components of the system, working on examples from the dataset.

We similarly evaluate this system as done for Wikipedia pages with simple titles. Based
on accuracy and prediction confidence, our system outperforms machine learning-based, naive
transformer-based classifiers and handcrafted entity salience methods.

1.5 Thesis Key Contributions

With this work, we highlight the need for automatically populating Knowledge graphs (KGs)
by reliably encoding the connections between entities and categories which are a part of the
KG. In this context, we work on the problem of notability detection of articles for Wikipedia
KG and its automation, to reduce the high manual effort in content creation and ensure the
efficient functioning of the Wikipedia platform. The key contributions made by our work are
listed below.

1. We make key distinctions about different article titles in Wikipedia and propose a gener-
alizable mechanism to distinguish between these titles’ types (Simple and Complex).

2. We construct two datasets from scratch, for Simple and Complex article titles respectively,
where the labels are binary, indicating notable/non-notable titles.

3. We design two multipronged systems which perform the task of generating category-
specific embeddings, for performing notability detection of different types of article titles -
Simple and Complex, that exist on the Wikipedia KG, exhaustively. This is performed by
emphasizing necessary aspects of system design in each case while relying on web-based
information and text-based salience as central components.

1.6 Thesis Outline

Overall, this thesis is divided into 6 chapters, of which a small description of each chapter
is given below:

• In chapter 1 (this chapter), we highlight the need for populating KGs by encoding
entity-category connections. In this context, we motivate the need to perform the re-
lated downstream task of automating Notability detection for the efficient functioning of
Wikipedia. We also introduce the key contributions of our work here.
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• Chapter 2 discusses some of the related work that has been done in the past for
Knowledge-graph population, Notability detection and similar directions that have been
explored.

• In chapter 3, we discuss the need for a relevant dataset and propose our dataset based
on the problem definition. We also propose a mechanism here to differentiate between
sub-parts of the problem, which is a necessary first step.

• In chapter 4, we design a novel web-based system to generate attention-enhanced en-
tity embeddings capturing its connection with its category, to detect the Notability of
Wikipedia pages with simple titles in an automated manner.

• In chapter 5, we design another web-based Graph-attention-centric system utilizing a
new type of category-specific embeddings to detect the Notability of titles having complex
categorical dependencies, for Wikipedia, in an automated manner.

• Chapter 6 concludes this thesis by discussing the overall contributions and impact of
the work. We also discuss possible future work in this direction of generating effective
category-specific embeddings, to assist with tasks such as improving notability detection.
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Chapter 2

Related work

2.1 General work on Entity embeddings and Knowledge graphs

There has been some previous research in the field of generating and utilizing specific
node embeddings in the existing Knowledge-graph structures for performing downstream tasks.
Palumbo et al. [48] worked on creating a user-item recommender system by extracting property-
specific sub-graph embeddings, by using a modified version of the node2vec architecture [21],
and performing edge-labelling via similarity metrics. Saeed et al. [58] worked on creating a
randomized graph-walk based approach and computing specificity metric to capture semantic
relationships between nodes. Shubham et al. [9] performed fine-tuning of BERT [12] to ob-
tain query-specific entity encodings, by leveraging high-level passages in Wikipedia. Yang et
al. [73] worked on representing entities and relations via linear and bilinear transformations
of vectors and matrices, for performing rule extraction from KG. Wen et al. [76] worked on
modelling cross-over interactions between entities and relations in a KG using non-linear trans-
formations and Hadamard product, and additionally performed the task of graph traversal for
embedding-based explanation search.

Previous works also exist in the population of Knowledge-bases (KBs) and Knowledge-graphs
(KGs) by utilizing content from the web for extracting knowledge. Hailun et al. [38] worked
on constructing a static inter-dependence graph based on entities, categories and their inter,
intra semantic dependencies. Evidence propagation is performed iteratively on the connectivity
matrix in order to associate entities and categories. Dèlia et al. [18] created a system for
Knowledge graph population from aggregated news articles, using type markers and imposing
data-integrity constraints. BERT is used for entity detection and as the relation-extraction
model to formulate initial set of RDF triples.

Despite significant research in these fields, there are certain aspects which are not adequately
addressed by these works, both theoretically and practically. The knowledge-graph structures
are assumed to be well-established and containing all the entities and categories necessary,
which is not the case with newly emerging entities that are to be added to the graph, whose
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context is not sufficiently captured in the KG initially. Simple transformation techniques and
standard embedding, aggregation methods are typically used for node embeddings, which do
not effectively capture the essence of the entity depicted by a node. Further, existing KG-
population approaches look at specific set of task-based documents of articles for downstream
tasks, which pre-determine the collection of entities. Hence, there’s no generalizable entity-
specific document-based analysis, where the content is curated specific to each relevant entity
and the category-dependency required to be modelled.

In order to address the above-discussed shortcomings, we define generalizable techniques to
generate entity embeddings capturing categorical dependencies effectively by focusing on web-
components in a specialized manner. These embeddings are utilized in the context of Wikipedia,
for the task of Notability determination, to establish the extent of connections between entities
and their categories, and marking notable relations. This empirical proof assists in generalizing
the defined approach by incorporating these embeddings for other KG-related tasks. We further
deep-dive into the field of Notability and research in related directions, to better gauge the depth
of the applications.

2.2 Notability-definition related work

There have been some research works and studies on the definition of Notability for Wikipedia.
Margolin et al. [13] worked on designing a platform "Wiki-worthiness," where participants can
collaboratively assess the notability of potential Wikipedia topics, relying on collective manual
effort. Jodi et al. [62] emphasized deletion discussions and their outcomes on Wikipedia, and
identified patterns in decision-making based on deletion nomination, indicating variations in
community behavior. The study conducted by Shyong et al. [35] examines whether the plat-
form is experiencing an increase in the diversity of articles that receive attention over time. The
work by Mackenzie et al. [36] and Franziska et al. [41] stress the impact and role of gender and
race in notability determination. Dario et al. [66] advocate for a more liberal content-inclusion
approach that involves collaborative decision-making among Wikipedia editors, to mitigate the
biases inherent in relying solely on notability criteria.

Despite the above works being significant in the field of Notability and Wikipedia, they
do not propose approaches regarding how to solve the scalability issue posed by Notability
detection. To the best of our knowledge, there hasn’t been much work in the direction of
automating this process.

Yashaswi et al. [51] targeted the exact problem of Notability Determination, for Indian
Film Actors, utilizing reliable web domain and entity salience features, the two most important
criteria in defining Notability (reliability of content and coverage on the web). Initially, the
top reliable web domains for a category are identified, such as "imdb.com" for the domain of
Actors. These web domains are identified based on their frequency of occurrence in the top
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Figure 2.1: Feature vector representation for binary classification in [51]

few retrieved results on performing a search with a query containing entity name and category
name, for each entity. Each web domain’s frequency is thus noted accordingly, and additionally,
its occurrence frequency in Wikipedia articles’ external links section is also noted. Both these
scores are combined by a weighted average scheme, and the web domains with the highest set
of scores are chosen. The presence of an entity in these web domains is also recorded as a
boolean feature. Secondly, handcrafted entity salience metrics such as entity mentions count,
occurrence in the first sentence, occurrence count in the first 3 sentences, etc., are defined to
capture coverage about the entity in its profile page, in these web domains. These two sets of
features are combined to perform binary classification if an entity is notable or not, (as in figure
2.1) using SVM architecture.

There has been similar work on detecting emerging entities, which could potentially be used
to identify notable entities. Michael et al. [16] worked on this direction of emerging entity
detection, which explores the challenges of identifying new entities to be added to Wikipedia
based on media monitoring. They further propose an ML-based approach to classify whether
an entity is to be added to Knowledge Graphs (KG) or not, based on a dataset constructed
from English news articles. Dèlia et al. [17] worked on an online multilingual system for event
detection and comprehension from media feeds, by retrieving information from news sites and
building a KG, which is extended with a Dynamic Entity Linking (DEL) module to detect
emerging entities on unstructured data. The primary drawback with all of these works is the
applicability only to a select set of categories, and not considering other web contexts for an
entity.

2.3 Text-based understanding for a topic’s salience estimation

There have been similar directions as Notability detection, which could potentially be adapted
to this problem. As discussed in the definition of Notability and the primary work on Nota-
bility detection for Wikipedia (Yashaswi et al. [51]), salience-based approaches are essential
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in extracting relevant features corresponding to a particular topic. Hence, we explore similar
directions dealing with such work.

2.3.1 Entity Salience and Event Salience based techniques

Identifying the salience of a particular entity or an event in a given document or a set of
documents is one of the key components in gaining an understanding of the entity’s/event’s
relevance and coverage. This aspect is an essential part of our final designed system, which has
been created based on a review of related approaches while also ensuring generalizability and
scalability.

Jesse et al. [14] worked on a novel entity salience task that involves training an ML model
to identify and rank entities within a document based on their salience, on a dataset derived
from existing knowledge bases and web documents. Xiong et al. [72] worked on identifying
salient entities in a document, based on knowledge-enriched entity representations, and Kernel-
based modeling. Liu et al. [39] propose feature-based and neural-based models for event salience
identification, leveraging features such as event mentions, contextual information, and document
structure. Kevin et al. [26] propose incorporating phrase extraction models into the process of
entity salience detection, emphasizing the potential benefits of capturing the context in which
entities appear. Lu et al. [40] worked on an unsupervised entity and event salience estimation,
by constructing dependency-based heterogeneous graphs to capture the interactions of entities
and events. Trani et al. [68] discussed the application of lexical features for entity linking and
salience detection. Gamon et al. [19] analyzed entity-document correlation with respect to clicks
of document URLs for entity-based queries.

2.3.2 Summarization-based techniques

Sentence-level salience also plays a role in identifying which parts of a document are impor-
tant in providing information about an entity’s salience with respect to it, and the category
in general. Summarization techniques utilize such encodings to capture key information in a
document, that further provides insights about the topic’s coverage.

Günes et al. [15] worked on a graph-based algorithm for extractive text summarization,
that leverages the PageRank algorithm and takes into account sentence centrality and salience.
Rahman et al. [56] worked on query-based text summarization, which finds semantic relatedness
score between query and input text document for extracting sentences, by finding the correct
sense of each word of a sentence with respect to the context of the sentence. These queries could
be tuned in such a way as to gain more information about the desired entity. Rahman et al. [55]
also explore the use of linguistic features, graph-based models, and machine learning algorithms
in the context of query-based summarization. Ahmed et al. [44] utilize document graphs based
on the relationships between sentences, incorporating both content and contextual information,
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for ranking sentences to create query-based summaries. Piji et al. [37] utilized Variational
Auto-Encoders for learning the latent representations of sentences to summarize.

2.3.3 Semantic modeling for information retrieval

Semantic techniques for information retrieval capture key features while matching queries to
documents. Hence, carefully designing a query containing details such as topic name, category,
etc. could assist in extracting required features from selected documents, and speak for the
salience of the topic with respect to the document and the category. A review of such techniques
has helped incorporate such semantic features into our system.

Zhang et al. [75] used semantic similarity measures for table retrieval, to capture the meaning
and context of both the query and the tables. Each table in the corpus is represented as a vector
by aggregating the word embeddings of its content and matching them with the query’s word
embeddings to capture relevance. Mayank et al. [59] propose combining both syntactic and
semantic similarity measures to form a comprehensive similarity metric, to provide a more
nuanced and contextually relevant evaluation of document relevance. Yuanyuan et al. [53]
worked on salient contextual aspects to improve semantic matching, and assigned weights to
query and document terms based on their salient context. The work by Liang et al. [49] utilized
local references and global references of query terms in a document, captured by a deep neural
network using term gating mechanism along with a CNN and a 2D-GRU.

2.4 Topic’s web-based popularity estimation

According to the definition of Notability, the existence of independent sources about a topic
is necessary, and this information about a topic is typically obtained from the web in different
forms - either through social media, category-related web domains, news sources, organizations,
etc. as this is the primary form of consumption of content for any individual. Signals from the
web play a vital role in deciding on notability, and this area has also been widely studied.

Alexandru et al. [67] and Moniz et al. [45] discussed different types of features about an
entity’s popularity on the web, such as social features, temporal features, and user-interaction-
based features, and tested them using ML models. Sofiane et al. [1] used time series forecasting
to predict the number of visits an article will receive when posted, relying on the popularity
of similar articles and the historical popularity of its main topic. Nadav et al. [20] worked on
developing a linear auto-regression model to predict future query counts and additionally plug
them into an existing trend detection scheme, to surface search trends.
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2.4.1 Popularity signals from Social Media

Several works have exclusively focused on social media platforms for estimating popularity.
Priya et al. [54] employed various features for identifying salient named entities in Twitter,
including the frequency of entity mentions, the presence of hashtags and user mentions, and
the position of entities in the tweet. Hiba et al. [63] discussed the dynamic nature of social media
platforms, normalization techniques (such as Z-score normalization), and evaluation metrics to
address the challenges in comparing popularity metrics across diverse social media entities.
Amir et al. [31] investigated the application of sentiment analysis and social network analysis
techniques to assess the political popularity of individuals in the context of social media.

2.4.2 Popularity signals from Online News

Online news and social media have a symbiotic relationship in terms of providing information
with respect to a particular topic. Few works have tackled their relation in a conjunctive manner.
Kemal et al. [2] used supervised learning-based machine learning techniques in order to predict
news popularity in social media sources. Roja et al. [4] worked on predicting the popularity
of news articles in social media, by relying on news article features related to textual content,
temporal information, and user engagement metrics. Pedro et al. [60] tackled the problem of
predicting entity popularity on Twitter based on the news cycle, by applying supervised learning
on approaches based on signal-based, textual-based, sentiment-based, and semantic features.

Apart from news in the context of social media, online news sources also play a direct role in
providing information about a topic and discussing its salience. Nirupama et al. [3] designed an
approach where salient entities in news articles were detected using the aboutness score of an
entity, with respect to its description and article’s content. Yang et al. [74] proposed a named
entity topic model (NETM) to extract the textual factors that can drive popularity growth, and
used it to predict the popularity of news articles by computing the accumulation of popularity
gains generated by its named entities (NEs) over all the topics.

2.5 Graph-based approaches for text-based dependency extrac-

tion

Dependency extraction is essential, especially in cases where notability is to be resolved for
titles having complex dependencies with their respective topics. Graph-based techniques have
been effective in dealing with such dependency-extraction tasks because of their ability to learn
representations in accordance with document structure, based on words or entities. We explore
such graph-based techniques, especially utilizing Graph neural networks, to understand their
performance on similar tasks.
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Figure 2.2: Architecture overview of [6]

One of the works in this field, which we have used for reference, is the work of Carbonell et
al. [6], which deals with Named-entity recognition and relation extraction in semi-structured
documents using GNN encodings. In this task, for a given document, its entities are to be
defined and classified into pre-defined categories, and meaningful pairwise relationships between
entities are to be discovered. The document is initially represented as a graph whose nodes
are the words detected in the OCR process, and edges are created based on the k-NN of word
representations. Groups of words obtained after edge classification are defined as document
entities. Another fully connected graph is constructed with these entities as nodes, and the
graph attention mechanism is employed to obtain updated node encodings, and these are used
to perform node (entity) classification by passing through an MLP (refer figure 2.2). Link
prediction is performed by passing entity embeddings of the pair of entities through another
MLP. We utilize this concept of generating graph-based encodings and augmenting a classifier
head for classification.

Huang et al. [25] utilized GNNs for text classification, by parameter-sharing across indi-
vidual document graphs. Wei et al. [29] worked on graph-based text representation, which
is capable of capturing term order, term frequency, term co-occurrence, and term context in
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documents, to discover unapparent associations between two and more concepts (e.g. individ-
uals) from a large text corpus. Zhou et al. [78], Jae-Young et al. [8] and Sonawane et al. [65]
performed comprehensive reviews of various graph-based approaches for relevant downstream
tasks, discussing aspects such as message passing mechanisms, spatial and spectral approaches
to graph convolution, Graph Attention Networks (GATs), Graph pooling and Graph Pooling
and Downsampling, word co-occurrence graphs, syntactic dependency graphs, and semantic
graphs, graph-based NER, sentiment analysis etc.

The thorough literature review conducted across different fields of work assisted with design-
ing a robust approach for generating embeddings for notability detection. The works discussed
above cannot be directly plugged into the problem of notability because of the constraints posed
by the definition of Notability, generalizability, and scalability. We take into account the key
concepts discussed by these works to design our systems which are effective in the defined task
of automated notability detection of a topic irrespective of its category or nature. Our systems
utilize specifically-designed embeddings which can be extended to any similar use-case in such
a KG-based setup.
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Chapter 3

Dataset: Defining hierarchy of Wikipedia article titles, and

extracting data

3.1 Overview

In this chapter, we describe our dataset constructed for the task of generating entity em-
beddings for Notability determination. We define different types of titles on Wikipedia, based
on the correspondence with their category - Simple titles and Complex titles. Simple titles are
category instances, while complex titles have non-trivial dependencies with their given cate-
gory. We further subdivide simple titles based on their nature (concept-based abstract entities
or not) and classify them as Generic/Abstract. The Generic class dataset comprises 9 diverse
categories, while the Abstract class dataset comprises 5 categories. The complex titles dataset
uses 9 categories of the Generic class dataset.

We extract samples for binary classification on notability for each categorization of titles,
by following well-defined procedures. We also design an unsupervised approach to differentiate
between simple and complex titles in general, in a category-agnostic manner. This approach
relies on the categorizations of a particular topic of the category, as identified from the web.
The high-level pipeline for a title and its classification as Simple/Complex is provided in figure
3.1, where the first step is to identify the partition of a title and use the respective system to
decide on its notability.

3.2 Motivation for defining Simple/Complex Article titles

Wikipedia comprises different types of pages, that have titles having specific associations
with their corresponding category. A Wikipedia page could be either a simple category instance
or a page loosely coupled to the category. This makes it essential to handle all such pages
robustly and effectively while deciding a page’s Notability. The nature of the content of an
article, and its dependency with its category play a role in the generation of its embedding and
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Figure 3.1: Overview of pipeline for title-based binary classification of Notability

classification of the article’s topic as notable or non-notable. Hence, it is essential to distinguish
Wikipedia pages based on the fundamental factor of the strength and nature of dependency with
their corresponding Wikipedia category. This assists in deciding on the notability of the page
accurately, by analyzing relevant parameters and capturing entity-category interconnections in
the embedding more effectively. Thus, we categorize titles of articles in Wikipedia into two
classes at the broader level - Simple titles and Complex titles, which are explained in detail
below.

3.3 Extracting samples of Article titles with Simple Named en-

tities

We consider a Wikipedia article to have a simple title, if the title refers to a simple named
entity or a category instance, for a defined category. For instance, for the category of "Indian
Film Actors", article titles "Shah Rukh Khan" and "Ranbir Kapoor" are categorical instances.
They pertain to trivial and direct examples of a category, which typically comprises many such
examples. We further partition such "Simple" titles into two classes, based on their nature -
Generic class and Abstract class. This distinction is necessary to ensure that named entities
are classified as notable/non-notable, to eliminate the bias from the nature of their category,
which in turn affects the quantity and quality of information about them on the web. Both
of the classes can be extended to any new category with minimal training data, due to their
generalizable nature. These classes and their differences are described in the following manner.

3.3.1 Generic Class

The Generic class consists of categories with easily identifiable reliable web domains, such
as Films, Actors, Cricketers, Cities, etc (listed in table 3.3.1). For instance, it can be identified
that "imdb.com" is a reliable web domain pertaining to the category of Indian Film Actors, and
"espncricinfo.com" is a reliable web domain pertaining to the Cricketers category. Such web
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domains contain a large number of simple category instances/named entities that belong to
the corresponding category, as "imdb.com" contains many profile entries of Indian Film Actors,
and likewise "espncricinfo.com" contains many Cricketer profile entries. We construct a dataset
with such categories where fixed web domains could potentially be identified for each category.
Further, reliable and concrete information about the corresponding categorical instances can
be found in these web domains.

For the Generic class, a dataset consisting of about 30K samples is collected, comprising
entities belonging to 9 categories, namely Film Actors, Cricket Players, Tourist attractions,
Medicinal plants, Universities, Cities, Birds, Football players, and Films. We have ensured that
there is diversity among the characteristics of the categories in our dataset. This is done to
validate the extendability of our system to any category, that specifically follows the definition
of the Generic class.

This dataset’s distribution can be found in table 3.3.1, where positive samples correspond
to notable entities, and negative samples correspond to non-notable entities.

Dataset Distribution Statistics for Generic Class

Category #Pos #Neg #Tot

Actors 2885 2876 5761
Cricketers 2597 2403 5000

Tourist attractions 2500 2500 5000
Medicinal plants 2500 2034 4534

Universities 1584 1584 3168
Cities 1590 795 2385
Birds 1100 517 1617

Football people 1006 503 1509
Films 938 469 1407
Total 16,700 13,681 30,381

3.3.2 Abstract Class

On the other hand, entities corresponding to the Abstract class have content in documents
spread out across the web, rather than fixed web domains. Entities belonging to these categories
are said to be at an abstract level with respect to their content’s availability on the web. For
instance, for the titles "Temperature" and "Pressure", the information corresponding to them
is scattered across the web, and cannot be entirely found in specific pre-defined web domains.

19



Categories corresponding to this class include Biological concepts, Ragas1 in the Carnatic music
system2, etc. It is not practical to identify specific reliable web domains for categories such
as Biological or Chemistry concepts, whose corresponding titles cannot be completely defined
or confined to a specific set of web domains. Hence, in such cases, a more reliable mechanism
would be to rely on topic-specific documents on the web, as the coverage of such abstract topics
cannot be gauged by a pre-selected web-domain-based approach.

For the Abstract class, a dataset consisting of nearly 5K samples is constructed, comprising
entities belonging to 5 categories, namely Biology, Chemistry, Psychology concepts, Carnatic
Ragas, and Computer Software. Note that the labeling of categories such as "Computer Soft-
ware" is ambiguous, as it does have a few relevant web domains. However, the "abstractness"
here is defined as not having a fixed form, not pertaining to a person/organization/physical
product, and most importantly, too many to account for in a small number of web domains (sim-
ilar to concepts, theories) as content is widely spread across the web. This dataset’s distribution
can be found in table 3.3.2.

Dataset Distribution Statistics for Abstract Class

Category #Pos #Neg #Tot

Softwares 1384 692 2076
Psychology 732 366 1098
Chemistry 537 269 806

Biology 328 164 492
Ragas 137 283 420
Total 3118 1774 4892

3.3.3 Data collection and annotation

After the classification of categories into Generic/Abstract classes, we worked on defining
mechanisms to collect necessary data for each class, and annotate them as notable/non-notable.
The ground truth labels for both datasets are defined based on the presence or absence of the
entity’s Wikipedia articles. If an entity is observed to have a corresponding Wikipedia article,
it is considered notable and is assigned the label 1, otherwise, it is considered to be non-notable
and is assigned the label 0, as annotated in the work of Yashaswi et al. [51].

We used specific methods to identify notable and non-notable entities, by ensuring that
they follow the above-defined rule for annotation. Notable entities were identified by crawling

1https://en.wikipedia.org/wiki/Raga
2https://en.wikipedia.org/wiki/Carnatic_music
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through the Wikipedia category and sub-categories of the required domain, such as "Indian Film
Actors’, "Cities’, and so on. For obtaining non-notable entities, a more well-defined approach is
necessary, to ensure that a Wikipedia article does not exist for that corresponding entity. This
approach is briefly described below.

• For a given category, A list of entities belonging to the category is curated, by manually
identifying reliable web domains for the categories and extracting titles listed in these
domains.

• Based on the list of entities, a query is formulated for each entity, including its title and
category name. A search is performed on Wikipedia for this query, and the top 3 retrieved
results are recorded.

• Entities having the least overlap with their top 3 results’ titles, and having Jaccard sim-
ilarity co-efficient less than a threshold of 0.24, are considered to be non-notable and
form the negative samples in the dataset. This is based on the intuition that if a rele-
vant Wikipedia article existed, it should have appeared in the recorded top 3 results. An
example of such a search being performed for a notable and non-notable entity can be
visualized in figure 3.2.

In this procedure, the parameters used such as the number of search results to be analyzed
(3) and the Jaccard threshold defined (0.24) were decided based on empirical experimentation.
It was ensured that both datasets consisted of enough samples for both positive and negative
labels, to the extent possible. In both cases, the percentage-wise train-test-validation split of
the data was 70-15-15. We make this dataset publicly available3.

3.4 Extracting samples of Article titles with complex categori-

cal dependencies

We have seen that "Simple" titles comprise instances of a given category, such as an article
about the bird "Bulbul" in the "Birds" category, and an article about the film "Inception" in
the "Films" category, etc. On the other hand, Complex titles are defined as those article titles
having complex and non-trivial dependencies with respect to a category. For example, consider
the article "Florida Film Festival" in the "Films" category, and the article "Wake Island" in
"Birds" category. These titles are not category instances but are associated with the category,
warranting their articles in such categories. According to Wikipedia’s structure of articles,
such titles should exist in related categories as illustrated for these two articles. These type of

3https://www.dropbox.com/sh/3ybp2ha494bikgq/AABVg-vSOTEOMoEcVvexq9YKa?dl=0
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Figure 3.2: For the search of a notable entity (left), the Jaccard similarity of the most relevant

result in the top 3 would be high, while it would be typically less than the threshold for a

non-notable entity (right)

entity-category dependencies also play a crucial role in the population of Knowledge Graphs in
general.

We construct a dataset of complex titles from scratch, with nearly 9K titles, corresponding
to 9 diverse categories (table 3.3) discussed in the Generic class above. We do not consider the
categorization of Abstract concepts while defining the dataset, as the boundary of definition is
not as clear as in the case of a generic category such as Films, Cricketers, etc. For example,
an article for "Temperature" as a physical quantity is different from that of a hyperparameter
used in neural networks to control randomness, despite having the same title. In this case, the
title has multiple definitions and usage contexts, but there is no clear definition of complex
dependency.

As data annotation is done in the case of Wikipedia pages with simple titles, a complex title
is labeled as notable (positive sample) if it has a Wikipedia article, and labeled as non-notable
(negative sample) if it does not have a Wikipedia article. As opposed to the case of simple
Article titles, which were category instances that were available in relevant web domains of the
category, we require a procedure to identify complex titles that fit the definition regarding their
association with the category. We curate a set of complex titles for each of the categories in
the dataset, by following the approach described below.
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3.4.1 Data collection and annotation

Complex titles for a given category consist of positive and negative samples, which are
obtained via different mechanisms. To extract positive sample titles, we crawled through each
Wikipedia category. In these titles, complex titles are identified by manually understanding
patterns of titles that are not simple category instances. These patterns are analyzed based on
the Wikipedia categories section of the articles. For example, in the "Birds" category, terms
related to islands in this section indicated a complex title. Further, for each such title, we also
store an additional parameter called categorizations. The Wikipedia categories mentioned on
the positive sample’s corresponding page are defined as the title’s categorizations.

We define another procedure to define negative samples, that fit the rule of annotation.
Firstly, for a category, the most frequently occurring categorizations in its positive samples are
noted. Then, reliable web domains are manually identified for these identified categorizations,
and titles mentioned in these web domains that are verified to not have a Wikipedia article
are considered negative samples. For instance, in the "Birds" category, the categorizations
"Islands" and "Wildlife Sanctuaries" are found to be frequently occurring (Table 3.3). Reliable
web domains containing data about "Islands" or "Wildlife Sanctuaries" are manually identified,
and titles in these web domains that do not have Wikipedia pages are considered negative
samples. We use the approach discussed in section 3.3.3 to decide if titles in these web domains
have corresponding Wikipedia pages or not. Note that for a negative sample title, structured
information about it on the defined web domains is obtained by web-scraping, and considered
as its categorizations parameter. In figure 3.3, we can observe the difference in the way title
categorizations are obtained for positive samples and negative samples, for two complex titles
in the dataset corresponding to the Cricketers category.

The percentage-wise train-validation-test split of the data was 75-10-15. Table 3.3 lists
sample counts, and the categorizations used to obtain negative samples. Non-trivial complex
dependencies can be clearly visualized for each category. For example, "Music albums" was

Figure 3.3: For a notable complex title (left), the categories mentioned in its Wikipedia page

are defined as its categorizations. For non-notable titles (right), the structured data in reliable

web domains is scraped to define similar categorizations.
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Table 3.3: Complex Titles’ dataset statistics

Category Negative samples categorizations #Pos #Neg

Birds Islands, Wildlife Sanctuaries 308 277

Cities Cricketers, Politicians and Kings, Sports venues 400 155

Cricketers Cricket umpires, Cricket administrators and ref-

erees, Sports films, sports Video games

282 359

Films Film Festivals 700 700

Football people Sports commentators, Businesspeople and En-

trepreneurs, Classical Music composers, Foot-

ball clubs

700 653

Indian film actors Films, Lyricists, Music Directors, Singers 346 448

Medicinal plants Films related to drugs, Music albums 700 700

Tourist attractions Festivals of the world, Television shows 500 305

Universities, Colleges Attorneys 700 678

observed to be a valid categorization in the category of "Medicinal plants", describing drug
use in music, bands, etc. Titles pertaining to cricket commentators and umpires are found to
have complex dependencies with the Wikipedia category of "Cricketers", and titles of politicians
associated with a city are found in the Wikipedia category of "Cities". These examples indicate
the nature of the organization of content in Wikipedia and establish the necessity to handle such
complex categorical dependencies. Note that the categorizations used are based on frequency
and data availability in the required format. We make the dataset publicly available4.

To extend the datasets of simple and complex titles, by adding titles that satisfy the above-
defined partition of article titles, it is necessary to define a generalizable procedure for under-
standing if a particular title of a category is a simple/complex title. We discuss this method of
title classification below.

3.5 Title Classification as Simple/Complex

It is not a trivial task to automatically detect if a given article title is simple or complex, with
respect to its category. We define a generalizable mechanism to differentiate between simple
and complex titles in general, by performing title classification in an efficient and category-
agnostic manner. This is an unsupervised approach designed based on the nature of Wikipedia
categories for existing Wikipedia articles in the given category, a pre-defined set of category-

4https://www.dropbox.com/scl/fi/yw3zecrhaagqtwjjxu66r/data.zip?rlkey=

lkui787ld7fvtvjpf6r4lr7pf&dl=0
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related keywords, and the categorizations of a particular topic of the category, as identified from
the web. This approach is validated with the help of titles and their categorizations obtained
above. This approach could also be used extended for performing entity classification tasks for
a Knowledge Graph in a task-specific manner.

3.5.1 Two-level Clustering-based Approach

We design an automated unsupervised approach to classify titles as simple/complex. Firstly,
we construct a small new dataset across all categories, to validate our approach. In this dataset,
complex titles are considered to be positive samples while simple Article titles are considered
to be negative samples. This dataset comprises all the categories defined in the Generic class
above. A random sample of positive sample titles from the Generic class dataset (i.e, Simple
titles having their corresponding Wikipedia article) are considered as negative samples for this
task of title classification. Positive samples in the above constructed complex titles dataset are
considered to be positive samples for this task. The positive-negative sample ratio is 1:1.

Each sample in this newly constructed dataset consists of the title and its corresponding
categorizations. For both types of titles, the corresponding Wikipedia categories at the end of
their article are defined as their categorizations, as in the complex titles dataset. Additionally,
a set of category-related keywords should be manually defined for each category, correlating
with categorizations of simple category instances. The intuition behind defining these addi-
tional sets of category-specific keywords is to differentiate between patterns of category-related
dependencies for Wikipedia pages with simple titles and complex titles.

We define a two-level clustering-based approach, which relies on syntactic and semantic
features of titles, categorizations, and keywords, for separating the homogeneous set of simple
titles from complex titles. This procedure is explained in detail as follows.

• Firstly, we generate a syntactic embedding for each sample in the dataset. This embedding
is constructed from an initial TF-IDF [61] vector representation of the corresponding
sample’s categorizations defined above. The Wikipedia categories for each sample in the
dataset are pre-processed and represented as a single TF-IDF vector.

• In the extracted TF-IDF representation from the sample’s categorizations, vector com-
ponents corresponding to the defined category keywords are extracted as the syntactic
embedding. In this manner, only the encodings pertaining to pre-defined categorical key-
words are retained, and other unnecessary sample-specific details are discarded. This is
done to ensure that only discriminatory features are highlighted.

• For generating semantic embedding, we first obtain pre-trained semantic word embed-
dings of the samples categorizations (Word2vec [43] embeddings from spacy), for each
sample in the dataset. After obtaining the initial semantic word embeddings, we compute
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the word-word cosine similarity [22] between category-related keywords and words in cat-
egorizations, to gauge the semantic similarity in vector representations of the category’s
metadata and the sample’s metadata.

• Mean-pooling of similarity scores is performed at the keyword level, i.e, for each keyword,
the mean-similarity score across all categorization terms is computed as its vector com-
ponent. Thus, the final vector representation, where each component corresponds to a
keyword, is considered as the sample’s semantic embedding.

• Both the syntactic and semantic embeddings are combined for each sample, and hierar-
chical clustering [46] is performed to group samples based on their categorizations and
similarity with respect to category-related keywords. Euclidean distance metric is utilized
for the clustering. We perform an exhaustive search for an optimal similarity threshold,
by iterating between various values in the range of 0 to 1. The offset used for searching
optimal threshold is dynamically varied, to maximize the Calinski-Harabasz Index [5],
which was observed to be the best-performing metric while experimenting with clustering
metrics and hyperparameters via a manual grid search.

• After clustering, the syntactic and semantic components of each cluster center are mean-
pooled separately. This is done to aggregate the keyword-level encodings to represent
sample-keyword similarity, which assists in the smoother functioning of further steps.
Thus, a two-dimensional vector is obtained for each cluster center, which contains a
syntactic score component and a semantic score component respectively.

• The syntactic score component of every cluster center is stored in a list and then normal-
ized using min-max normalization [50]. These normalized values are used to update the
corresponding syntactic score component for each sample. The same is performed for the
semantic score component. The two-dimensional cluster center vector representation now
contains corresponding normalized values, which have been updated separately for each
component. Based on figure 3.4, complex titles (red points) have lower similarity scores
with respect to category keywords, in comparison with simple titles (blue points).

• The mean of the syntactic and semantic score of each cluster center is defined as its score.
This aggregated score is a measure that defines each cluster’s samples based on its cluster
center’s score.

• A second level of clustering is performed, by utilizing these cluster centers as data points
and their corresponding aggregate scores as single-component feature vectors. Like in the
first level of clustering, an exhaustive search is performed for an optimal threshold score
between 0 and 1, maximizing the Calinski-Harabasz Index. This second level of clustering
is essential to obtain a more concise and robust partitioning of samples, with respect to
their similarity of category-related keywords.
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Figure 3.4: Titles’ syntactic and semantic similarity scores (normalized)
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Figure 3.5: Title classification flow

• Cluster centers having this score less than the optimal threshold, are considered to have
low similarity with category keywords, indicating that the dependencies are not as trivial
as in the case of simple titles, and hence are classified as "Complex" titles. Similarly,
cluster centers with high aggregate scores, more than the threshold, are considered to
correspond and align to the standard category-instance format for that category and are
classified as "Simple" titles. To label all the samples in the initial clustering, every sample
of a particular cluster is assigned the same label as its corresponding cluster center’s
classification label.

A brief process outline of the entire procedure has been provided in figure 3.5. Thus, sam-
ples in the dataset are classified as Simple/Complex, based on the correlation between their
categorizations and category keywords. This technique is generalizable to any new Wikipedia
categories and does not require any manual annotation of titles as simple/complex. Further
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details regarding the experiments conducted and results obtained are discussed in section 3.5.2.

3.5.2 Experiments and Results

In the unsupervised approach for title classification as Simple/Complex, experiments were
conducted with respect to syntactic and semantic embeddings used. These experiments are
enumerated below:

• Only TF-IDF: We utilize the complete TF-IDF vector representation as the syntactic
embedding for performing the title-wise binary classification. Semantic embeddings are
not considered in this case.

• Only Mean word embedding: We compute the mean semantic word embedding of title
categorization text and category keywords, for each title, and use that as the semantic
embedding in the approach. Syntactic embeddings are not considered.

• TF-IDF, Mean word embedding: We utilize both syntactic and semantic embeddings
as discussed in the above two experiments, and plug into the defined approach.

• Only Sentence transformer embedding: As a replacement to the current seman-
tic embedding, the title categorization text is passed through a sentence transformer
model [57], and the encoding obtained is plugged in as the semantic embedding. Syntac-
tic embedding is not considered.

• TF-IDF, Sentence transformer embedding: We utilize the complete TF-IDF vec-
tor representation as syntactic embedding and sentence transformer embedding as the
semantic embedding, and plug into the defined approach.

• Only Semantic keyword embedding: We follow the idea of our approach which
computes keyword-based semantic embeddings. Additionally, we discard syntactic em-
beddings in the representation.

• Only TF-IDF keyword embedding: We follow the idea of our approach which com-
putes keyword-based syntactic embeddings from TF-IDF vector. We further discard se-
mantic embeddings.

We have conducted a manual grid search to identify ideal metrics - error metrics such as
Silhouette score [64], Davies Bouldin score [10], etc., clustering techniques, linkage types [27],
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Table 3.4: Experiments results for Title Classification

Domain Num.

samps.

TF-IDF Mean

word

emb.

TF-IDF,

mean

word

emb.

TF-IDF,

sent.

trans.

emb.

Sent.

trans.

emb.

Semant.

key-

word

emb.

TF-IDF

key-

word

emb.

Our Ap-

proach

Birds 596 0.453 0.441 0.458 0.448 0.419 0.607 0.883 0.898

Cities 796 0.592 0.535 0.594 0.606 0.771 0.81 0.758 0.961

Cricketers 564 0.592 0.576 0.589 0.589 0.652 0.746 0.787 0.863

Films 1298 0.342 0.362 0.347 0.313 0.287 0.668 0.594 0.546

Football people 1238 0.473 0.476 0.481 0.487 0.591 0.673 0.7 0.733

Indian film actors 652 0.63 0.567 0.629 0.647 0.81 0.597 0.908 0.92

Medicinal plants 1348 0.732 0.695 0.731 0.757 0.929 0.726 0.66 0.905

Tourist attractions 940 0.582 0.568 0.587 0.59 0.659 0.673 0.564 0.785

Universities and colleges 1370 0.599 0.641 0.609 0.609 0.731 0.632 0.9 0.9

Overall 8802 0.553 0.544 0.557 0.559 0.652 0.681 0.734 0.817

and their distance metrics [34], etc. to achieve optimal parameters. We also conducted experi-
ments with just one level of clustering, and using different representations as above, but it was
inferred that the two-level clustering approach with defined parameters achieved better results.

Our proposed mechanism for title classification has achieved a classification accuracy of
81.7% across all categories. It has achieved optimal results (Table 3.4) across all conducted
experiments, which establishes how each step of the approach is essential to obtain the desired
title label. This generalizable technique can be employed for any Wikipedia category to identify
if a particular title is simple/complex. Further, it could be extended to perform similar node-
classification tasks in a Knowledge Graph similar to the Wikipedia sub-structure, as entity-
category embeddings are neatly captured.

3.6 Summary

We have defined the various types of article titles that exist in Wikipedia and constructed
datasets accordingly for each such type and sub-type. We defined the notion of simple and com-
plex titles based on their dependencies with a particular category, and distinguished Wikipedia
pages with simple titles further into Generic/Abstract classes, based on their nature. The
Generic class dataset consists of nearly 30K samples across 9 categories, and the Abstract class
dataset consists of nearly 5K samples across 5 categories. The Complex titles dataset comprises
about 9K samples pertaining to 9 categories of the Generic class. We have made these datasets
publicly available. We also design an unsupervised, generalizable, automated approach, to
classify titles as simple/complex, irrespective of their category. This classification acts as the
first step in arriving at a Notability label for a title. The techniques used for designing the
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datasets, and performing title classification could assist with similar tasks in the context of
other Knowledge graphs by capturing entity-category dependencies.

30



Chapter 4

Generating category-specific embeddings for Notability

detection of Article titles with Simple Named entities

4.1 Overview

In this chapter, we describe the system we designed to construct entity embeddings for
performing Notability detection of simple titles. Initially, we discuss the baselines used and
then describe the feature extraction procedures, which contain how several relevant web-centric
features have been collected for entities of the Generic class and the Abstract class to obtain
entity embeddings. These web-based components, from which text-based salience features
are extracted, include reliable web sources for entity-related documents, Wikipedia ecosystem,
query logs-based analysis, presence in social media, and relevance in online news websites.

We then explain our final classification architecture, which consists of neural networks and
BERT encodings (transformer encoder) to obtain entity embeddings for binary classification.
For validating our system’s performance in this task, we utilize accuracy metrics, correlation
analysis, ablation study, and prediction confidence on popular Wikipedia pages. The limitations
and bottlenecks of the system are also discussed briefly.

4.2 Baselines

We utilize two models as baselines to compare and validate the effectiveness of our system.
These two models are chosen as the appropriate baselines, based on their usage in similar down-
stream tasks, scalability, and generalizability. Further, these baselines adhere to the definition
of Notability.
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4.2.1 Handcrafted entity-salience features: SGD

Yashaswi et al. [51] targeted the exact problem of Notability Determination, by focusing
on the two key aspects of the definition of Notability - reliability and significant coverage.
We consider this to be the first baseline approach to validate our model. This approach was
implemented for the category of Indian Film Actors. It consists of two major steps.

• Reliable web domain identification. Top reliable web domains for a category are
found (based on the web presence, number of entity profile pages it comprises, etc). For a
web domain and a given entity, it is recorded whether there is a profile page for the entity
in this web domain. For instance, it is verified if an entity like Shah Rukh Khan (actor)
has a profile page in a web domain like "imdb.com".

• Entity salience computation. Handcrafted features are defined to capture entity
salience from a body of text, for each entity and its related documents. These features
include the number of entity mentions in the whole text, mentions count in the first three
sentences, occurrence in the first sentence, and index of the sentence in which the entity
occurs for the first time. The text from the entity’s profile page in the above web domains
is analyzed with the help of these features.

Note that the features defined here are also considered "domain-specific" features, as their
values vary across web domains. These heuristic-based numeric features are passed through
a Stochastic Gradient Descent [32] classifier. This baseline is referred to as "SGD" in further
sections.

4.2.2 Word-embedding Semantic-similarity based classification

We implement a second baseline, which focuses on the semantic nature of entity-related
content to perform classification, rather than syntactic features as in the previous baseline.
It is centered around the idea described in the work of Zhang et al. [75], which deals with
semantic similarity-based encodings [69]. Initially, a query is formulated comprising entity name,
category name, and category-related keywords. Word-word semantic similarity is computed
between query terms and terms from each of the above reliable web-domain documents. These
similarity encodings are combined and passed through a feed-forward neural network to perform
classification. This baseline is referred to as "Semantic embeddings" in further sections.
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Figure 4.1: Feature hierarchy defined for the Generic class

4.3 Feature extraction from Web-components to capture salience

signals

Both of the described baselines focus on specific ways to encode entity-related document
content extracted from web domains. However, there exist other relevant web components
which have not been explored in the context of entity-specific content analysis. We design web-
based features in such a manner that, they capture significant key signals about an entity with
respect to the web.

As discussed in the construction of the dataset, simple titles comprise two sub-divisions -
Generic Class and Abstract class. We define different types of features extracted for embedding
generation in both Generic and Abstract classes. For the Generic class, the defined feature sets
and their design choice are given below (also refer to figure 4.1).

• Domain-specific features correspond to hand-crafted entity-salience metrics. These
features are similar to the baseline features (discussed in section 4.2.1) and are important
to capture as they contain profile pages for entities with detailed information. The quality
and quantity of the information indicate the popularity range and importance of an entity.

• For the same reason as above, the Wikipedia ecosystem is also targeted. We look at
structured data (Wikidata), related articles (Wikipedia), and image content (Wikicom-
mons) to obtain a consolidated understanding of an entity with respect to this verifiable
encyclopedic platform.

• The popularity of an entity on social media provides insights about its interest levels at
a point in time. This aspect is captured by examining the follower count on Twitter, and
Instagram (although applicable only for people/organizations, etc).
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Figure 4.2: Feature hierarchy defined for the Abstract class

• An important signal with respect to an entitys importance is regarding the extent to
which its information is accessed/searched for by the general public, at any given period
of time. This is captured by query logs analysis (Google Trends).

• The available news content for an entity on top international news web domains also
plays a role in identifying an entitys importance.

For the Abstract class, a similar feature set is defined (refer to figure 4.2). The above
reasoning applies to feature sets such as query logs and the Wikipedia ecosystem. Note that
by definition of an Abstract class, there are no pre-determined web domains for entity-specific
data collection. Alternatively, "information distribution" about the entity on the web is
analyzed (explained in section 4.3.2). Social media and online news-based features are present
in the Generic class, but not in the Abstract class, because of their inapplicability to such
concept-based entities in general. For example, the followers count for a biological concept like
"Temperature" would not exist.

All of the features that are a part of the final constructed entity embedding are discussed in
detail in the subsequent sections. We make the code publicly available1.

4.3.1 Domain Specific features (Generic Class)

This sub-part of features is similar to the domain-specific features described in the baseline.
Additionally, the feature set is augmented with more information about the content of a web
page in general. The set of features extracted here is based on an entity’s content availability
in reliable web domains of that category (such as IMDb for Film actors) and coverage of the

1https://anonymous.4open.science/r/Notability-Detection-System-EB4E
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entity in this content. This set of features provides a concrete understanding of entity-specific
content, in comparison with other web-based signals.

We define two procedures, to identify reliable web domains, and to compute the Jaccard
threshold2 [47] for entity-entry matching in each web domain. We mention certain numeric
parameters and their values in these procedures, wherever used. Such parameters include the
number of retrieved results, the number of web domains, and the sample count. Note that the
values of these parameters were tuned based on a manual grid search. It was observed that
lower values for these parameters provided insufficient content to analyze, while higher values
required more data collection effort and introduced noise.

For defining a procedure to identify reliable web domains, we use the intuition that such
reliable domains comprise concrete information about many entities belonging to the category.
Blogs and social networking sites are filtered out initially, as the focus here is on concrete,
credible, and verifiable textual information about the entity, which is not guaranteed in these
cases. The procedure for identifying web domains is given below.

• For every entity, we perform a web search on a search engine (Google here), by formulating
queries including the title of the entity, its category, and the keywords "profile" and "text".
This is done to prioritize those web domains with significant text in entity profile pages.
The top 6 retrieved results are considered, and the corresponding web domains’ frequency
is increased by 1 (for one entity).

• The external links section in Wikipedia articles of notable entities are examined, and the
frequencies of web domains mentioned here are also increased by 1.

• Frequencies of web domains are computed from the above 2 tasks (processing each entity
of that category), and a weighted average is computed to score each web domain. Thus,
a web domain with higher score in both aspects has more probability of being chosen as
the reliable web domain.

• Along with the frequency-based score, we also store the average rank of occurrence of a
web domain in the top 6 retrieved results. The rank indicates the domain authority of
that web domain3 while retrieving results for the given query.

• The required number of web domains (4 here) with the highest frequency-based scores,
further sorted by domain authority rank, are chosen as the reliable web domains. The
web domains are manually vetted, if necessary.

On identification of reliable web domains for a given category, an entity’s presence in each
such web domain is recorded. This is a boolean attribute, which is 0 if the entity’s entry is not

2https://en.wikipedia.org/wiki/Jaccard_index
3https://en.wikipedia.org/wiki/Domain_authority
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found in that particular web domain, and 1 otherwise. To identify if an entity’s entry exists
in a web domain, we use a similar syntactic matching technique as used in matching if a title
has a Wikipedia page. However, the nature of web domains varies across categories. Hence,
we design a detailed heuristic-based approach. We first compute a threshold that varies across
web domains, called the Jaccard threshold. This threshold has been computed in the manner
defined below (for a given web domain).

• A sample of 100 notable entities in the dataset is selected, and a web search is performed
with the query consisting of the entity’s title and the web domain’s name, and keywords
"profile" and "text" (as above). This notable entity sample is used to set a threshold that
is to be achieved for an entity to have a corresponding page in the web domain, as notable
entities most likely have a page.

• The top 3 retrieved results are examined and results not corresponding to the required
web domain are discarded.

• In the filtered URLs, the title of the web page is extracted, and all of its skip n-grams [24]
are enumerated ("n" is the number of tokens in the entity name), to consider all combi-
nations of tokens for matching. A Jaccard similarity score is computed, by comparing
each of these skip n-grams with the entity name. The maximum score observed across
all skip n-grams is treated as the matching score between the webpage’s title and entity
name. Note that skip n-grams are used for the title of the web page to ensure that other
undesirable tokens do not affect the entity entry-checking process.

• The above score is computed for all the filtered URLs and the maximum value is recorded.

• After all the maximum values are recorded for all entities in the sample, the average of
the least K% (chosen to be 33 based on observations) Jaccard indices is chosen to be the
Jaccard threshold for that web domain in that category. The significant percentage (K)
considered is necessary to alleviate any noise in the lower range of values, making the
threshold computation robust.

For any entity of a given category, we compare the Jaccard similarity of the entity name’s
tokens and web page title. If the maximum score of the top retrieved results exceeds the
threshold, the corresponding web page is chosen to be the relevant entry for that entity, in the
web domain. Note that this could lead to noise in the data causing false matches. However,
the robust design of the threshold computation procedure has ensured that such cases were
insignificant.

In cases where the search engine is not able to process requests, manual intervention is
necessary to verify the identified reliable web domains, find the entry for the entity from the
web domain directly, and extract only relevant text from the web domain’s webpage format.
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Apart from the reliability-based boolean feature, we also consider the coverage of the entity
in its corresponding web page in the web domain. These features are extracted after filtering
boilerplate text [33] and performing co-reference resolution4. Some of the features were directly
used from the baseline, while new heuristic-based features such as domain authority, number
of relevant images in the profile web page (containing at least one token of entity’s title tokens
in its label text), and size of content are additionally incorporated. All of the entity salience
features are defined in Table 4.3.1. Thus, syntactic entity-related features - corresponding
to reliable web domain and entity-salience aspects indicating coverage, emphasize on the two
primary criterion mentioned in the definition of notability. These criteria also play an essential
role in summarizing entity-specific signals on the web, which could be leveraged for entity
embedding generation and related downstream tasks. However, note that web domains are
absent for the Abstract class, and hence an alternative approach is to be defined for imitating
these domain-specific features. This approach is discussed below.

Category-specific entity salience features for a web domain

Feature Description
present Check on entity’s entry’s existence in web domain
pos-score Average rank of web domain in top 6 search results
sent-count Number of sentences in web page text
imgs-count Image count in web page including entity’s mention
Ep Check on named entity’s mention in first sentence
Ei Number of entity’s mentions in first 3 sentences
Ef Index of sentence containing entity’s first mention
Eh Total number of entity’s mentions in text

4.3.2 Information Distribution on the Web (Abstract Class)

As discussed in the definition of Abstract class, reliable web domains cannot be identified
for categories corresponding to the Abstract class. Hence, we define an alternative generaliz-
able mechanism for analyzing entity-specific content for embedding generation of such abstract
entities and thereby detecting their notability. This set of features pertains to "Information Dis-
tribution", as it primarily gathers features corresponding to the distribution of content about
an entity on the web. This is similar to extracting content from a specified set of reliable web
domains and utilizes entity salience features such as Ep, Ef , Ei, and Eh.

4https://spacy.io/universe/project/neuralcoref
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Figure 4.3: For a notable title (left), there is more relevant and entity-centric information

corresponding to it on the web in independent sources, in comparison to a non-notable title

(right)

The intuition behind the feature set is that if an entity is notable and satisfies corresponding
guidelines, its coverage on the web is high, and thus more documents centered around the entity
are retrieved by performing a web search. The following steps are followed for extracting this
set of features.

• A search query is formulated, with entity name, category name, and the keyword "infor-
mation", and a search is performed on a search engine (Google here). Note that these
steps were performed for two types of queries - one of them limiting retrieved results to
the site extension ".org" to ensure more reliability in content retrieved (as information
displayed is from reliable organizations). The other type of query does not have any such
restrictions to reflect generic content corresponding to the entity on the web.

• The retrieved documents are examined and the top 15 results are considered and parti-
tioned into 5 sets in the order of retrieval. It follows that the first 3 results belong to
the first set and the last 3 results form the fifth set. The values for parameters such as
the number of results, and the number of sets, are tuned such that there is sufficient and
relevant content about the entity to analyze.
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• For documents corresponding to each set, the document with the most amount of text is
picked, to ensure that the document consists of significant analyzable textual information
about the entity. On performing this check, the possibility of a short article is eliminated.
Filtering is performed to ensure that the documents do not belong to the social media
platforms such as Facebook, Twitter, Instagram; or blogs, as the emphasis here is on
concrete entity-centric information.

• Entity salience features such as Ep, Ef , Ei, and Eh (discussed above) are extracted for
the text obtained above. Note that 5 documents are analyzed for both types of queries,
resulting in 10 different text-rich documents, each representing a key partition of retrieved
results by the search engine.

An example of the execution of this procedure is illustrated in figure 4.3, where we can observe
the search results from reliable organizations (with site extension ".org") for two examples from
the "Ragas" category in the dataset of Abstract samples. We observe more relevant and title-
centric web documents for the notable title, while mostly irrelevant documents are observed
for the non-notable title. Thus, the extent of content about the entity on the web is captured,
which is essential for embedding generation. It was observed that the relevant documents -
both from reliable organizations and generic web sources, provided a good range of content for
entities pertaining to the Abstract class, replicating the effect of web domains as in the Generic
class.

Apart from these entity-centric web documents which are also used in the baselines, other
key components of the web are also explored, which provide useful insights for extracting
entity-related signals and deciding on their notability. These components and their features are
discussed below.

4.3.3 Wikipedia Ecosystem

The presence of an entity in the Wikipedia ecosystem, even if it does not have its own page,
is assumed to contribute significantly to its notability. For both classes, we examine the entries
of entities in three primary components in the Wikipedia ecosystem - Wikidata, Wikicommons,
and Wikipedia. We design procedures for extracting features from each component, which assist
in identifying if there is sufficient coverage. In these procedures, we further define values for
numeric parameters such as the number of retrieved results analyzed. These values are defined
and tuned in a similar manner as in section 4.3.1, as the same reasoning applies here.

In Wikidata, a search is performed via a search query (text) comprising the entity’s name
and category, to identify most relevant retrievals with respect to the entity. The top 7 retrieved
results are analyzed. In these retrieved documents, a document is considered relevant if it
contains at least one token of the entity’s name and at least one of the related keywords of
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Figure 4.4: For a notable actor (left), there are more relevant images on Wikicommons in

comparison to a non-notable title (right)

Figure 4.5: For a notable actor (left), there are more relevant Wikipedia articles mentioning

their name, in comparison to a non-notable title (right)

the category (such as "Actor", and "Movie" for the "Film actors" category). The count of such
documents in these results is recorded as a Wikidata count feature.

Further, the same search is performed in the Wikicommons repository, and the count of
images retrieved is stored as a feature. In figure 4.4, it has been illustrated how the count of
relevant images varies for two examples of The "Actors" category. For a notable actor like "Shah
Rukh Khan", there are many relevant images in comparison to a non-notable actor like "Sanju
Sanichen", who does not have any images in Wikicommons.

In the case of Wikipedia-based feature extraction, similar to the Wikidata count-based fea-
ture, a thorough search is performed for the entity including its title and category name. The
top 10 relevant results are iterated one by one, and the first 3 relevant documents encoun-
tered are chosen for analysis, to ensure maximum relevance and sufficient content to gauge
entity salience. A document (Wikipedia article) is considered relevant if it contains at least
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one category-related keyword in its Categories section. For the 3 chosen documents, relevant
entity salience features such as Ef , Ei, and Eh are computed. Other entity salience metrics
are discarded because of their inapplicability, as the web domain is fixed and the nature of the
content is pre-defined.

In figure 4.5, it has been illustrated how the mentions in relevant Wikipedia articles vary
for two actors (same example as in Wikicommons - Shah Rukh Khan and Sanju Sanichen).
However, despite the absence of a Wikipedia article for Sanju Sanichen, it can be observed
that two Wikipedia articles mention the name. This indicates how the information from the
Wikipedia ecosystem plays a vital role in determining a topic’s notability, irrespective of whether
it has a Wikipedia article or not. This further speaks for the entity-related signals from reliable
platforms on the web, which are captured by our system and further processed for embedding
generation.

4.3.4 Query Logs

Apart from the documents in specific web domains and reliable platforms, entity-related
signals can also be found in the general public’s interest in an entity, as reflected in their
queries in search engines. This is an important signal with respect to an entity’s importance
and assists with Notability detection as it indicates the extent to which its information is
accessed/searched at any given period of time.

Query log features of a title pertain to frequency analysis of search queries regarding the
title, in a search engine (Google here). This feature set is designed based on Wikipedia’s notion
of notability that if an entity was notable at a period of time, it is always considered notable.
Further, the temporal aspects regarding the interest around the entity are captured here.

We incorporate the query-log signal by including a set of aggregated scores from Google
Trends5 [7], describing the historical data about queries corresponding to an entity. For a given
query consisting of the entity name and category, we can obtain a general interest score for it
over a period of a month. This score was obtained for the months between 2004 and 2022. The
aggregates of the scores such as minimum, median, maximum, mean, first, and third quartiles
were recorded, to represent the query logs data about the interest over an entity in a concise
manner.

The difference in interest level scores for two films from the dataset is illustrated in figure 4.6,
where the interest scores are higher for the notable film "The Shining", and there is negligible
interest regarding the non-notable film "Operation Merry Christmas:The Elf Con".

5https://pypi.org/project/pytrends/
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Figure 4.6: For a notable film (left), higher interest levels are recorded for a longer period of

time in Google trends, in comparison to a non-notable film (right)

4.3.5 Social Media (Generic Class)

Another key metric indicating the public’s interest in an entity similar to query logs is
the popularity of an entity in social media platforms. It plays a significant role in indicat-
ing the interest for an entity in a period of time, especially for categories corresponding to
people/organizations. This signal is captured by recording the followers count of entities on
Twitter [63] and Instagram platforms. The Jaccard-index-based approach defined in section
4.3.1 is used for performing entity name-profile matching.

However, it is to be noted that this feature set does not directly correspond to notability
guidelines to the extent of previous feature sets. These features are also not applicable in all
scenarios, such as in categories of the Abstract setting, or categories such as Medicinal plants
in the Generic setting.

4.3.6 Online News (Generic Class)

The available news content for an entity on top international news web domains also plays
a role in identifying an entity’s importance. Thus, a small set of such web domains is manually
curated based on their generalizability to a variety of categories. These web domains are the New
York Times (NYT), The Sun, American Broadcasting Company (ABC), Cable News Network
(CNN), and Channel News Asia (CNA).

For a given entity, we perform a search on these news web domains, by formulating queries
including entity and category name. The counts of retrieved results in each of the web domains
are recorded as features. These features are not considered for categories of the Abstract class,
due to their inapplicability to such concept-based/abstract entities.
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Figure 4.7: System architecture for generating category-based entity embeddings for classifica-

tion

4.4 Category-specific embeddings: Web-based count features +

BERT

Based on the above set of features extracted from different web components, an architecture
is designed to obtain final entity embeddings capturing its associations with its category, and
further perform the final binary classification task to arrive at the Notability label. The archi-
tecture is defined such that it takes the corresponding class’s (Generic or Abstract) parameter
set as input, thereby utilizing only features relevant to the corresponding class, to perform
binary classification. A consolidated understanding of the entire classification architecture is
provided in figure 4.7. This architecture’s design is explained in detail below.

Initially, all the numerical features extracted above from the web-based components are
combined to obtain a numeric feature-based encoding, defined as ne, for the entity e. The
encoding includes a concatenation of the web-based count-type features extracted and acts as a
consolidation of that information, summarizing the corresponding web-signals. This numerical
encoding is passed through a linear layer, with sigmoid activation, and updated encoding Ne

is obtained. This encoding is an indication of numerically quantized data corresponding to the
data on the web, and does not take text into account.

Ne = σ(W t
nne + bn) (4.1)

Note that entity-related textual information has also been extracted for both classes to
perform in-depth entity-salience analysis. For the Generic class, there are a total of 7 documents
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with text, based on the format of data collection. This includes 4 documents corresponding to
text from the entity’s profile page in 4 reliable web domains, and 3 most relevant documents
corresponding to the entity in Wikipedia. Similarly, the Abstract class consists of 13 documents
with text. This includes 10 documents indicating information distribution from the web (5 each
for two types of queries formulated - restricted on reliability, and general content), and 3 most
relevant documents corresponding to the entity in Wikipedia. The justification for choosing
these values for parameters is given above. For all documents, we process the information
further, rather than relying only on heuristic salience measures.

The information corresponding to the entity salience of a body of text is captured by ob-
taining its encoding from a transformer encoder, which is effective in such representation-based
tasks. Each of the bodies of text is passed through the BERT model (Bidirectional Encoder
Representations from Transformers) [12], which encodes the corresponding text by paying at-
tention to key parts of the content. We used Bert-base-uncased which was fine-tuned in the
process of training.

For a given entity e, the ith relevant Wikipedia document’s BERT encoding is represented
by wei; the jth reliable web domain’s text encoding in the Generic class or analogously the
jth partition’s document in the Abstract class is represented by tej . Max-pooling is performed
on all wei and tej encodings to preserve key information and reduce dimensionality. New
salience encodings Wei and Tej are obtained by passing the wei and tej encodings through linear
layers with sigmoid activation. Further, each of the wei encodings is unified to obtain a single
representation of text collected from Wikipedia, defined as Wke. Similarly, the unified text
representation of all tej encodings is defined as Te. These unified text representations encode key
entity-related signals in the documents extracted from corresponding web domains/platforms
for each class.

w′
ei = maxpool(wei) (4.2)

t′ej = maxpool(tej) (4.3)

Wei = σ(W t
ww

′
ei + bw) (4.4)

Tej = σ(W t
t t

′
ej + bt) (4.5)

Wke = ∪i∈IWei (4.6)

Te = ∪j∈JTej (4.7)

The classifier model is further enabled to identify the differences in the nature of features
for different categories, based on categorical embeddings [11] [23]. The categorical embedding
for a category c, is defined as e′c, which is obtained by passing the unique integer identifier of
the category idc to an embedding layer, represented by the embeddings matrix Embc.

e′c = Embc(idc) (4.8)
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All of the outputs such as numerical encoding, salience encodings, and categorical embed-
dings are concatenated to find the final entity embedding E′. This entity embedding E′ com-
prises of key web-based signals, which are useful to establish interconnections between entities
and categories in the Wikipedia KG. This unified entity embedding E′ for each sample is passed
through a Feed Forward Neural network comprising three linear layers. The final output, de-
fined as o, is of a single neuron to which sigmoid activation is applied (to obtain a value ranging
between 0 and 1), which indicates the score assigned by the system to the entity regarding
its Notability. Further specifications regarding the model definition and training are described
below.

E′ = [Ne,Wke, Te, e
′
c] (4.9)

o = σ(FFN(E′)) (4.10)

4.4.1 Experimental Setup

The percentage-wise train-test-validation split of the data was 70-15-15. For the Generic
class, the classifier was trained for a total of 40 epochs, with a batch size of 24 and a learning
rate of 0.0001. The word count of the text attributes of the entity has a limit of 300 words. The
vocabulary was restricted to 50k words (first 50k unique tokens encountered), and categorical
embeddings were assigned a dimension of 150. The Abstract class has a similar architecture and
hyperparameters, but it was trained for 25 epochs with a batch size of 6, based on computational
constraints, and speed of training. Binary cross-entropy is the loss function used. These
hyperparameters were found to obtain optimal results, in comparison with other variations
tried.

Experiments were also performed by replacing the BERT model with other potential alter-
natives for creating encodings, which are suitable for such tasks. This was done to validate
the effectiveness of the usage of a transformer-encoder architecture such as BERT to generate
entity-salience encodings. The attempted alternatives are listed below:

• 1D Convolutional Neural Networks: Salient aspects of content is captured on defin-
ing appropriate 1D filters to process document text.

• Match-LSTM type network [70]: Gauges the similarity between entity-related meta-
data comprising entity name, category, and textual documents at a sequential level.

BERT-based architecture significantly outperformed these architectures and hence was cho-
sen for the final system to generate entity embeddings, validating its effectiveness for such tasks.
The results of the baseline approaches, experiments, and our defined system are compared in
detail for an overall analysis. This is explained in section 4.5.
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Table 4.2: Metrics for baselines, experiments, ablations and final system

Generic class Abstract class

System ACC PR REC F1 System ACC PR REC F1

SGD 0.7821 0.7844 0.7821 0.7817 SGD 0.6186 0.6745 0.6667 0.6181

Semantic embeddings 0.8232 0.8274 0.8232 0.8226 Semantic embeddings 0.6585 0.7121 0.5577 0.5088

Match-LSTM 0.8107 0.8402 0.8108 0.8065 Match-LSTM 0.7738 0.7789 0.7302 0.7408

1D-CNN 0.8459 0.8493 0.8459 0.8455 1D-CNN 0.8093 0.7997 0.7906 0.7945

- All count features 0.8041 0.8198 0.8042 0.8017 - All count features 0.6763 0.7695 0.5777 0.5376

- Wikipedia counts 0.8302 0.845 0.8302 0.8283 - Wikipedia counts 0.7517 0.8084 0.6816 0.687

- Categorical embedding 0.8767 0.8768 0.8767 0.8767 - Categorical embedding 0.8448 0.8549 0.8135 0.8263

- Domain features 0.8771 0.8779 0.8771 0.877 - Site:org features 0.847 0.8464 0.8244 0.8327

- Trends counts 0.8797 0.8801 0.8797 0.8796 - Trends counts 0.8514 0.8429 0.8405 0.8417

- News features 0.8819 0.8835 0.8819 0.8818 - Generic search features 0.8514 0.8514 0.8291 0.8375

Final System 0.8848 0.8855 0.8848 0.8848 Final System 0.8581 0.8596 0.8356 0.8446

4.5 Results and Discussion

Since Notability detection is a binary classification task, standard accuracy metrics such
as Precision, Recall, F1 score, and Accuracy are used for comparing the performance of vari-
ous architectures and experiments. To ensure fairness in validation across experiments, it was
ensured that the test set follows a similar distribution as in the entire data collected, approx-
imating the real-world data availability for varying categories in the dataset. It was observed
that the performance accuracy increased by nearly 7% for the Generic class and 20% for the
Abstract class, in comparison with both the baseline approaches (refer to table 4.2), indicat-
ing the additional signals incorporated in our defined system and how our defined approach
to extract entity embeddings was effective in the task of performing Notability detection for
Wikipedia. Ablation study, correlation analysis, and validation on WikiProject popular pages
were conducted to understand and establish the superior performance of our system.

4.5.1 Ablation Study

Ablation experiments were conducted by removing components from the system (only one
at a time), to better analyze the impact of individual component contributions and validate
their applicability. For both classes, we can observe that all the web-based count-features
(numerical encoding Ne as described in section 4.4) and Wikipedia-count-based features played
a significant role in the classification process (table 4.2), justifying their presence in the final
entity embeddings. Other components such as categorical embeddings, online news features,
etc. had relatively weaker contributions, as can be observed from the minor difference in
performance on their removal. In order to understand feature contributions at a more granular
level, correlation analysis is performed.
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Table 4.3: Pearson correlation coefficients for numeric features

Generic class

Attribute Score Attribute Score Attribute Score Attribute Score

wikidata-docs-count 0.553 Wikipedia-Ef-0 0.406 Wikipedia-Ef-1 0.336 Wikipedia-Ei-0 0.328

Wikipedia-Eh-0 0.317 Wikipedia-Ef-2 0.283 dom3-present 0.28 Wikipedia-Ei-1 0.253

Wikipedia-Eh-1 0.248 dom3-Ef 0.229 dom3-Ep 0.229 trends-max 0.227

Wikipedia-Ei-2 0.215 Wikipedia-Eh-2 0.215 dom4-Ef 0.198 dom4-sent-count 0.192

dom4-Ep 0.186 trends-mean 0.178 trends-3/4 0.177 dom4-present 0.169

dom4-Ei 0.162 trends-med 0.16 dom3-Ei 0.153 trends-1/4 0.151

trends-min 0.106 dom3-sent-count 0.104 dom3-imgs 0.101 dom4-imgs 0.099

Abstract class

Attribute Score Attribute Score Attribute Score Attribute Score

wikidata-docs-count 0.515 org-rel-count 0.282 org-d1-Ef 0.204 gen-rel-count 0.189

org-d4-Ep 0.182 org-d4-Ef 0.182 trends-max 0.274 Wikipedia-Ei-0 0.219

Wikipedia-Ef-0 0.209 Wikipedia-Eh-0 0.208 org-d1-Ep 0.182 gen-d1-Ef 0.173

gen-d3-Ef 0.166 gen-d3-Ep 0.165 org-d1-Ei 0.164 trends-mean 0.161

trends-3/4 0.155 org-d5-Ef 0.148 gen-d1-Ei 0.144 gen-d2-Ef 0.143

org-d3-Ep 0.142 org-d4-Ei 0.141 org-d5-Ei 0.141 org-d3-Ef 0.14

gen-d3-Ei 0.138 gen-d1-Ep 0.136 Wikipedia-Ef-1 0.135 org-d3-Ei 0.134

gen-d2-Ep 0.129 org-d2-Ef 0.129 trends-med 0.128 org-d2-Ep 0.127

gen-d4-Ef 0.12 gen-d2-Ei 0.12 Wikipedia-Ei-1 0.118 trends-1/4 0.114

4.5.2 Correlation Analysis

Correlation analysis is performed to validate the applicability of defined web-based features
and understand why the model performs better for both classes. The Pearson correlation
coefficient [71] was computed for each of the numerical features, with respect to the notability
label of entities. These correlation scores obtained for both classes are enumerated in table 4.3.
Note that only attributes with relatively higher scores (at least 0.1) are displayed, indicating that
these attributes had a significant role to play in the classification process and hence represented
more essential parts in the entity embedding.

It can be observed that the Wikipedia ecosystem-based features have a superior correlation
score for both classes, especially the relevant document count of Wikidata. The handcrafted
entity-salience metrics of relevant Wikipedia documents and reliable web domains / selected
"information distribution" documents also achieve relatively higher correlation scores. The
high-correlation scores of document-based entity-salience analysis imply that these salience-
based features were effective during classification, and are essential components in the entity
embedding. It further establishes the superior performance of our model, as it analyzes these
relevant document text encodings using the attention mechanism.

Among other web-component-based features, Query logs have a relatively lower, albeit sig-
nificant correlation with respect to the above-document-based entity salience features. For both
classes, we observe "trends-max"6 to have a higher correlation, indicating that an entity is still

6the maximum popularity score for an entity over a month

47



notable if it was notable at a point in time (which is mentioned in the definition of Notabil-
ity for Wikipedia). These features capture the temporal aspects related to the entity in its
embedding. The other Google Trends-related score aggregates: minimum, mean, median, and
quartiles (1/4, 3/4); have significantly lesser correlation than "trends-max", indicating how the
dynamic nature of an entity’s popularity affects its notability labeling.

However, certain web-component features did not seem to improve the effectiveness in the
performance of the system, as they exhibited lower correlation coefficients. Features correspond-
ing to online news websites and social media platforms, for the Generic class, were observed to
have a very weak positive correlation with respect to the notability label. This effect is expected
because both of these feature sets do not generalize as well as above above-discussed feature
sets. However, these count-based features function effectively for certain categories such as
Film Actors, and Cricketers, and hence cannot be completely ignored while constructing entity
embeddings. Wikicommons image count was also observed to have a low correlation for both
classes, indicating the noise introduced due to retrieved results.

From the above observations, we can infer that the presence of an entity in the Wikipedia
ecosystem (especially Wikidata), as well as entity-centric information in reliable web domains /
analogous selected documents, corresponds the most to Wikipedia’s notion of notability. Thus,
our model has utilized the corresponding textual content and processed these salience encodings
further to obtain the final embedding, which is a better approach than relying on handcrafted
measures about entity salience.

4.5.3 Validation on WikiProject Popular Pages

Apart from the feature-level and component-level analysis, it is essential to gain an un-
derstanding of the system’s performance on manually rated pages on Wikipedia, to note the
difference in the confidence of Notability label prediction, and the effectiveness of our entity
embeddings in differentiating among entities based on their related content. A deeper analy-
sis is performed by testing the model’s performance on popular Wikipedia pages as identified
by WikiProject7. These page titles were included in the test set, and the model’s confidence
scores were obtained for each sample, for both the baselines and our system. These scores are
aggregated based on the article’s content quantity and quality, summarized by parameters -
Assessment8 and Importance9, as defined by Wikipedia editors. Note that this analysis was
performed based on the law of Historic recurrence10, as the article created at a point in time
depends only on reliable information about it on the web at that point. Hence, the time of

7https://en.wikipedia.org/wiki/Wikipedia:Lists_of_popular_pages_by_WikiProject
8https://en.wikipedia.org/wiki/Wikipedia:Content_assessment
9https://en.wikipedia.org/wiki/Wikipedia:Assessing_articles#Importance_ratings:_a_variety_

of_definitions
10https://en.wikipedia.org/wiki/Historic_recurrence
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Table 4.4: Comparative analysis based on prediction confidence, for WikiProject popular pages

Generic class Abstract class

Assessment Average

views

per year

SGD

score

Semant.

embed.

score

Our

system

score

Average

views

per year

SGD

score

Semant.

embed.

score

Our

system

score

FA: Professional, outstanding, and

thorough

1624143 0.841 0.8212 0.8953 949943 0.6388 0.7307 0.9094

GA: Approaching (not necessarily

equalling) a professional publication’s

quality

919580 0.7266 0.8132 0.8731 466386 0.7289 0.7336 0.9524

B: Readers are not left wanting, al-

though content might not be complete

enough

963599 0.7565 0.8194 0.9034 681334 0.4542 0.743 0.8627

C: Substantial but still missing impor-

tant content

413750 0.7595 0.8049 0.8982 370163 0.5112 0.7432 0.8632

Start: Provides some meaningful con-

tent, but most readers will need more

174553 0.6761 0.7668 0.8371 128447 0.4032 0.7377 0.8279

Stub: Provides very little meaningful

content

65599 0.6814 0.7809 0.7474 21694 0.2147 0.7453 0.8249

Generic class Abstract class

Importance Average

views

per year

SGD

score

Semant.

embed.

score

Our

system

score

Average

views

per year

SGD

score

Semant.

embed.

score

Our

system

score

Top: Subject is extremely important,

even crucial, to its specific field

897455 0.8004 0.8379 0.907 693444 0.6553 0.7431 0.9195

High: Subject is extremely notable,

but has not achieved international no-

tability

505203 0.751 0.8132 0.9071 395328 0.4849 0.7403 0.8627

Mid: Subject is only notable within

its particular field or subject

437280 0.7073 0.7788 0.869 253295 0.4086 0.7377 0.8631

Low: Subject is not particularly sig-

nificant even within its field of study

394171 0.7145 0.7853 0.8389 206492 0.3899 0.7457 0.7976

article creation is immaterial, as the Notability test is the same in each case, which further
justifies the generalizability of our system.

From table 4.4, it can be observed that the average confidence scores for each value of assess-
ment/importance are relatively higher for our system, in comparison with the baselines. Further,
the difference in prediction confidence across different levels of article assessment/importance
is significant for our system, which assists in clearly distinguishing articles of high/low assess-
ment/importance. These two aspects establish the superior performance of our model, as these
statistics are generated for popular pages in WikiProject, justifying the higher confidence scores,
as well as effective substantiation of the differences between articles’ content via confidence
scores. Note that the SGD baseline yields lower confidence scores while the semantic embed-
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Figure 4.8: Precision, NDCG, Recall vs K for Generic (all plots on the left) and Abstract (all

plots on the right) classes respectively

dings baseline doesn’t sufficiently distinguish articles based on their assessment/importance, as
reflected in the confidence scores.

Additionally, we utilize metrics such as precision, recall, and NDCG [28] (Normalized Dis-
counted Cumulative Gain) are computed for top-K notable article recommendations generated
and sorted by the confidence scores computed. The parameter K is varied (upper-bounded by
test-sample count), and corresponding plots are generated for both baselines and our system (re-
fer figure 4.8). Our system outperforms the baselines for all choices of K, for each of the metrics.
This further establishes how our system of entity embedding construction functions effectively
in the context of a retrieval model to identify and rank the most-notable and least-notable
entities of a given entity list.
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4.6 Limitations

While it can be observed that our system has proven effective in category-agnostic Notability
determination based on our detailed analysis, it has certain limitations and biases. A key
challenge is that it is sometimes non-trivial to label a category to belong to a given class (as
discussed in the example of "Software"). This aspect is left for the user to decide and provide
as input. The pipeline is complex and requires a significant computational effort for feature
extraction. Further, the feature sets have a dynamic nature, such as Google - commercial search
engine, news, and social media platforms, which affects the reproducibility as content about
an entity is subject to change (this is expected behavior as interest in an entity changes over
time). Bias is introduced by using pre-defined social media platforms, and online news websites,
which function differently for different categories. Noise is also present in the system due to
the heuristic mechanisms for entity-entry matching. Basic manual intervention is necessary
to ensure noise in the system is minimized, in aspects such as verifying identification of web
domains, data extraction, etc.

4.7 Summary

We have designed a web-centric entity-salience-based system to construct category-based
entity embeddings for detecting the Notability of simple titles, which are further differentiated
as belonging to the Generic/Abstract class, based on the nature of their title. We utilized
feature extraction from various components in the web - reliable web sources for entity-related
documents, Wikipedia ecosystem, query logs-based analysis, presence in social media, and
relevance in online news websites. We designed the system architecture which utilizes BERT
encodings and neural networks to construct entity embeddings for classification. The code is
made publicly available. We validated our system with pre-defined baselines (section 4.2.1)
and obtained a jump in performance accuracy by nearly 7% for the Generic class and 20%
for the Abstract class. On thorough validation via correlations analysis, ablations, prediction
confidence, the superior performance of our system is established. However, a few limitations
exist in the system, such as noise, bias, and requiring slight manual intervention.
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Chapter 5

Generating category-specific embeddings for Notability

detection of Article titles having complex

category-dependencies

5.1 Overview

In this chapter, we describe the system we designed to construct category-specific entity
embeddings, to detect the Notability of complex titles, i.e., titles having non-trivial depen-
dencies with a given category. Initially, we describe the feature extraction procedures, which
contain how several relevant web-centric features have been collected for embedding generation
of such complex titles. These web-based components, from which text-based salience features
are extracted, include reliable web documents, the Wikipedia ecosystem, and query logs-based
analysis. Necessary modifications are made to the system as against simple titles, to handle
complex titles effectively.

We also discuss the baselines used, and our final classification architecture, which consists
of a Graph neural network (GNN) that generates attention-enhanced category-specific embed-
dings for classification, with syntactic and semantic document graphs as inputs. We evaluated
this system similar to the above system for simple titles and observed that it outperforms all
baselines defined. The system’s limitations, similar to simple titles, are also mentioned.

5.2 Feature extraction from Web-components to capture salience

signals

Similar to the case of Article titles with Simple named entities, we design a supervised
learning-based system architecture, to capture the salient features and dependencies to generate
category-specific entity/title embeddings for classification. For each title in the dataset, signals
about it on the web are captured by analyzing query logs, presence in the Wikipedia ecosystem,
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and relevant documents on the web. Each of these components plays a role in providing insights
about the titles coverage on the web, and its dependencies with the given category, as discussed
in the case of Simple titles. We generate the required encodings for these components to
create the category-specific entity/title embedding and pass them through a Feed Forward
Neural network for classification. Note that despite the numeric features from web components
functioning similarly to the case of Simple titles, there is an additional set of procedures used to
generate specific encodings for classification, which work only for titles with complex categorical
dependencies.

In defining the web-based feature set, we discarded reliable-web domain-based features that
were present in the case of simple titles. This is because, for a given category, we cannot identify
reliable web domains that consist of all complex titles corresponding to it. For instance, if we
consider the category of "Birds", we cannot identify reliable web domains which comprise all
titles that encompass all possible complex dependencies such as Islands, Wildlife sanctuaries,
bird-related diseases, etc., which are all associated with the category of "Birds", but are not
simple category instances. Hence, we rely on the approach of information distribution about
the individual title on the web, as an alternative. We also discard social media and online
news-based features that were used for simple titles, as it was observed that they did not boost
the performance significantly, and were not particularly effective with the dataset of complex
titles. We specifically ensured that the system is designed such that the non-trivial entity-
category interconnections are effectively captured, for the accurate updation of the Wikipedia
KG. Features extracted for the web components that are valid for complex titles and effective
in the final embedding generation and classification are discussed in detail below. We make the
code publicly available1.

5.2.1 Information Distribution on the Web

We use the approach of "information distribution", used for simple titles (section 4.3.2), to
extract relevant documents pertaining to any given article title, with respect to its category.
A search query is formulated, with the title, category name, one prominent categorization of
the title, and the keyword "information", to take into account all necessary phrases for extract-
ing dependency-based relevant documents. An example query is "Wake Island" + "Islands of
Oceania" + "Birds" + "information". This is performed for two types of queries - one with site
extension "org" for reliable organization-based documents, and one without such restrictions to
reflect generic content corresponding to the title on the web.

The retrievals for each set are examined and the top 8 results are considered, to ensure a suf-
ficiently large initial document set. These result documents are further re-ordered, prioritizing
documents with more title terms’ mentions, as they would typically contain more title-related

1https://anonymous.4open.science/r/Notability-Detection-Complex-Titles-1F01
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Figure 5.1: For a notable title (left), there is more relevant and title-centric information corre-

sponding to it on the web in independent sources, in comparison to a non-notable title (right)

information. After re-ordering, the top 3 documents are chosen for further analysis, to increase
the relevant information-density in the sample set. Numeric salience features Ep, Ef , Ei, and
Eh (table 4.3.1) used by Yashaswi et al. [51] are extracted from above documents. Note that
the values for parameters such as top-k results, documents considered, and the mechanism to
choose documents are slightly varied in comparison with simple titles. These changes were
made based on empirical observations, to improve the text content analyzed in further steps.

An example of the execution of this procedure is illustrated in figure 5.1, where we can observe
the search results from reliable organizations (with site extension ".org") for two examples
from the "Cities" category in the dataset. The queries are in the format: Title + prominent
categorization + Wikipedia category + "information". For the notable complex title "Forestiere
Underground Gardens", we observe more relevant and title-centric web documents, while mostly
irrelevant documents are observed for the non-notable complex title "Ensuhkeshdanna". This
establishes the importance of relevant web-coverage for a complex title.

Apart from direct web-coverage, other relevant key components of the web used in simple
titles, which are applicable to complex titles, are also explored. These components and their
features are discussed below.
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Figure 5.2: For a notable complex title (left), higher interest levels are recorded for a longer

period of time in Google trends, in comparison to a non-notable complex title (right)

5.2.2 Wikipedia Ecosystem

We examine entries of titles in three primary components in the Wikipedia ecosystem -
Wikidata, Wikicommons, and Wikipedia, just as in the case of simple titles (section 4.3.3).
The procedures followed for extracting relevant features to encode the extent of coverage, are
the same. However, there is a minor updation in the way search queries are formulated, for
performing search on the 3 platforms. The search queries additionally contain one prominent
categorization of the complex title, along with the title and category name. This additional
information plays a key role in identifying more relevant search results that take into account
the nature of the categorical dependency of the title.

5.2.3 Query Logs

Other than concrete information on web domains and Wikipedia ecosystem, general public’s
interest in a topic is captured by Query log features. These features of a title pertain to
frequency analysis of search queries regarding the title, in a search engine (Google here). These
are extracted in the same manner as done for simple titles (section 4.3.4). The difference in
interest level scores for two film-related complex titles from the dataset is illustrated in figure
5.2, where the interest scores are higher for the notable complex title "Kung fu film", and there
is negligible interest regarding the non-notable complex title "Ramaskrik Film Festival".

5.3 Additional Data Pre-processing using TextRank

Text data of web documents and relevant Wikipedia articles was extracted from URLs using
the justext [52] tool. However, it was observed that additional text-processing was necessary
to ensure content relevance. This was achieved by defining a specific text-cleaning procedure,
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Figure 5.3: Additional pre-processing of documents for complex titles

which was augmented above the cleaning procedure used for simple titles, to improve the content
in the documents to reflect more information related to the title and its dependencies with the
category. We define a TextRank-based procedure to perform this task by cleaning up irrelevant
sentences. This process is described as follows.

• Initially, for each document, coreference resolution is performed. Next, basic pre-processing
such as case-folding, lemmatization, and stop-word removal is performed (as for simple
titles’ documents).

• Sentence Transformers [57] are used to obtain sentence embeddings for each sentence in
the document, for accurately capturing semantic information for further steps.

• For each sentence, two types of semantic similarity scores are computed. One is a cosine-
similarity score computed between the sentence’s content and manually defined category
keywords’ (as discussed in section 3.5.1) embeddings, and another cosine-similarity score
is between sentence content and title categorizations’ embeddings. These two similarity
scores indicate the sentence’s correspondence with the title’s meta-data.

• We define the mean of these two similarity scores for the ith sentence as si. Consider cosij
to be the cosine similarity between ith and jth sentence vectors.

• We construct the similarity matrix S for TextRank [42], where the element Sij is given
by equation 5.1. This matrix is defined in such a manner as to encapsulate sentence-level
similarity as well the similarity between sentence and title meta-data.

Sij = cosij · (
si + sj

2
) · (1− |si − sj |) (5.1)

• After constructing S, TextRank is applied for 500 iterations with a damping factor of 0.85.
Sentences with low scores are eliminated, and highest-scoring sentences (until a word limit
of 300 is reached) are retained in their order in the original text.
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The flow of this pre-processing is visualized in figure 5.3. This method has significantly
improved the quality and relevance of content in documents. This is because higher cosine
similarity and higher sentence scores si imply high relevance to categorizations, which conse-
quently yield higher similarity coefficients. Closer sentence scores also yield high coefficients,
indicating that sentences have similar relevance with respect to the category keywords and title
categorizations. Thus, the sentences finally remaining in the document have relatively less noise
with respect to the complex title under consideration.

5.4 Baselines

We utilize three models as baselines to compare and validate the effectiveness of our system.
The first two baseline models are similar baselines as used in the case of simple titles. We
define another BERT-based baseline, which is similar to the final architecture used in the
system for simple titles. These baselines are chosen based on their usage in similar downstream
tasks, adherence to the definition of Notability, scalability, and generalizability, and to clearly
establish how our designed system outperforms them for this specific task of complex titles.

5.4.1 Handcrafted entity-salience features: SGD

This baseline is similar to the one defined for simple titles (section 4.2.1). Based on the nu-
merical feature data extracted, including count-based features from Google Trends, Wikipedia,
and handcrafted salience metrics (table 4.3.1), binary classification is performed using Stochas-
tic Gradient Descent classifier. Note that there is no special consideration for the nature of
complex titles, to understand the impact of our defined system in effectively capturing these
dependencies.

5.4.2 FastText-embedding similarity-based classification

This baseline is similar to the one defined for simple titles (section 4.2.2), which considers
semantic context instead of heuristic features defined in the SGD baseline. For each document,
FastText [30] word embeddings are obtained. Pairwise similarities of each document word
embedding are computed against word embeddings of a short query defined for each sample,
comprising the title, category keywords, and the title’s categorizations. These similarity encod-
ings, which capture the correspondence between title-dependency information and document
text, are combined across documents and passed through a Multi-Layer Perceptron for perform-
ing binary classification. For this baseline, the only additional consideration from Simple titles
is the title’s categorizations, that provide basic additional information about the title.
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5.4.3 BERT encodings for topic-salience

For each document text, a short query with title and meta-information (categorizations and
category keywords) is prepended. BERT is used to generate word encodings for each such text,
and the mean word encoding of each document is concatenated and passed through an MLP
for classification.

This architecture is similar to that in the final system designed for simple titles. This system
is used for comparison regarding how the performance can be improved, both theoretically and
results-wise, for complex titles, at the cost of a slightly more complex architecture. This would
help in better analyzing how these types of entity-category connections in the Knowledge graph
are different from the case of the previous system.

5.5 Category-specific embeddings: Web-based count features +

BERT + GNN

Based on the above set of features extracted from relevant web components, both count-based
and text-based, we design an architecture to arrive at the Notability label for each complex title,
by robustly generating category-specific entity embeddings. We use a GNN-based approach,
for capturing complex dependencies between article titles and their categories and analyzing
their coverage for notability prediction (figure 5.4). This is because of the effectiveness of
graphs in such dependency-based tasks. Each document is represented as a graph to extract
dependencies such as title terms among each other, title terms with category keywords, and
title categorizations with keywords.

For each title t, the above-extracted numeric features are combined to form encoding nt,
and passed through a linear layer with sigmoid activation, to obtain encoding Nt (equation 5.2).
This encoding consolidates the web-based heuristic features, summarizing the corresponding
web-signals. Apart from such heuristic measures, we also rely on sufficient relevant text data
for each title. As discussed previously, a total of 8 text documents are associated with each title.
Here, 6 documents pertain to web information distribution (3 each for two types of queries -
with the extension ".org" and without any restrictions), and 2 most relevant documents in the
Wikipedia ecosystem.

We define an additional encoding which is essential to capture the key categorical dependen-
cies of the complex title. For each of the documents obtained above, a key string s comprising the
title’s terms, category keywords, and title categorizations is prepended to the document. This
key string is utilized in subsequent steps as it comprises all necessary terms whose dependencies
are essential for the classification, to generate the category-specific entity/title embedding.

Each document is passed through BERT (Bidirectional Encoder Representations from Trans-
formers), which is effective in such representation-based tasks, as it encodes text by attention
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Figure 5.4: Document encoding generation through Graph-Attention mechanism for capturing

non-trivial entity-category dependencies

mechanism. Consider the list of BERT word encodings obtained for the ith document di, for a
title t, to be Wti.

We explore the graph-based representation for the above-collected data to model the required
dependencies described in the key string s. For each document di of a given title t, we define
two document graphs - syntactic graph Gsyn

ti and semantic graph Gsem
ti , for capturing syntactic

and semantic relationships among words in documents respectively.
For both types of document graphs, nodes are words of the document, and their BERT

encodings Wti are initial states. The edges in the syntactic graph Gsyn
ti are constructed between

nodes that are co-occurring in a window of size 5, capturing the syntactic dependencies based on
the sentence structure. The edges in the semantic graph Gsem

ti are constructed based on seman-
tically closest k-nearest neighboring nodes, for each node, using word encoding representations
and cosine similarity. This value of k was chosen to be 10, based on empirical experimentation.
This graph captures the semantic nature of the documents. Combining the features from both
these graphs would provide a holistic view essential for embedding generation and classification,
capturing the relevant associations between the title and its related meta-data.
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After constructing these graphs for all relevant documents for a title, we employ the graph-
attention mechanism to appropriately distribute weights to each document term based on its
relationship with the complex title, both syntactically and semantically. Both graphs Gsyn

ti and
Gsem

ti are passed through two separate sets of Multi-Headed Graph Attention layers [77], where
each Graph Attention (GAT) layer has 3 heads, and each set has 3 such GAT layers. Note that
the GAT layer output obtained is after concatenating outputs from all its attention heads, which
are used to encapsulate multiple forms of dependencies among the encodings. After passing
through these layers, updated node encodings are obtained for each graph. These encodings
capture complex dependencies defined that have been described above, as the attention weights
flow through the graphs.

On obtaining the updated node encodings for both the syntactic and semantic documents
graphs, we specifically analyze nodes corresponding to the key string s, as it comprises all
terms whose dependencies are important for classification. Node encodings corresponding to
s are mean-pooled separately for both Gsyn

ti and Gsem
ti to highlight key features and reduce

dimensionality, and we define the output obtained as gsynti and gsemti respectively. Both gsynti and
gsemti across all documents dti are combined to obtain samples final Graph-Attention encodings
gsynt and gsemt (refer equations 5.3, 5.4 and figure 5.4). In this manner, the required graph-based
encodings are obtained, which completely capture all the required connections, and form a part
of the final embedding for classification.

The classifier is further enabled to identify the differences in features across different cat-
egories. We define a categorical embedding e′c for a category c, for differentiating content
from diverse categories. It is obtained from the category’s identifier idc and embeddings ma-
trix Embc (equation 5.5). Finally, all encodings obtained are concatenated to form the final
category-specific entity/title embedding T ′ (equation 5.6). This embedding T ′ comprises appro-
priately encoded key web-based signals, which are useful to establish complex interconnections
between the title and a given category, in the Wikipedia KG. This unified embedding T ′ is
then passed through a Feed Forward Neural network comprising three linear layers, to obtain
the final output o (equation 5.7). This output is obtained by combining all heuristic-based
and text-based features, taking into account the nature of dependencies between the title and
its category, and assigning appropriate weights via the feed-forward network for classification.
Further specifications regarding the model definition and training are described below.
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Nt = σ(WT
n nt + bn) (5.2)

gsynt =
∣∣∣∣
i
GAT (Gsyn

ti ) (5.3)

gsemt =
∣∣∣∣
i
GAT (Gsem

ti ) (5.4)

e′c = Embc(idc) (5.5)

T ′ = [Nt, g
syn
t , gsemt , e′c] (5.6)

o = σ(FFN(T ′)) (5.7)

5.5.1 Experimental Setup

The document word limit was set to 200, based on effectiveness after TextRank-based pre-
processing. The word limit for the key string s was set to 25. We used Bert-base-uncased for
generating initial node encodings. Each GAT layer had an input dimension of 768, and an
output dimension of 256 (for each attention head). The model was trained for 2 epochs using
Adam optimizer with a learning rate 2e-4, and batch size 2, due to fast learning of the model
and computational constraints. Binary Cross-entropy was the loss function used.

The results of the baseline approaches, experiments, and our defined system are compared
in detail for an overall analysis. This is explained in section 4.5.

5.6 Results and Discussion

The standard accuracy metrics used for binary classification such as Precision, Recall, F1
score, and Accuracy were computed for the baselines, ablation experiments, and the final system
(Table 5.1). The test set distribution was ensured to have the same category-wise distribution
as the dataset. Performance accuracy increased by nearly 5% compared to the BERT baseline
(best-performing baseline). Despite the BERT baseline achieving a good accuracy score, our
defined Graph-based approach is more theoretically sound when dealing with titles having
complex categorical dependencies for generating embeddings, which is also evident from the
boost in performance.

An ablation study, correlation analysis, and validation on existing Wikipedia pages were
conducted to analyze our system’s effectiveness. Note that the evaluation methods followed are
similar to the evaluation of the system for simple titles, as the high-level problem statement is
the same in both cases.
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Table 5.1: Metrics for baselines, experiments, ablations and final system

System ACC PR REC F1

SGD 0.690 0.767 0.696 0.670

FastText-based similarity 0.822 0.826 0.820 0.821

BERT 0.914 0.915 0.915 0.914

- Semantic Graph 0.914 0.92 0.916 0.914

- Wikipedia Documents 0.937 0.937 0.937 0.937

- Web Documents 0.95 0.951 0.951 0.95

- Count features 0.951 0.953 0.952 0.951

- Categorical embedding 0.951 0.953 0.951 0.951

- Syntactic Graph 0.952 0.952 0.953 0.952

Final System 0.959 0.959 0.960 0.959

5.6.1 Ablation Study

Ablation experiments were conducted by removing components from the system (only one
at a time), to analyze individual component contributions (Table 5.1) and their applicability.
We can observe that semantic graph encodings gsemt were more essential in the final embedding
than syntactic encodings gsynt , establishing how deeper semantic connections are captured by
our model. Graph encodings of relevant documents in the Wikipedia ecosystem played a more
significant role in classification than relevant web documents, justifying their presence in the
final embeddings. Other components such as categorical embeddings, handcrafted features,
etc. had relatively weaker contributions, as can be observed from the performance after their
removal. To understand feature contributions at a more granular level, correlation analysis is
performed.

5.6.2 Correlation Analysis

Correlation analysis is performed to validate the applicability of defined web-based features,
similar to the case of simple titles, for understanding feature-level contribution in classification.
The Pearson correlation coefficient was computed for each of the numerical features. The
correlation scores for attributes with relatively higher values (at least 0.1) are enumerated in
table 5.2, as they played a relatively significant role in embedding generation and classification.

It can be observed that the Wikipedia ecosystem-based features have a superior correlation
score for both classes. The handcrafted entity-salience metrics of relevant Wikipedia docu-
ments and selected "information distribution" based documents also achieve relatively higher
correlation scores. It can also be noted that documents obtained from the generic search have
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Table 5.2: Pearson correlation coefficients for numeric features

Handcrafted metrics correlation scores

Attribute Score Attribute Score Attribute Score Attribute Score

Wikipedia-Eh-0 0.341 Wiki-1-Entity-name-Ep 0.34 Wiki-1-Category-Ef 0.329 Wikipedia-Ei-0 0.326

Wiki-1-Entity-name-Ei 0.325 Wikipedia-Ef-0 0.318 Wiki-1-Entity-name-Ef 0.317 Wiki-1-Category-Ep 0.285

Gen-2-Category-Ef 0.273 Gen-1-Category-Ef 0.272 Wiki-1-Category-Ei 0.259 Gen-3-Category-Ef 0.251

trends-max 0.246 Wikipedia-Ef-1 0.244 Wiki-2-Category-Ef 0.242 Gen-4-Category-Ef 0.221

Wiki-2-Entity-name-Ef 0.216 Org-1-Category-Ef 0.215 Gen-5-Category-Ef 0.208 Wikipedia-Ef-2 0.206

Wiki-1-Entity-name-Eh 0.202 Wiki-2-Category-Ei 0.201 Wiki-2-Entity-name-Ep 0.201 Wiki-3-Category-Ef 0.199

Wiki-2-Category-Ep 0.199 Wiki-2-Entity-name-Ei 0.198 Wiki-1-Category-Eh 0.197 Org-2-Category-Ef 0.185

Wiki-3-Entity-name-Ef 0.184 Wikipedia-Ei-1 0.181 Wikipedia-Eh-1 0.181 Wiki-3-Category-Ei 0.173

Wiki-3-Category-Ep 0.17 Gen-6-Category-Ef 0.169 Wiki-3-Entity-name-Ep 0.167 Org-3-Category-Ef 0.16

Wiki-3-Entity-name-Ei 0.159 trends-mean 0.157 Wikipedia-Ei-2 0.147 Gen-2-Category-Ep 0.146

wikidata-docs-count 0.145 trends-3/4 0.145 Gen-4-Entity-name-Ef 0.143 Gen-1-Category-Ep 0.143

Gen-3-Entity-name-Ef 0.137 Org-1-Category-Ep 0.136 Wikipedia-Eh-2 0.132 Org-4-Category-Ef 0.132

Gen-4-Category-Ep 0.131 Wiki-2-Entity-name-Eh 0.13 Wiki-2-Category-Eh 0.129 Gen-8-Category-Ef 0.128

Gen-7-Category-Ef 0.128 Gen-3-Category-Ep 0.128 trends-med 0.127 Gen-5-Entity-name-Ef 0.126

Gen-5-Category-Ep 0.119 Gen-2-Entity-name-Ef 0.118 Wiki-3-Entity-name-Eh 0.116 Org-5-Category-Ef 0.113

Org-2-Category-Ep 0.112 trends-1/4 0.11 Wiki-3-Category-Eh 0.107 Gen-1-Entity-name-Ef 0.102

Gen-6-Entity-name-Ef 0.1 Org-3-Category-Ep 0.096 Gen-6-Category-Ep 0.094 Gen-4-Entity-name-Ep 0.092

a higher correlation in comparison with documents obtained from only reliable organizations
(site extension "org").

We can also observe how two types of entity-salience features are calculated for each doc-
ument - mentions of a title (with the term "-Entity-name-" in the middle of attribute names
of table 5.2), and mentions of its corresponding categorizations extracted (with the term "-
Category-" in the middle of attribute names). The mentions of a title are similar to the case of
an entity’s mentions in documents of simple titles. The mentions of corresponding categoriza-
tions indicate the effectiveness of the additional information for each sample, which assists in
understanding the complex title. The significant correlation scores obtained in both cases es-
tablish the superior performance of our model, as it relies on these features which are captured
in a more refined manner via graph attention mechanism.

Among other web-component-based features, Query logs have a relatively lower correlation
in comparison with the above-document-based entity salience features. However, as in the case
of simple titles, we observe again that the attribute "trends-max" has a reasonably significant
correlation, indicating that an entity is still notable if it was notable at a point in time (which
is mentioned in the definition of Notability for Wikipedia).

From the above observations, we can infer that the presence of a title in the Wikipedia
ecosystem, as well as title-centric information in selected web documents, corresponds the most
to Wikipedia’s notion of notability. Thus, our model has utilized the corresponding textual
content and processed these salience encodings further, utilizing the graph-attention mechanism,
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by taking both syntactic and semantic information into account to obtain the final embedding.
This indicates the effectiveness of our designed system in capturing complex dependencies of
titles with categories.

5.6.3 Validation on existing Wikipedia pages

In addition to the feature-level and component-level analysis, we perform an in-depth analysis
by computing the system’s confidence in prediction for pre-existing Wikipedia pages in the test-
set. We exclusively analyze positive samples, to quantify performance on existing Wikipedia
content. As in the case of simple titles, we do not specifically focus only on popular pages, as
the overlap of such Wikiproject popular pages was lesser with complex titles in our dataset.
Similar to simple titles, this analysis is performed based on the law of Historic recurrence2, as
the article created at a point in time depends only on reliable information about it on the web
at that point. Model confidence scores were obtained for each sample, for the three defined
baselines and our system. These scores are aggregated based on the article’s content quantity
and quality, summarized by parameters ’Assessment’ and ’Importance’, as in the case of simple
titles.

From table 5.3, it can be observed that the average confidence scores for each value of assess-
ment/importance are relatively higher for our system than for baselines. Further, the difference
in prediction confidence across different levels of article assessment/importance is significant for
our system, which assists in clearly distinguishing articles of high/low assessment/importance.
As in the case of simple titles, these two aspects establish the superior performance of our
model, as these statistics are generated for positive samples, justifying higher confidence scores,
and substantiating differences in article content. Note that articles were grouped in both cases
(FA-C and Top-Mid), because of a lack of sufficient samples in the cases of positive extremes
(such as a highly notable article or a very informative and thorough article).

We have also computed additional metrics such as precision, recall, and NDCG (Normalized
Discounted Cumulative Gain) to establish how our system functions effectively in the context of
a retrieval model to identify and rank Wikipedia article titles based on quantity and quality of
content. These metrics are computed for the top-K notable article recommendations generated,
which are further sorted by the confidence scores computed. The parameter K is varied and plots
are generated for the baselines and our system (refer figure 5.5). Our system (red line in plots)
outperforms the baselines for all choices of K, for each metric, indicating the effective function
of our system as a recommender of highly notable complex titles, based on the category-specific
embeddings generated.

2https://en.wikipedia.org/wiki/Historic_recurrence
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Table 5.3: Comparative analysis based on prediction confidence, for positive samples

Page Views Confidence scores

Assessment Average

views

per year

Views

last

year

SGD

score

FastText.

sim.

score

BERT

score

System

score

FA-C: Ranging from professional,

outstanding, and thorough articles, to

substantial articles requiring more in-

formation

220859 259664 0.544 0.784 0.94 0.988

Start: Provides some meaningful con-

tent, but most readers will need more

40566 38292 0.504 0.758 0.919 0.958

Stub: Provides very little meaningful

content

6080 6407 0.404 0.747 0.826 0.896

Page Views Confidence scores

Importance Average

views

per year

Views

last

year

SGD

score

FastText.

sim.

score

BERT

score

System

score

Top-Mid: Ranging from subject be-

ing extremely important and interna-

tionally notable, to subject being no-

table only in its field

140031 159278 0.56 0.764 0.918 0.964

Low: Subject is not particularly sig-

nificant even within its field of study

56196 60975 0.47 0.753 0.899 0.948

Figure 5.5: Precision, NDCG, Recall vs K for complex titles’ system
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5.7 Limitations

Despite the superior performance of our system as observed in the in-depth analysis per-
formed above, our approach has certain limitations, which are mostly similar to those discussed
in the system for simple titles (section 4.6). The pipeline requires high computational effort,
and the feature sets have a dynamic nature, such as Google - a commercial search engine,
which affects reproducibility as content about a title is subject to change. However, this is
expected behavior as interest in a topic changes over time. Manual intervention is necessary
for aspects such as annotation of title categorizations, verifying the correctness of unsupervised
title classification, etc.

5.8 Summary

We have designed a graph-attention-based system to construct category-specific entity/title
embeddings for detecting the Notability of complex titles, i.e., titles that have non-trivial and
complex dependencies with a given category. We utilized feature extraction from various com-
ponents in the web - reliable web documents via the "information distribution" procedure,
Wikipedia ecosystem, and query logs-based analysis. We designed the classification architec-
ture which constructs syntactic and semantic document graphs and uses a graph-attention
mechanism to extract keyword embeddings that capture the desired dependencies in generated
embeddings. The code is made publicly available. We validated our system with pre-defined
baselines (section 4.2.1) and obtained a jump in performance accuracy by nearly 5% for the best-
performing BERT-based baseline. On thorough validation via correlations analysis, ablations,
and prediction confidence, the superior performance of our system is established. However, a
few limitations exist in the system, such as noise, bias, and requiring slight manual intervention,
as in the case of the system for simple titles.
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Chapter 6

Conclusion and future work

In this thesis, we have designed systems that comprise novel frameworks for extracting
category-specific entity embeddings that encode key signals about an entity/topic, and its
association with a desired category, to establish connections for populating a Knowledge graph.
We empirically proved the effectiveness of our system by utilizing it for the important task of
detecting the notability of entities for the Wikipedia KG. This problem statement has broader
implications as it could be extended to any Knowledge-graph downstream task such as entity
identification, entity linking, text generation, classification, etc. that require capturing key
dependencies between entities and categories. In this context, we have targeted the problem of
Notability determination of Wikipedia pages in a category-agnostic manner. It is essential to
tackle this problem as it directly controls the efficient functioning of the Wikipedia platform
by omitting Wikipedia articles for topics that do not warrant them, i.e., which do not satisfy
the definition of Notability as defined by Wikipedia editors. In general, this process requires
huge manual effort to annotate each such topic as notable/non-notable. We attempt to design
approaches that focus on automating this process of Notability detection of a Wikipedia page,
in a category-agnostic manner, which is otherwise a cumbersome task. In doing so, we also take
into account the nature and organization of content in Wikipedia, which is non-trivial because
of the complex structure of the platform. The approach utilized could be extended to similar
tasks related to entity embeddings and Knowledge graphs.

We designed systems to detect the Notability of titles for Wikipedia in an automated manner,
irrespective of the category of the title, based on the understanding of the hierarchy of articles
in Wikipedia, across various types of categories. Firstly, we organize titles in Wikipedia into
different partitions based on the nature of the content of the Wikipedia page, and its association
with the Wikipedia category it is a part of. We primarily focus on two categories - Simple and
Complex, based on the dependency of the title with its defined category. For more robust
functioning, Simple titles are further divided into Generic class and Abstract class, on the basis
of the nature of the titles. We construct datasets for each partition of titles, comprising a diverse
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set of categories. We also designed an efficient mechanism to differentiate between simple and
complex titles in Wikipedia in a category-agnostic manner.

We have designed the Notability detection systems for both cases of Simple and Complex
titles, in such a way as to capture key signals on the web corresponding to the notability
of a title and generate entity embeddings incorporating these signals accordingly. Such web
components include the Wikipedia ecosystem, relevant web documents, query logs, social media,
and presence in news web domains. The entity embeddings we contributed were found to play a
very effective role in determining the notability of a title, in both systems. These two systems as
a whole were observed to exhaustively capture entity-category dependencies, which would assist
in accurately populating the Wikipedia Knowledge Graphs (and could be further extended to
similar systems). Both of our designed systems tackle the issue of non-generalizability which
was in previous works. Further, in the case of simple titles, we also handle the challenges
mentioned in previous work regarding abstract concepts, which is addressed by defining a new
set of information distribution features; which has also been used in the system for complex
titles. We make our datasets and code publicly available.

The proposed approaches are generalizable to any new categories, based on how they ac-
commodated the variability and diversity of features extracted from different categories in the
constructed datasets. This extendability eliminates the high manual effort spent on content
creation for non-notable entities (irrespective of their category). Our approach is an automated
alternative for notability labeling, rather than relying on manual verification of coverage of a
title on the web. Further, the approaches we designed can be used for establishing connections
between any given entity-category pair by analyzing their dependencies from web components
effectively. This makes our system extendable to similar tasks related to Knowledge graphs.
We describe a chapter-wise flow of the thesis below.

we highlight In this context, we motivate the need to perform the related downstream task
of automating Notability detection for the efficient functioning of Wikipedia. We also introduce
the key contributions of our work here.

We start this thesis by highlighting the need for populating KGs by encoding entity-category
connections. In this context, we motivate the need to solve the issue of the increasing content
creation rate of Wikipedia (English) in Chapter 1, and define the necessity for a Notability
test, defined by Wikipedia editors, and the issues in automating it. This chapter also introduces
the classification of titles, dataset construction, and the various systems proposed in this work
which are discussed in the next chapters of this thesis.

In Chapter 2, we discuss some of the related works done in the past, in the field of
Knowledge-graph population and notability detection. We also explore similar directions in-
depth, such as entity and event salience-based works, summarization-based works, semantic-
modeling-based works, Graph-based works for dependency extraction (complex titles), web
popularity, etc.
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In Chapter 3, we define various types of article titles that exist in Wikipedia and con-
struct datasets accordingly for each such type and sub-type. We discuss the difference in
Simple/Complex titles, and how Simple titles are further divided into Generic/Abstract classes.
We also design an automated, category-agnostic, unsupervised approach for title classification
as simple/complex.

Chapter 4 consists of a detailed description of the designed web-centric entity-salience-
based system to generate attention-enhanced entity embeddings capturing categorical connec-
tions, and to detect the Notability of simple titles, which are further differentiated as belonging
to the Generic/Abstract class. Web-based feature extraction is performed, and BERT encod-
ings of text are used in conjunction with neural networks to generate entity embeddings for
classification. We also discuss their performance, analysis and limitations.

In Chapter 5, we discuss the design of a graph-attention-based system to generate category-
specific entity embeddings to detect the Notability of complex titles, i.e., titles that have non-
trivial and complex dependencies with their corresponding categories. Apart from feature
extraction from web-based components, we utilize document graph representations and the
graph-attention mechanism to extract key dependencies and formulate embeddings to perform
binary classification. Performance, analysis, and limitations are discussed in detail.

Despite our best efforts in automating the process of Notability detection for Wikipedia
pages by generating effective embeddings, there is always scope for improvement in designing
such systems because of the vast and dynamic nature of the Wikipedia platform and content
on the web. The work in the field of Notability is in the nascent stages, but we believe that
further efforts in this direction would help achieve more significant milestones in the context
of the Wikipedia platform, because of the huge potential impact in the reduction of manual
labor necessary for robust and efficient functioning of the platform. We discuss possible future
directions related to the field of automating Notability detection and populating Knowledge
graphs in general, in the below section.

Future Work

Multiple possible future works are possible in the work presented in this thesis. Below-
mentioned points discuss these aspects in detail.

1. The approaches we have designed involve time-consuming steps related to data collec-
tion, because of how the features are defined. A further improvement in the scalability
of the system could be an interesting direction to pursue. This could be explored either
by performing additional feature-engineering experiments to replace time-consuming com-
ponents, or by exploring alternative views in tackling the problem rather than a purely
feature-based approach.
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2. Augmenting a summarization-based understanding of the text to obtain the title’s salience
in documents, could be another extension in the pipeline of constructing entity embeddings
for Notability detection. This could help in reducing the magnitude of text encoded per
sample, thereby improving efficiency while retaining performance.

3. Incorporating more components of the notability guidelines, such as subject-specificity,
would make the Notability detection more reliable and generalizable to any possible cat-
egory. These aspects are harder to define for a category-agnostic system, but further
research in these fields could help identify potential patterns in incorporating these as-
pects into the system.

4. Additionally, the system can also be extended to a multi-lingual setting, as the current
focus is on content in English. This would assist in constructing entity embeddings with
significant information in their corresponding regional language, even if there is not enough
content on the web in English.

Overall, there is scope in some areas where this work can be extended to generate more
effective entity embeddings, which could be utilized for related downstream tasks. Designing a
complete notability system taking all potential factors into account, but being simultaneously
scalable and robust, would assist in the long-term moderation of content uploaded to Wikipedia,
irrespective of the type of its category, language, and other such criteria. Further, this would
help in capturing the essence of more types of entities/topics, which would assist in populating
Knowledge Graphs more effectively.
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