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Abstract

Text classification and generation are linchpins in the explosive growth of the internet, seamlessly or-
ganizing and generating vast volumes of textual information. These pivotal techniques not only enhance
Natural Language Processing but contribute indispensably to the dynamic evolution of online commu-
nication and knowledge dissemination in the modern world. This is why we have selected Sexism
Detection and automated Wikipedia article generation in Indian languages as our topics for researching
techniques in text classification and text generation, respectively. Detecting sexism in text promotes
inclusivity and gender equality online, whereas generating Wikipedia articles in Indian languages en-
hances the accessibility of knowledge to diverse communities.

With the rapid growth of online communication on social media platforms, there has also been an
increase in the amount of hate speech, especially in terms of sexist language online. The proliferation
of such sexist language has an impact on the mental health and well-being of the users and, hence, un-
derscores the need for automated systems to detect and flag such pieces of text online. In this thesis, we
explore the effectiveness of both conventional machine-learning techniques and different modern tech-
niques applied to BERT-based classifiers for detecting sexist text in the EDOS shared task. The results
show that the performance of the baseline conventional classifiers and BERT-based classifiers is greatly
improved when techniques like Data Resampling, Data Augmentation, Domain Adaptive Pre-training,
and Learning Rate Scheduling are implemented.

The surge of data on the internet has also seen the rise of a knowledge giant, Wikipedia. In today’s
world, it is seen as one of the primary online sources for the distribution and consumption of free knowl-
edge. Wikipedia users collaborate in a structured and organized manner to publish and update articles
on numerous topics. English Wikipedia ranks at the top when it comes to the amount of information
available for any language (> 6.7 million articles). However, the amount of information available in
Indian languages is lagging far behind. The same article in Hindi may be vastly different from its En-
glish version and generally contains less information. This poses a problem for native Indian language
speakers who are not proficient in English. Therefore, having the same amount of information in Indian
languages will help promote knowledge among such speakers. Publishing the articles manually, which
has been the status quo for decades, is a time-consuming process. To get the amount of information in
native Indian languages up-to-speed with the amount of information in English, automating the whole
article generation process is the best option. In this thesis, we present a stage-wise approach ranging
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from Data Collection to Summarization and Translation, and finally culminating with Template Cre-
ation. This approach ensures the efficient generation of a large amount of content in Hindi Wikipedia in
less time.

All in all, this work aims to develop automated systems to foster a safe digital space for users of
social media platforms and propose a stage-wise approach for the efficient generation of Wiki articles,
hence promoting the dissemination of knowledge for native Indian language speakers.



Contents

Chapter Page

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Classifying Sexism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Generating Indian language Wiki articles . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Major Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Text Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.1 Sexism Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Data Augmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Text Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3 Sexism on Social Media Platforms: EDOS Task Dataset . . . . . . . . . . . . . . . . . . . . 9
3.1 The Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.2.1 Textual Insights: Word Frequencies, N-grams, NER, & POS . . . . . . . . . . 11
3.2.2 Text Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.3 Topic Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.3 High Imbalance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4 Other Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4 Conventional Machine Learning Techniques for Sexism Detection . . . . . . . . . . . . . . . 23
4.1 Conventional Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.1.1 Logistic Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1.2 Decision Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.3 Random Forest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.4 XGBoost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.5 Support Vector Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2 Resampling Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2.1 Undersampling Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2.2 Oversampling Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.3 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3.1 Data Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

viii



CONTENTS ix

4.3.2 Dataset Resampling & Splitting . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3.3 Feature Engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3.4 Model Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4.1 Subtask A: Binary Classification . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4.2 Subtask B: 4-class Classification . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4.3 Subtask C: 11-class Classification . . . . . . . . . . . . . . . . . . . . . . . . 30
4.4.4 Performance in Shared Task . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.4.5 Impact of Dataset Resampling & Splitting . . . . . . . . . . . . . . . . . . . . 31
4.4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.5.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5 DAP-LeR-DAug Techniques for enhanced Sexism Detection . . . . . . . . . . . . . . . . . 33
5.1 The Transformer & BERT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 BERT-based classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.2.1 RoBERTa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2.2 HateBERT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.2.3 BERTweet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.3 DAP-LeR-DAug Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.3.1 DAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.3.2 LeR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5.3.2.1 Step Decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3.2.2 Exponential Decay . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3.2.3 Cosine Annealing . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.3.2.4 One Cycle LR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.3.3 DAug . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.4 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.4.1 Baselines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.4.2 DAP-LeR-DAug models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.4.3 X model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.4.4 Model Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.5.1 X-factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.5.2 DAP vs. LeR vs. DAug . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.5.3 LeR policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.5.4 Performance in Shared Task . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.6.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

6 Text-2-Wiki: Template driven Wikipedia Article Generation . . . . . . . . . . . . . . . . . . 48
6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.2.1 Infobox Scraping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.3 Structuring the Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6.3.1 Data Cleaning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52



x CONTENTS

6.3.2 Summarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.4 Translation & Transliteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.5 Template-driven Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.7 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.8.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
7.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61



List of Figures

Figure Page

3.1 The Explainable Detection of Online Sexism (EDOS) shared task categories. Image
adopted from the organizers of the task [1] . . . . . . . . . . . . . . . . . . . . . . . . 10

3.2 Analysing word frequencies using: (a) WordCloud (b) Frequency plot of top-10 non-
stopwords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.3 Analysing most frequent (a) 4-grams (b) 5-grams . . . . . . . . . . . . . . . . . . . . 13
3.4 Analysing most frequent (a) NEs (b) POS-tags . . . . . . . . . . . . . . . . . . . . . . 13
3.5 Frequency of FRE scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.6 Topic modelling using LDA. Visualized using LDAvis [25] . . . . . . . . . . . . . . . 17
3.7 Analysing most relevant terms of (a) Topic-1 (b) Topic-2 (c) Topic-3 (d) Topic-4 . . . . 18
3.8 Class label distribution for (a) Task-A (b) Task-B (c) Task-C . . . . . . . . . . . . . . 20

4.1 System Overview for Sexism Detection using Conventional Machine Learning Techniques 27

5.1 Transformer Architecture. Image adopted from Vaswani et al. [2] . . . . . . . . . . . . 34
5.2 BERT pretraining and fine-tuning procedures. Image adopted from Devlin et al. [3] . . 35
5.3 BERT Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.4 Importance of optimal Learning Rate. Adopted image* . . . . . . . . . . . . . . . . . 39
5.5 DAug example: How EDA framework generates 4 new instances from one . . . . . . . 41
5.6 System Architecture for enhanced sexism detection using DAP-LeR-DAug techniques 42
5.7 Performance of different LeR policies. The values are taken randomly to visualize the

difference and do not represent the actual values observed during model training. . . . 45

6.1 Text-2-Wiki: Presenting an alternate way to create Wiki Articles . . . . . . . . . . . . 49
6.2 Structure of a Medical Condition Infobox . . . . . . . . . . . . . . . . . . . . . . . . 51
6.3 Snapshot of Hindi Wiki article generated on Migraine disorder . . . . . . . . . . . . . 55

xi



List of Tables

Table Page

4.1 Macro Avg. F-1 Scores of Classifiers on Subtask-A: Binary Classification . . . . . . . 29
4.2 Macro Avg. F-1 Scores of Classifiers on Subtask-B: 4-class classification . . . . . . . 29
4.3 Macro Avg. F-1 Scores of Classifiers on Subtask-C: 11-class classification . . . . . . . 30
4.4 Comparison of the best F-1 scores attained for each subtask by our best model, top-

ranked model and baseline models from task paper: B2 and B6. B2 was the best baseline
for conventional classifying approaches, while B6 was the best baseline for transformer-
based approaches. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.5 Macro Avg. F-1 Scores of Random Forest Classifier on Development Set of Subtask-A:
Binary Classification with different optimizations . . . . . . . . . . . . . . . . . . . . 31

5.1 Macro Avg. F-1 Scores of DAP-LeR-DAug-X Classifiers on all subtasks . . . . . . . . 44
5.2 Comparison of the performances of the Best Baseline model in task paper, the top-

ranked systems for each subtask, and our best performing model: RoBERTa-X . . . . . 46

xii



Abbreviations

BERT Bidirectional Encoder Representations from Transformers
CNN Convolutional Neural Network
DAP Domain Adaptive Pretraining
DAug Data Augmentation
EDA Easy Data Augmentation
EDOS Explainable Detection of Online Sexism
FRES Flesch Reading-Ease Score
LAMBADA Language-Model-Based Data Augmentation
LDA Latent Dirichlet Allocation
LeR Learning Rate Scheduling
MLM Masked Language Modelling
NER Named Entity Recognition
NEs Named Entities
NHS National Health Service
NLP Natural Language Processing
NPOV Neutral Point of View
NSP Next Sentence Prediction
POS Part-of-speech
RD Random Deletion
RDF Resource Description Framework
RI Random Insertion
RNN Recurrent Neural Network
RS Random Swapping
SPARQL Simple Protocol and RDF Query Language
SR Synonym Replacement
SVMs Support Vector Machines
TF-IDF Term Frequency-Inverse Document Frequency
XML eXtensible Markup Language

xiii



Chapter 1

Introduction

In today’s digitally driven world, the realms of text classification and generation play pivotal roles in
shaping how we access and comprehend information. The sheer volume of textual data available neces-
sitates advanced techniques to sift through and organize this information effectively. Text classification
empowers automated systems to discern and categorize content, while text generation streamlines the
creation of coherent and informative narratives. These techniques not only enhance efficiency but also
contribute significantly to the creation and dissemination of knowledge.

With the increase in the amount of data, this digital age has also witnessed an alarming surge in hate
speech, notably in the form of sexism, prevalent in online platforms. As instances of targeted attacks
and victimization rise, there is an urgent need for robust automated applications to identify and curb
such harmful content. Developing accurate and efficient text classification models can act as a potent
tool in combating online harassment and fostering a safer digital environment. This thesis addresses
this pressing need by exploring innovative techniques for text classification, specifically focusing on the
detection and mitigation of sexism in online social platforms.

Amidst this staggering influx of data on the internet, Wikipedia has emerged as the quintessential
global encyclopedia, shaping the way individuals seek and acquire knowledge. However, this wealth of
information is not uniformly distributed across languages. While English-language Wikipedia thrives,
articles in Indian languages remain comparatively sparse and outnumbered. This discrepancy is espe-
cially noteworthy given Wikipedia’s status as a primary information source for a multitude of individuals
and the fact that search engines often leverage it to provide quick answers. This thesis thus tackles the
challenge of template-driven Wikipedia article generation in Indian languages, aspiring to bridge the
existing gap and foster a more balanced representation of knowledge across linguistic domains.

1.1 Classifying Sexism

Building models for classifying sexism is imperative in combating the escalating wave of online
harassment. As instances of gender-based discrimination permeate digital spaces, automated models
play a pivotal role in swiftly identifying and addressing such harmful content. These models not only
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contribute to a safer online environment but also empower platforms to proactively curb sexist language
and promote inclusivity.

In this thesis, we take a look at the EDOS shared task at SemEval’23 [1]. The task involves building
classifiers trained on the EDOS task dataset, which can correctly detect sexism in a piece of text and also
which category and sub-category of sexism is present in the text. We study two different approaches
to tackle this shared task: conventional machine learning and transformer-based deep learning. By
conventional techniques, we refer to simple feature extraction and statistical classifiers, which have
been the standard of text classification before the advent of the more recent and advanced deep learning-
based techniques. Transformer-based deep learning approach refers to pre-trained language models that
make use of the Transformer [2], essentially BERT [3] in this thesis’ context. Even though we study
different approaches, the crux of the work is to experiment with techniques apart from the architecture
alone, like Data Resampling, Data Augmentation, Domain Adaptation, and Learning Rate scheduling.

1.2 Generating Indian language Wiki articles

As underscored already, the amount of information available in Indian languages on Wikipedia is
lagging far behind the extent of information available on English Wikipedia. This is counter-intuitive,
considering India’s growth as a digital nation. A large populace of Indian people surfing the web and
consuming knowledge from Wikipedia still are not as adept at understanding English as one might ex-
pect. For the promotion of knowledge among such individuals, it is imperative to make their native
language’s Wikipedia rich in information, and since generating articles manually is a costly approach
because of the time spent doing so, there is a need for automated techniques to generate Wiki articles.
Additionally, Wikipedia also serves as a cornerstone in the development and advancement of large lan-
guage models, providing both data and knowledge essential for their training, fine-tuning, and evaluation
processes [3], [4], [5]. Wikipedia provides vast amounts of text data in multiple languages, which serves
as valuable training material for large language models. This diverse corpus helps in training models to
understand and generate coherent text across various topics and languages.

Therefore, in order to bridge the vast knowledge gap for Indian languages in a timely manner and
to aid in the development of better language models, we present a template-driven approach to generate
Wikipedia articles in Hindi. The study involves choosing a target domain and collecting data for the
same. The scraped data is usually unstructured because even though it is generated by humans, it is
meant for the consumption of humans only and not automated systems. Before applying any automated
technique, it is important to structure this data appropriately. Once the data has been structured, it needs
to be translated and transliterated adequately to the target Indian language. A template can then be
drafted wherein the data would fill the empty spaces of the template’s sections and sub-sections. This
approach ensures the prompt generation of thousands of Wiki articles, which, if generated manually,
would have taken weeks, if not months.
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1.3 Terminology

Throughout this thesis, we use certain terms according to their specific definitions. Although they
are discussed in detail in their respective related chapters, it would be wise to still identify and define
them beforehand:

• Natural Language Processing (NLP): a field of artificial intelligence that focuses on the inter-
action between computers and human language, enabling machines to understand, interpret, and
generate human-like text.

• Text Classification: the process of assigning predefined categories or labels to textual data based
on its content, facilitating automated organization and analysis of large volumes of text.

• Text Generation: refers to the creation of human-like text by machines, often leveraging ad-
vanced language models and techniques to produce coherent and contextually relevant narratives.

• Sexism: refers to discriminatory or prejudiced attitudes, behaviours, or language based on a per-
son’s gender, typically targeting one gender in a way that perpetuates stereotypes or unequal
treatment.

• Conventional Machine Learning: encompasses traditional approaches to machine learning, uti-
lizing algorithms that do not involve Deep Neural Networks, such as Decision Trees, Support
Vector Machines, or Naive Bayes.

• Deep Learning: a subset of machine learning that employs neural networks with multiple layers
(deep neural networks) to learn and make predictions from large volumes of data, particularly
effective in complex tasks of NLP like text generation, text classification, and speech recognition.

• Transformer: a type of deep learning model architecture that has significantly advanced natural
language processing tasks, introducing attention mechanisms for efficient processing of sequential
data [2].

• BERT: an encoder-only bidirectional representation of transformers developed by Google, ex-
celling in understanding context and semantics, widely used for various NLP applications [3].

• Class Imbalance: refers to the unequal distribution of instances among different classes in a
dataset, which can impact the performance of machine learning models, especially in tasks where
one class is underrepresented.

• Data Resampling: involves adjusting the distribution of instances in a dataset, often by over-
sampling the minority class or undersampling the majority class, to mitigate class imbalance and
improve model performance.
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• Data Augmentation: involves artificially increasing the size of a dataset by applying various
transformations or modifications to the existing data, enhancing the model’s ability to generalize.

• Pre-training: involves training a model on a large dataset before fine-tuning it for a specific task,
allowing the model to learn generic features and representations that can be beneficial for various
applications and downstream tasks.

• Domain Adaptation: the process of adjusting a model trained on one domain to perform effec-
tively on a different but related domain, improving its generalization to new data.

• Learning Rate: a critical hyperparameter in machine learning models, determining the size of the
step taken during optimization. Properly setting the learning rate is crucial for achieving optimal
model performance.

• Fine-tuning: the process of adjusting a pre-trained model on a specific task or dataset to improve
its performance for a particular application, often done with a smaller, task-specific dataset.

1.4 Major Contributions

The following are the major technical contributions of the thesis:

• Enhance the performance of conventional machine learning techniques in sexism detection tasks
by utilizing naive data resampling techniques.

• Introduce an ensemble of domain adaptive pre-training, data augmentation, and learning rate
scheduling and demonstrate its effectiveness when applied to BERT-based models in multi-class
sexism detection tasks. Furthermore, study the effect of each of the techniques individually in
these multi-classification tasks.

• Propose a new template-driven approach to generate a large amount of Indian Language Wikipedia
articles in a timely fashion. The articles will consequently also aid in the development of better
language models for Indian Languages as Wikipedia serves as the basis for multiple state-of-the-
art NLP datasets.

• Contribute automatically generated 1154 Hindi articles on the Diseases and Disorders category
to the Hindi Wikipedia platform.

1.5 Organization of the Thesis

This thesis is organized into 7 chapters:
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1. The introductory chapter introduces the main ideas of the work and the motivation behind them.
We further highlight some important terminologies related to the work in this thesis and discuss
the major technical contributions of this thesis.

2. Chapter-2 revolves around the related academic literature of the main tasks we look at in this
thesis. We discuss all the important and relevant work that has been done in the past by researchers
and underscore how our work addresses issues that have not been looked at.

3. Chapter-3 takes a detailed look at the EDOS task dataset. We analyze the important statistics of
the dataset and highlight the significant class imbalance problem of this dataset. We conclude the
chapter by underlining how sexism can sometimes be subjective and the differentiating line can
get blurred which poses a major challenge which cannot be really countered by any technique as
such.

4. Chapter-4 highlights how some of the conventional machine learning techniques still perform
competitively on simple binary classification tasks in the age of deep learning. Furthermore, we
demonstrate how naive data resampling techniques can be applied to the dataset and give these
conventional machine learning techniques a significant boost in their performance.

5. Chapter-5 depicts how domain adaptive pre-training, data augmentation, learning rate schedul-
ing, and their ensemble give a competitive edge in the performance of BERT-based classifiers. We
analyze how each technique individually improves the performance of the classifier depending on
the subtask.

6. Chapter-6 proposes a template-driven approach to automatically generate Wikipedia articles in
Hindi. We dive into the deep details of the approach, ranging from collecting unstructured online
data to structuring and translating it and finally generating thousands of Wikipedia articles.

7. The final chapter of the thesis summarizes the important conclusions and contributions of this
thesis. We also discuss some possible future directions for this work, which may either include
working on fixing its limitations or taking upon something entirely new but related.
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Chapter 2

Related Work

In this chapter, we delve into the existing body of knowledge that forms the foundation for our thesis,
exploring a spectrum of related work that is based on Text Classification and Text Generation.

The chapter meticulously reviews literature related to conventional classifiers, assessing their perfor-
mance in various classification tasks. Moving forward, we focus on the specific literature surrounding
more recent and advanced deep learning techniques like BERT, a state-of-the-art transformer-based lan-
guage model, and evaluate the effectiveness of BERT-based classifiers in diverse classification tasks.
The discussion then extends to the critical domain of hate speech and sexism detection, where we
explore pertinent literature addressing the challenges and advancements in identifying and mitigating
offensive language in text.

Additionally, we investigate the landscape of summarization techniques for unstructured data, uncov-
ering existing approaches and methodologies that contribute to the extraction of meaningful and concise
summaries from extensive textual information in the context of Wikipedia. The chapter concludes by
examining literature related to the automated generation of Wikipedia articles, shedding light on ad-
vancements and methodologies employed in automatically creating informative and coherent pieces of
text. Together, this comprehensive review sets the stage for our research, identifying gaps, challenges,
and opportunities in the existing literature that our thesis aims to address and contribute to.

2.1 Text Classification

As discussed in the previous chapter, Text Classification plays a vital role in the field of NLP. It has
seen varied forms of developments and breakthroughs over the years. However, the general outline of
each research study regarding text classification remains the same. The stages are mostly identical, i.e.,
data pre-processing, feature extraction, model training, and evaluation. Feature extraction and model
training are the two stages where most of the studies differ. Efforts have been made over the years to de-
velop models which excel in these stages more and more. Conventional or traditional machine learning
models involve having a feature extraction stage followed by a statistical classifier. Recent advance-
ments have replaced the role of the statistical classifier with large language models that are capable of
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providing a better understanding of the language and the classification task.

One of the most important advancements in terms of techniques that improve the classifier’s per-
formance is Domain Adaptation. In our study, in Chapter-5, we try to adapt BERT-based models (for
BERT, see Devlin et al. [3]) to hate speech, sexism to be specific. Gururangan et al. [6] have shown how
models can improve performance by adapting a certain domain during their pre-training stage. For this,
generally, a model is trained on a large unlabelled dataset and then fine-tuned on the smaller labelled
dataset, which fits in line with our work. Furthermore, techniques that are not based on linguistic con-
cepts and rely more on pure machine learning perspective, like learning rate scheduling, have also been
known to improve classifier performance. Zhao et al. [7] showcased how important it is for the learn-
ing rates to adapt to the task so as to achieve the best performance in classification tasks. Techniques
like learning rate scheduling help in faster convergence while training, which ultimately leads to better
results.

2.1.1 Sexism Detection

There has been plenty of work in the field of Text Classification with respect to online sexism or hate
speech in general. We derive inspiration for our work from some of them.

For example, one of the seminal works in this area was conducted by Waseem et al. [8], wherein
they used a lexicon-based approach to detect hate speech and offensive language in social media. The
authors used a publicly available dataset and reported high accuracy and F1 scores. Detecting sexism
in a ternary setting can also be challenging, and in their work, Jha and Mamidi [9] showed how SVMs,
Seq2Seq, and Fasttext classifiers can be used in determining the class of sexism. Finally, another work
that looks at the problem in a way somewhat similar to ours is a study by Davidson et al. [10], in which
they proposed a deep learning model for detecting hate speech in online social media. This work made
use of a large dataset and showed that deep learning models outperformed traditional machine learning
algorithms for detecting hate speech. We wish to explore this area a little deeper with our study. We
compare the best-known conventional classifiers for the three subtasks to showcase their strengths and
weaknesses.

Work has also been done to show how to make use of both conventional and deep learning approaches
to identify various forms of sexism. For example, Rodriguez-Sanchez et al. [11] showcased how both
of these approaches can be used to detect sexism in a multi-lingual setting. There have also been studies
where the researchers have gone on to develop their own datasets to examine different forms of sexist
content prevalent in today’s world (Parikh et al. [12] and Samory et al. [13]). In our study, however, we
stick to the EDOS task dataset [1], as it offers a foundation to compare the performance of the systems
trained on our techniques against the performance of the best baseline models and top-ranked systems.
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2.1.2 Data Augmentation

As we have discussed, the work related to Text Classification in this thesis will be based on the
EDOS task dataset. The dataset, as we will analyze in the next chapter, is highly imbalanced. Too
large of an imbalance can cause the trained models to be biased in their applications, as showcased by
Johnson and Khoshgoftaar [14]. In order to balance datasets, naive resampling techniques like Under-
sampling and Oversampling exist, but to significantly improve the performance of the classifier, other
data augmentation techniques must also be considered. For instance, the EDA framework proposed by
Wei et al. [15], where simple updates like synonym replacement, random insertion, random swap, and
random deletion improved classification performance to a considerable extent. Likewise, there are other
data augmentation approaches, such as the stochastic replacement of words in the sentences with other
relevant words using bidirectional recurrent neural networks, which was proposed by Kobayashi [16].
In more recent studies, pre-trained language models have been utilized to get data instances that are
more diverse and linguistically correct. Anaby-Tavor et al. [17] have shown how GPT-2 can be applied
to generate synthetic data for a given class in text classification tasks.

2.2 Text Generation

The automatic generation of articles in Wikipedia has been a topic of interest to researchers for the
past few years. Some impressive approaches have been researched upon and proven effective over the
years. Pochampally et al. [18] showcased how semi-supervised approaches can be utilized for the auto-
matic generation of articles on named entities, especially actors. For more neutral and factual domains
like Science and Technology, Minguillon et al. [19] showed how an entire corpus of Wikipedia articles
on Science can be uncovered by studying the underlying graph structure of the strongly linked topics
and categories. Liu et al. [20] have shown how treating the automatic generation of Wikipedia articles as
a summarization task of long and detailed source documents can also yield good-quality results. More
recently, Agarwal and Mamidi [21] have shown how WikiData1 can be utilized as a knowledge base to
generate Hindi Wikipedia articles automatically.

Our contribution to text generation, in the context of Wikipedia articles, involves scraping a lot of
unstructured content from online resources and structuring and summarizing it into a presentable format.
We take inspiration of summarizing and simplifying unstructured content information from Woodsend
and Lapata [22], wherein they showcased how to select the most relevant information from textual data
and rewrite it in a manner understandable to even the non-native speakers of the language.

1https://www.wikidata.org/
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Chapter 3

Sexism on Social Media Platforms: EDOS Task Dataset

As we have already discussed, Sexism is one such form of hateful content which has been growing
over the years. It has increased to such levels that human moderation alone is inadequate and inefficient
to manage the volume of content, necessitating efficient technological solutions. The EDOS shared
task [1] targets this problem of online detection of sexism in English and provides the right opportunity
to test the performance of automated systems in doing so effectively.

In this chapter, we intend to dive deeply into the dataset of the EDOS shared task at SemEval ’23.
The motive is to explore and analyse the dataset thoroughly so as to gain a complete understanding of
the same. Analysing the EDOS dataset is very important as this dataset forms the basis of the research
studies carried out in the next two chapters. Furthermore, the analysis would provide a comprehensive
understanding of the dataset’s structure, patterns, and characteristics. It will allow us to identify and
interpret trends, detect outliers, handle missing data, and assess overall data quality. The insights gained
would guide decisions on feature selection, engineering, model choice, and preprocessing steps, ensur-
ing data is appropriately prepared for subsequent analyses or studies. This chapter plays a crucial role in
this work as it will contribute to the reliability, interpretability, and quality of the results obtained from
this research work.

3.1 The Task

The EDOS shared task had three subtasks. The dataset itself consisted of 14,000 entries taken from
posts and comments on two social networking platforms: Gab and Reddit. The entries also had their
respective labels for each subtask. The task organizers had also provided a large amount of unlabelled
data of about 2 million posts from Gab and Reddit. We do not review that dataset in detail in this chapter
as it is only utilized for domain adaptive pertaining in Chapter-5. The default dataset for our research
work is the labelled one with 14,000 entries, which we will analyse in detail. The input for any trained
classifier would be the text of the post or comment, including the emojis, hashtags, hyperlinks, etc. and
the classifier would have to predict the appropriate class of sexism. The output of the classifier varied
according to the different subtasks:
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Figure 3.1 The EDOS shared task categories. Image adopted from the organizers of the task [1]

• For subtask A, the output is either the text is sexist or not sexist

• For subtask B, the output can take any of the four following values:

– 1. threats, plans to harm and incitement

– 2. derogation

– 3. animosity

– 4. prejudiced discussions

• For subtask C, the output is a more fine-grained version of subtask B’s output. It is essentially
a further categorization or, rather, an explanation of the form of sexism present in the text. The
relation can be understood by the same numbering of the category in subtask B and the sub-
category in subtask C.

– 1.1 threats of harm

– 1.2 incitement and encouragement of harm

– 2.1 descriptive attacks

– 2.2 aggressive and emotive attacks

– 2.3 dehumanising attacks & overt sexual objectification

– 3.1 casual use of gendered slurs, profanities, and insults

– 3.2 immutable gender differences and gender stereotypes
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– 3.3 backhanded gendered compliments

– 3.4 condescending explanations or unwelcome advice

– 4.1 supporting mistreatment of individual women

– 4.2 supporting systematic discrimination against women as a group

For an easier visual understanding, Figure-3.1 can be referred to. As visible from the figure and as
we have explained above, in this shared task, we go from dealing with a simple binary classification
problem to an 11-class multi-classification problem.

3.2 Statistics

In this section, we take a closer look at the important statistics and characteristics of the dataset.
Gaining a better understanding of the dataset will facilitate us in making informed decisions about the
machine learning models and deep learning techniques to utilize when building automated systems to
detect sexism in online platforms.

3.2.1 Textual Insights: Word Frequencies, N-grams, NER, & POS

One of the best ways to understand any textual dataset is to gain a statistical understanding of its
textual data. For the same, we can look at the most frequently occurring words, n-grams, Named Entity
Recognition (NER) terms, and Part-of-speech (POS) tags.

(a) (b)

Figure 3.2 Analysing word frequencies using: (a) WordCloud (b) Frequency plot of top-10 non-
stopwords

We can see the top word frequencies of the dataset in Figure-3.2. As expected from a sexism dataset,
the most common word is ”women”. The presence of this word is almost two times of the next term,
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”like”. Other terms that contribute more semantically are ”woman”, ”men”, ”girls”, and ”girl”. Almost a
thousand text instances also contain the profane word ”fuck”. It can have a different meaning depending
upon the context, but largely, it is used in a derogatory way towards women. For example, this sentence
from the dataset: ”Fuck her, do not date her.”

Another important observation is that the dataset also contains hate towards other groups of people,
and this can be noticed in the WordCloud in Figure-3.2(a), where terms like ”Muslim”, ”Jew”, ”black”,
and ”incel” also have a prominent presence. Incel is a term that stands for involuntary celibate, and one
which has been recently popularized on online social platforms and is used for anyone who cannot find a
romantic partner instead of desiring one. This observation is confirmed by the presence of the following
sentences in the dataset:

• ”Are you also a filthy muslim or are you just stupid?”

• ”The incel mentality is based on low self-esteem and also the need to feel superior.”

• ”Blacks are a tool, someone doesn’t want a lot of them around, starting with Sanger and the
Robber Barons.”

• ”Only a jew would gloat over the murder of a little White girl by an illegal alien.”

Nevertheless, this study’s main focus is on sexism detection, and we stick to analyzing trends regarding
the same. However, the presence of hatred towards other groups in sexist communities online must be
studied and makes for a crucial research problem which ultimately would work towards the same goal,
i.e., making digital platforms a safe space for everyone.

Words alone can only give us so much idea about the dataset. The next important step is to understand
the context in which they are being used. For that, we shift our focus to the most frequent n-grams in the
textual data. We analyze only the top 4-grams and 5-grams as bigrams and trigrams are often helping
phrases like ”this is so”, ”we go on”, ”they are”, ”I am” etc. Expanding the scope to 6-grams or more
ended up giving only a certain possibly-spam phrase, which was being used many times. This is why
we limit our analysis to 4-grams and 5-grams.

In Figure-3.3, we can notice that phrases like ”nothing to do with”, ”beat the shit out of”, ”want to
have sex with”, and ”when it comes to women” are the ones that contribute semantically more to any
context over the others present in the graph. Almost all of them have a derogatory tone towards women,
which goes on to show that the dataset is mostly filled with phrases targeting women in a negative sense.
This analysis of the top 4-grams and 5-grams has further added to the credibility of the dataset by show-
ing the different nuances present in the text, which has different forms of gender bias.

After discussing the most common words and phrases, it is also important to look at the most
common Named Entities (NEs) and POS tags. This analysis is significant as these terms will add a
layer of linguistic context and semantic understanding, which ultimately provide a more comprehensive
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(a) (b)

Figure 3.3 Analysing most frequent (a) 4-grams (b) 5-grams

overview of the text. NER allows for the identification and classification of entities such as names, lo-
cations, organizations, and more. This information provides insights into the specific entities mentioned
in the dataset, shedding light on the contextual relevance and potential biases associated with different
named entities. POS analysis helps to understand the grammatical structure and syntactic nuances of
the text. It allows for the differentiation between, for example, verbs, adjectives, and nouns, providing
valuable information about the tone, sentiment, and intent behind the language used in the dataset.

While most common words and phrases offer a general overview, NER and POS analysis contribute
to a more nuanced understanding of how these words are used in specific contexts. It helps discern
whether certain entities or parts of speech are consistently associated with biased or discriminatory
language.

(a) (b)

Figure 3.4 Analysing most frequent (a) NEs (b) POS-tags
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As visible in Figure-3.4(a), six NEs have a frequency of more than 500 sentences: PERSON, ORG,
CARDINAL, NORP, GPE, and DATE. Of these, CARDINAL and DATE do not offer much semantic
context to the sentence, as CARDINAL refers to numerals in descriptive form while DATE just refers
to date and time periods. PERSON refers to people in the sentence, ORG refers to companies and or-
ganizations, NORP refers to political or religious groups of people, and finally, GPE refers to countries,
states, and cities.

The prevalence of PERSON entities suggests a focus on individuals, potentially providing infor-
mation about key figures or emphasizing the importance of personal experiences in the dataset. ORG
signals the presence of organizational landscape in the text, while NORP highlights the presence of
diverse cultural and political contexts being discussed in the dataset. Finally, GPE suggests a signifi-
cant emphasis on locations and places in the dataset. Individually, these NEs do not provide enough
information for us to act upon when building machine learning solutions, but understanding their over-
all distribution gives us an important insight into what type of text to expect and how we can plan on
dealing with it when building automated solutions.

POS-tagging is very essential to our understanding of the text. Not only does it offer information
about the syntactic and grammatical structure of the text, but it also helps in semantic and sentiment
analysis. POS tags contribute to semantic analysis by providing insights into the meaning of words
based on their grammatical roles. Understanding whether a word is used as a noun or a verb, for
example, aids in determining its semantic context and potential meanings within a given sentence. They
also contribute to sentiment analysis by enabling the identification of sentiment-bearing words and their
roles in a sentence. Understanding the grammatical structure aids in capturing the sentiment expressed
by various parts of the text.

From Figure-3.4(b), we can notice that nouns, verbs, and pronouns, except punctuations, of course,
are the most frequent POS-tags. Their frequency is almost double the frequency of the rest of the POS-
tags. The prevalence of nouns, verbs, and pronouns suggests that the sexist content in the dataset is
likely to be action-oriented and directly targeted towards individuals or groups. This may include ex-
plicit references, descriptions, or actions that contribute to a discriminatory narrative. Moreover, the
frequent occurrence of nouns and pronouns may highlight a focus on gendered entities, such as indi-
viduals or groups based on their gender. This can include the use of gender-specific pronouns or nouns
that contribute to reinforcing stereotypes and biases. Lastly, the prevalence of clear syntactic structures
involving nouns, verbs, and pronouns provides a foundation for developing automated tools and models
for the detection of sexist language. Understanding the linguistic characteristics helps in creating tar-
geted solutions for identifying and addressing discriminatory content. It’s important to note that while
POS analysis provides valuable insights, the context, semantics, and intent behind the language should
be further explored to fully comprehend the nature of sexism within the dataset. Additionally, qualita-
tive analysis is crucial for a deeper understanding of the social and cultural implications embedded in
discriminatory language.
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3.2.2 Text Complexity

Analyzing the dataset’s text complexity is crucial for multiple reasons. First of all, sexist language
can manifest in various forms, from overt and explicit expressions to subtle and sophisticated language.
Text complexity analysis helps identify instances where discriminatory language may be veiled in more
complex structures, making it essential for a comprehensive assessment. Furthermore, it aids in dif-
ferentiating the contextual sensitivity of sexist expressions. Certain linguistic structures may convey
different meanings based on the context, and a thorough analysis ensures that the complexity of lan-
guage is considered in interpreting the dataset accurately.

For the same, we choose the Flesch Reading-Ease Score (FRES) [23]:

FRES = 206.835− 1.015

(
total words

total sentences

)
− 84.6

(
total syllables

total words

)
(3.1)

The Flesch Reading-Ease score is designed to produce a higher score for easier-to-read text and a
lower score for more complex and difficult-to-read text. The resulting score typically falls on a scale
from 0 to 122, with higher scores indicating easier readability.

Figure 3.5 Frequency of FRE scores

As visible from Figure-3.5, the majority of the post-texts in the dataset have a FRES between 60 and
100. This indicates that the texts are written in a way that is easily understandable. This range is associ-
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ated with plain and straightforward language, making the content comprehensible to a broad audience.
Furthermore, texts within this FRES range are likely to be present on different social platforms, online
websites, educational materials, and public communication. They can be easily adapted for different
communication contexts. All in all, the text in the dataset is pretty straightforward, with a few complex
outliers and can be easily understood by an audience of varying ages and educational backgrounds. This
goes on to show that a large number of people are vulnerable to harmful content online and highlights
the need for automated solutions to flag and hide such content even further.

3.2.3 Topic Modelling

Topic modelling plays a pivotal role in the analysis of textual datasets by offering a systematic and
data-driven approach to uncover latent themes and patterns within the textual content. In the context of
the EDOS dataset, where identifying and understanding discriminatory language is crucial, topic mod-
elling provides a means to unveil the underlying topics or themes that may be implicit in the data. This
analysis will aid us in categorizing and interpreting various manifestations of gender bias, ranging from
overt expressions to subtler forms, and allows for a nuanced understanding of the diverse dimensions
of sexism present in the dataset. Although topic modelling does not guarantee absolute verification of
what the dataset is related to, it certainly does provide valuable insights as to whether the dataset aligns
with the topic which the organizers of the dataset claim it is for. Therefore, it is essential and beneficial
for us to carry out topic modelling for the EDOS dataset.

For performing topic modelling, we will implement the Latent Dirichlet Allocation (LDA) modelling
technique [24]. This technique assumes that there are underlying topics within the text and that each
document (post) is a mixture of topics and each topic is a mixture of words. The LDA process involves
iterating through all topics and each word within the corpus. For each word, a random assignment to
a specific topic is made, and then the frequency of the word’s occurrence in that topic, along with its
associations with other words, is evaluated. The important feature of LDA is that it also incorporates the
saliency of words instead of just the frequency. We have already looked at the most frequent words in
Section-3.2.1 but we could only infer so much from that. Saliency, in the context of NLP, refers to the
quality of being noticeable or significant. It is a measure of the importance or prominence of a particular
element, such as a word, within a given context. Saliency helps in extracting more meaningful and
specific information from the corpus, leading to a more refined understanding of the underlying themes.
While frequent words provide a general overview, salient words contribute to the depth and precision of
topic representation.

We perform Topic Modelling using the LDA technique on our EDOS task dataset to gain a better
understanding of the underlying topics. As visible in Figure-3.6, we limit our topic modelling analysis
to four topics. Four is chosen as the number of topics because it should be enough to guide us on
whether the dataset has sexism-related topics. It is important to remember that the LDA technique is
not always accurate, and that is why we need to have certain ’n’ topics modelled, and if sexism-related
terms are in its top-3 or top-4 topics, then the dataset aligns with its identity, i.e., a dataset which can
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Figure 3.6 Topic modelling using LDA. Visualized using LDAvis [25]

be used to train models for sexism detection. The top-most salient term of the dataset happens to be
”women”, and other salient terms of the dataset also refer to genders like ”girl”, ”mother”, ”woman”,
”man”, ”men”, etc. This indicates that the dataset revolves around text including topics based on these
terms, as expected in a sexist dataset. There is also a hint of racial profiling in the dataset, as hinted
at in Section-3.2.1, as terms like ”black” and ”white” are also included in the top salient terms. All of
the topics except 3 and 4 are in different quadrants, indicating a difference in the underlying themes
of the topics. For further analysis, we will have to consider the topics and their most relevant terms
individually. From Figure-3.7, we note the following:

Topic-1

Keywords: like, women, get, girl, one, girls, know, men, go, would

This topic suggests that the dataset revolves around discussions involving terms like ”girl,” ”girls,”
and ”men,” suggesting a variety of gender-related narratives. The presence of terms like ”know” and
”go” indicates personal opinions or experiences and dynamic discussions about gender.

Topic-2

Keywords: would, like, woman, fuck, women, think, white, people, get, never
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(a) (b)

(c) (d)

Figure 3.7 Analysing most relevant terms of (a) Topic-1 (b) Topic-2 (c) Topic-3 (d) Topic-4

This topic signals that the dataset possibly covers a wide range of gender-related discussions, in-
cluding hypothetical scenarios (”would”), attitudes towards women, explicit language (”fuck”), racial

18



considerations (”white”), and general reflections (”think,” ”people”). It represents a diverse and complex
set of gender-related narratives.

Topic-3

Keywords: women, men, woman, want, man, fucking, sex, see, white, good

This topic represents that the dataset is prominently centred around desires (”want”), relationships
between women and men, explicit language (”fucking”), and possibly sexual references (”sex”). The
inclusion of terms like ”white” and ”good” suggests potential racial or moral considerations within the
context of gender discussions.

Topic-4

Keywords: women, like, get, men, female, would, woman, know, fuck, even

This topic hints that the dataset involves discussions about women and men, with an emphasis on
potential gender differences or characteristics. Terms like ”know” and ”even” suggest nuanced ex-
plorations of gender-related topics. The inclusion of ”fuck” may indicate the presence of explicit or
potentially confrontational language.

The four topics collectively highlight a dataset steeped in discussions related to gender, unveiling
a spectrum from nuanced considerations to explicit language use. The recurring themes across topics,
such as explicit terms like ”fucking”, references to desires and relationships, and potential racial con-
siderations, strongly suggest that the dataset is significantly populated with instances that may indicate
possible sexism. The varied and complex nature of these discussions underscores the need for a thor-
ough analysis to discern the explicit and implicit biases present. A more detailed and comprehensive
understanding will be crucial for addressing and mitigating instances of sexism.

3.3 High Imbalance

The most stand-out challenge with the EDOS task dataset is the fact that it has a highly imbalanced
class distribution. Using an imbalanced dataset to train classifiers can result in a dangerous bias towards
the majority class during prediction [14]. The extent of imbalance for each subtask can be noticed in
Figure-3.8.

As visible in Figure-3.8(a), for Subtask A, the number of non-sexist entries is almost three times
the number of sexist entries. For Subtask-B (Figure-3.8(b)), classes 1 and 4 have equal distribution but
don’t even have half the number of instances classes 2 and 3 have. Similarly, in Figure-3.8(c), we see
that for Subtask-C, the distribution is very skewed. 4 categories do not even have 100 instances in the
dataset, while the majority class has over 700 instances.
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(a) (b)

(c)

Figure 3.8 Class label distribution for (a) Task-A (b) Task-B (c) Task-C

This amount of imbalance in the class distribution will impact even the best of deep learning based
classifiers. The impact of imbalanced class distribution cannot be overlooked. For starters, in the context
of sexism detection, this extent of class imbalance means the trained model might be good at identifying
non-sexist instances but perform poorly at detecting instances of sexism. This is because the model
will learn patterns specific to the majority class and fail to capture the complexities associated with the
minority class. As a result, its performance in detecting instances of sexism may be compromised. Lin-
guistically speaking, the model will fail to learn the subtle features or nuances associated with sexism,
especially if instances of sexism are underrepresented. Consequently, the model may struggle to cor-
rectly identify instances of sexism in real-world scenarios.

To counter this imbalance, data resampling techniques and data augmentation approaches need to be
implemented. Depending upon their approach, they change the data in different ways. For instance, we
can try to increase the instances in the minority class by simply duplicating them, or we can simply re-
move the extra instances of the majority class to strike a balance between the classes. For more complex
approaches, we can pre-train a model with the dataset and fine-tune it to create similar examples. Since
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the output does not guarantee a sure-shot example that will be true to its label, the outputs will have to be
checked manually. All in all, countering this dataset imbalance is crucial for the development of smart
and accurate automated solutions. We will look at some of the important resampling and augmentation
techniques in the coming chapters.

Finally, high class imbalance means that care must also be taken when selecting the appropriate met-
ric for evaluating the trained models and classifiers. It is possible that even after applying resampling
and augmentation techniques, we are not able to achieve a balance between the classes. Moreover,
while training, we must also represent the real-world truth in the class distribution, i.e., it is obvious
that, more often than not, on social platforms, a piece of text is more likely to be non-sexist than sexist.
In essence, the classes will always be somewhat imbalanced and choosing the correct metric is impor-
tant. Evaluating the model solely based on accuracy might not provide an accurate representation of its
performance. Metrics like precision, recall, F1-score, or area under the precision-recall curve become
more informative, especially in understanding how well the model performs on the minority class. In
conclusion, we also need to take into account the performance of the model on minority classes and not
only the majority class when evaluating it.

3.4 Other Challenges

Apart from class imbalance, there are other challenges associated with a sexist dataset. It is impor-
tant to note that even though we have a clearly defined definition of sexism, sometimes sexism can be
subjective, and the lines get blurred on what does and what does not constitute sexism. In times like
this, we are only left hoping that the labels given by the organizers for the task will be absolutely true
and need not be challenged.

One of the main challenges is the usage of slang in the dataset. For example, the sentence: ”Land-
whales have the pick of normal guys because Chad gets all the Top Stacies.” is sexist, but to a model
trained in basic English and even a corpora of hate-speech and latest trends might miss out on such sen-
tences. The model might fail to correctly detect this sentence as it does not contain the common gender
terms like women, girl, etc. and rather uses the term ”Landwhales”, which is the core of the sentence
and represents a negative term referring to an overweight woman in this context.

Another noticeable challenge is the excessive use of offensive terms and derogatory remarks in the
dataset. If the trained model is over-reliant on insults or negative remarks, it can misclassify non-sexist
phrases as sexist and vice-versa. For example, ”Because they are afraid of confrontation, a woman will
always escape” is sexist, but as it does not contain offensive and explicit terms we have seen like ”fuck”,
”shit”, ”bitch”, etc., it is possible that a model might tag it as non-sexist. Similarly, consider: ”If my
daughter got pregnant from this shit, That judge has a lawsuit coming!”. The sentence is non-sexist, but
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as it contains explicit terms, the model might mistake it for a sexist sentence.

Lastly, there is also the challenge of models having an uninformed and traditional vocabulary. The
use of slang terms, abusive words, derogatory remarks, and racial slurs we have seen are generally not
seen in the type of corpora all language models are trained on. Therefore, care must also be taken
to expand the models’ vocabulary to account for such terms and remarks. Otherwise, the model will
perform poorly for ambiguous statements, as we just saw.

3.5 Conclusion

To summarize, in this chapter, we analyzed the EDOS task dataset in detail. The different types of
analyses we did: most frequent words, n-grams, NEs, and POS-tags, all confirmed the task organizers’
claim that the dataset indeed contains data relevant for training models to detect sexism. Text complex-
ity further confirmed that the dataset was definitely scraped from public forum websites according to
the FRES score obtained. Topic modelling unveiled the major underlying topics are related to gender
narratives, racial profiling, and bias in general.

We also looked at the different challenges the dataset possesses and introduces in the task of sexism
detection, with the most significant of them being the imbalanced class distribution in the dataset for
each subtask. In conclusion, the EDOS task dataset is more than fit for building models to detect
online sexism, but techniques and approaches should be considered to counter its shortcomings and to
ensure the development of an accurate and unbiased model. In the coming chapters, we will resample
and augment this dataset to build automated solutions for the detection of online sexism using both
conventional machine learning and recently advanced deep learning techniques.

22



Chapter 4

Conventional Machine Learning Techniques for Sexism Detection

In this chapter1, we intend to explore the effectiveness of several conventional machine learning clas-
sifiers like Random Forests, Decision Trees, Support Vector Machines (SVMs), etc. The task remains
the same as the EDOS task, i.e., to detect sexism or the appropriate category of sexism depending upon
the subtask being considered. By conventional classifiers, we refer to those classifiers that have been
developed before the emergence of the more recent techniques like deep learning and transformer-based
approaches. They are simpler in design as well as easier to interpret and understand than their deep-
learning counterparts. Moreover, they require fewer computational resources, which means that the
training time for these classifiers is greatly reduced. Despite being ”conventional”, these classifiers are
still widely used in different practical applications and have been effective in resolving many real-world
problems [26]. The aim of this chapter will be to judge the effectiveness of these classifiers of these
classifiers in detecting sexist text and also its appropriate category (as seen in subtasks B and C).

4.1 Conventional Classifiers

Before diving deep into the System Architecture and the Results, it would be wise to discuss the
classifiers individually. By discussing each classifier separately, we can unravel the nuanced details of
their functioning, allowing us to discern the strengths and weaknesses inherent in each method. This
detailed examination not only provides us with a profound insight into the inner workings of these
classifiers but also allows us to assess their applicability to our specific task.

4.1.1 Logistic Regression

Logistic Regression as a classifying algorithm has been used in machine learning for binary clas-
sification tasks. It implements a logistic function, which models the probability of an input data point
belonging to one of the two possible classes. An in-depth application of Logistic Regression for clas-
sification was first introduced by Hosmer Jr. et al. [27]. It makes use of the Logistic or the Sigmoid
function, which outputs a value between 0 and 1 and is defined as follows:

1This chapter is an extended version of the published work: https://aclanthology.org/2023.semeval-1.
211/
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σ(t) =
1

1 + e−t
(4.1)

4.1.2 Decision Tree

Decision Tree Classifier is a supervised learning algorithm which creates a tree-like model of de-
cisions and their possible consequences. It utilizes a set of input features and classifies an input data
point into one of the several pre-defined classes based on a sequence of decisions made on those input
features. Fisher [28] first introduced the concept of Decision Tree based classification, and it has been
improved upon over the years. The Decision Tree algorithm constructs a tree-like structure resembling a
flowchart, where internal nodes represent attribute tests, branches indicate test outcomes and leaf nodes
hold class labels. Throughout the training process, the algorithm selects the optimal attribute for data
splitting, employing metrics like Entropy or Gini impurity to gauge impurity or randomness in subsets.
The objective is to identify the attribute that maximizes information gain or minimizes impurity after a
split.

Entropy and Information Gain are one of the two popular ways of splitting the tree to arrive at a root
node or class label. We stick to this criterion instead of the Gini Impurity for our study. Entropy is a
part of Information Theory, and it is formulated as below:

E = −
N∑
i=1

pi log2(pi) (4.2)

where pi refers to the probability of randomly selecting an example in class i. Information Gain
represents how much information a feature provides for the target variable, and it is nothing but the
difference in entropy between the parent node and the child node, depending upon the potential split
from each variable. It can be formulated as below:

Information Gain = Eparent − Echild (4.3)

4.1.3 Random Forest

Random Forest is an ensemble learning algorithm used in machine learning for classification tasks.
It constructs multiple decision trees on different subsets of the input data and features and aggregates
their outputs to make the final prediction. Breiman [29] originally introduced the concept of Random
Forests. Random forest is less prone to overfitting and more accurate than a single decision tree as it is
an ensemble of multiple decision trees.

4.1.4 XGBoost

XGBoost stands for Extreme Gradient Boosting, which is a decision tree ensemble learning algo-
rithm just like Random Forest. The difference lies in how the individual decision trees are built and
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combined. Random Forests use the ”bagging” technique to build complete decision trees in parallel
from random bootstraps of dataset samples. The final outcome is an average of all the decision tree pre-
dictions. XGBoost, on the other hand, makes use of the Boosting technique combined with a Gradient
Descent objective. Boosting refers to combining multiple weak models additively to generate a single
strong model. XGBoost extends this technique by formalizing it as a gradient descent algorithm. It
sets targeted outcomes for the next model in an effort to minimize errors, and these targeted outcomes
for each case are based on the gradient of the error with respect to the prediction. XGBoost iteratively
trains an ensemble of shallow decision trees, with each iteration using the error residuals of the previous
model to fit the next model. The final prediction is a weighted sum of all of the tree predictions.

Random forest “bagging” minimizes the variance and overfitting, while XGBoost “boosting” mini-
mizes the bias and underfitting. XGBoost, as a classification and regression technique, has gained a lot
of popularity over the years due to its model performance and computational speed. The modern-day
implementation was first explained by Chen and Guestrin [30].

4.1.5 Support Vector Machine

The formulation of SVMs as a classification and regression method was introduced by Cortes and
Vapnik [31]. The objective of a support vector machine is to optimally separate the input data points into
different classes in a high-dimensional space by maximizing the margin between them. The objective
can be formulated as an optimization problem in the following manner:

min f :
1

2
||w||2, (4.4)

s.t. y(i)(wTx(i) + b) ≥ 1, i = 1, ...,m (4.5)

where w is the weight vector, x is the input vector, and b represents the bias.

4.2 Resampling Techniques

As discussed in Chapter-3, the EDOS task dataset is highly imbalanced for every subtask. For in-
stance, for Task-A, the number of non-sexist entries is almost three times the number of sexist entries.
The most important concern that dataset imbalance raises is that training on it can result in the mod-
els being biased and ultimately performing poorly on the minority classes. In order to try to balance
the dataset, we experiment with two major resampling techniques: Undersampling and Oversampling,
which we will consider in detail in the coming subsections. These techniques assume nothing about the
data, and no heuristics are used. They are simple to implement and fast to execute, which are desirable
traits when dealing with large and complex datasets.

Another important factor behind choosing these resampling techniques was the classifiers being used.
There exist various complicated data augmentation techniques like Generative sampling and Random
swapping, which were sure to increase the model’s accuracy and improve its performance, but using
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them would require us to involve deep-learning and transformer-based models to generate meaningful
samples. This would beat the whole point of this chapter’s study, which is to stick to conventional
machine learning techniques and outperform the conventional baselines mentioned in [1].

We also use the dataset as is, i.e., highly imbalanced, to showcase the effects of biased data. We
discuss the performance of both the techniques and the original dataset in detail in section-4.4.

4.2.1 Undersampling Technique

The concept behind the Undersampling technique is a very naive yet effective one. If we cannot
increase the samples in the minority class, we can decrease the amount of instances in the majority
class. For example, we can consider the Task-A example again. We structure our new dataset in such
a way that the number of non-sexist instances is only 1000 more than the number of sexist instances,
compared to the 8000 posts gap that existed earlier. This removal is done randomly, and we have
dropped more than half the non-sexist instances that originally existed in the dataset. We follow the
same procedure for the other subtask datasets, too.

4.2.2 Oversampling Technique

Over the years, researchers have developed different forms of Oversampling. One of the earlier
works by Chawla et al. [32] introduced SMOTE: Synthetic Minority Oversampling Technique wherein
they considered the k-nearest neighbours of a minority instance, randomly selected one of those and
then drew a line segment from the synthetic point to the actual point in the feature space. This line
segment can be used to generate multiple new points for the minority class by a convex combination of
the two endpoints. For our dataset, the idea of Oversampling remains the same. We increase the number
of instances in the minority classes while keeping the number of majority class instances the same. We
do so by simply duplicating the minority class samples in our dataset. For example, in Task A, if the
number of samples in sexist class is close to 3000, we duplicate them, and the strength comes close to
6000, which is almost half of the majority class, i.e., the non-sexist class. We do not intend to achieve
a 50-50 distribution as in real life, too, the content on social media is not always an equal split between
sexist and non-sexist.

4.3 System Architecture

The general outline of the architecture can be noticed in Figure-4.1. The architecture mainly consists
of five parts: Data Cleaning, Dataset Resampling & Splitting, Feature Extraction, Training, and Evalua-
tion. We discuss the first four stages in detail in the following subsections. The evaluation stage will be
discussed in the next section 4.4.
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Figure 4.1 System Overview for Sexism Detection using Conventional Machine Learning Techniques

4.3.1 Data Preprocessing

The first and foremost stage is also one of the most crucial stages of the system. Data Preprocessing
is where we ensure that the data being carried forward is fit for training our classifiers. This stage can
be broken down into six different subparts:

1. Firstly, we convert the entire raw data entry into lowercase.

2. Then, we remove noise from the raw entry. In our context, we define noise as hyperlinks, emojis,
hashtags, etc.

3. Further, we remove all the stopwords (words like ”the”, ”a”, ”an”, etc.) as their contribution to
the semantics of the sentence is negligible in sexist settings.

4. We clean the entry by removing the punctuation marks.

5. After the cleaning stage, we now tokenize the text.

6. Lastly, we do stemming and lemmatization to reduce the words to their base forms before pro-
ceeding to the next stage. For example, ”shouting” gets truncated to ”shout”.

4.3.2 Dataset Resampling & Splitting

As discussed multiple times earlier, the EDOS task dataset is very skewed, and in order to tackle
this, we employ very fundamental resampling techniques like undersampling and oversampling. The
instances for resampling are chosen randomly. For the undersampling approach, we remove a large
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number of instances from the majority class(es) in order to balance out the distribution of every class.
For the oversampling approach, we duplicate the instances in the minority class(es) to have a better
proportion of instances.

After resampling, we randomly split the dataset to generate our train-test split. The organizers of the
EDOS task provided both the development and test datasets. The correct labels of the test set were not
made accessible until the end of the task, so the classifiers were trained only using the development set.
For the train-test split, we experimented with different splits like 65-35%, 70-30%, 75-25%, etc., but
noticed a positive jump in performance only when the split was changed to 85-15%.

4.3.3 Feature Engineering

Now, we move on to the third stage of our architecture, which is Feature Engineering. This stage
is mainly concerned with extracting the features from text by converting the text into vectors, which
the classifier will be able to understand when modelling the data. For this stage, we make use of a
simple Term Frequency-Inverse Document Frequency (TF-IDF) Vectorizer [33]. It converts the words
or tokens in the text into vectors or embeddings by quantifying the relevance of a term in a sentence or a
corpus by weighing how often it appears in a sentence against how often it appears in the entire corpus.
It is calculated as follows for a term i in a document j:

tfidfi,j = tfi,j × log (
N

dfi
) (4.6)

where tfi,j is the total number of times i appears in j, N is the total number of documents in the corpus,
and dfi is the total number of documents containing i.

4.3.4 Model Training

Once we have extracted the features, the next stage is to train the classifiers individually. For imple-
menting the conventional classifiers, we utilize the in-built classifiers of the scikit-learn2 library. The
majority of the classifiers were implemented with default parameters, as there were no significant dif-
ferences in performance when changing them. However, for classifiers like the SVMs, we did observe a
jump in performance with hyperparameter tuning. Therefore, to ensure that we get the best performance
out of the SVM classifier, we choose the linear kernel, the penalty parameter (C) set to 1.0, degree set
to 3, and gamma set to auto.

The training data is used to train the classifiers to understand the task and predict correct labels.
Finally, the trained classifiers are fed with the testing data in order to evaluate their performance and
gauge how accurately and precisely the classifiers can correctly classify the category of sexism.

2https://scikit-learn.org/stable/
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4.4 Results

For evaluation, like the organizers of [1], we choose macro average F-1 scores as our metric. We
use the in-built implementation of the scikit-learn library for the same. Choosing the same metric as [1]
allows us to compare our performance with other teams and evaluate our model. Another reason why
the macro-average F-1 score stands out as a choice for the metric is that the EDOS dataset is highly
imbalanced, and the macro average technique treats each class of the data adequately. It can do so by
first calculating the F-1 score for each class separately, and then it takes the arithmetic mean of all those
scores. As a result, each class is given equal importance in the final score, regardless of its size or
prevalence in the dataset.

4.4.1 Subtask A: Binary Classification

Model Development Set Test Set
Decision Tree 60.15 57.87
Logistic Regression 71.78 73.73
Random Forest 73.91 75.83
SVM Classifier 71.87 72.79
XGBoost Classifier 71.27 72.72

Table 4.1 Macro Avg. F-1 Scores of Classifiers on Subtask-A: Binary Classification

As expected, out of all the subtasks, subtask A was the one in which our classifiers performed the
best, thanks to the low complexity of the subtask and the binary nature of the classification problem.
Even though these statistical classifiers do not employ deep learning techniques like large pre-trained
language models or deep neural networks, they could still output decent F1- scores for the subtask as
visible in Table-4.1. Random Forest performed the best with a score of 75+. Other classifiers came
close, but Random Forest was able to outperform them marginally.

4.4.2 Subtask B: 4-class Classification

Model Development Set Test Set
Decision Tree 32.66 37.58
Random Forest 15.91 15.94
SVM Classifier 40.26 38.19

Table 4.2 Macro Avg. F-1 Scores of Classifiers on Subtask-B: 4-class classification

As visible in Table-4.2, we report the F-1 scores of only three classifiers. This is because Logistic
Regression was not suited for multi-class classification problems, and the XGBoost classifier had very
poor performance, with its F-1 score failing to reach even 10. The SVM classifier outperformed both the
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Decision Tree and Random Forest classifier by quite some margin. This can be owed to the SVM’s abil-
ity to handle unbalanced data quite seamlessly by adjusting the penalty parameter (C) and by assigning
higher weights to the minority classes during training. This makes the SVM classifier quite sensitive to
the minority classes. In contrast, Random Forests and Decision Trees struggle with unbalanced data, as
they tend to favour the majority class.

4.4.3 Subtask C: 11-class Classification

Model Development Set Test Set
Decision Tree 21.84 21.85
Random Forest 12.14 12.22
SVM Classifier 19.94 20.42

Table 4.3 Macro Avg. F-1 Scores of Classifiers on Subtask-C: 11-class classification

The performance of the classifiers for subtask C is visible in Table-4.3. As expected, all three clas-
sifiers performed quite underwhelmingly. The best F-1 score barely managed to cross the 20 mark.
The performance, however, follows the same trend as in subtask B; both the Decision Tree and SVM
classifier are closer together, and they outshine Random Forest by quite some margin.

4.4.4 Performance in Shared Task

For Task A, our best classifier achieved the rank of 73rd among all participants, while for tasks B and
C, our best-performing classifiers were ranked 65th and 55th respectively, among all the participating
teams. Such rankings are only natural when our approach is limited to conventional machine learning
techniques alone. The important observation to make here is how we fare against the baselines set for
conventional machine-learning techniques by the organizers of the EDOS task.

Subtask B2 Baseline model Our best model B6 Baseline model Top ranked model
A: 2 class 49.33 75.83 82.35 87.46
B: 4 class 22.97 38.19 59.26 73.26
C: 11 class 8.81 21.85 31.71 56.06

Table 4.4 Comparison of the best F-1 scores attained for each subtask by our best model, top-ranked
model and baseline models from task paper: B2 and B6. B2 was the best baseline for conventional
classifying approaches, while B6 was the best baseline for transformer-based approaches.

Our best classifiers were able to outperform the baseline models B0, B1, and B2 of [1]. These
baseline models were based on conventional classifiers like Uniform and XGBoost. For comparison,
in Table-4.4, we only report the B2 model among conventional classifiers as it was the best-performing
one between them for each subtask. On the other hand, our classifiers failed to reach the performance of
the B6 baseline model, which was the best among B3, B4, B5, and B6 models, all of which were based
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on advanced machine learning techniques like transformers and neural networks and utilized variations
of DistilBERT and DeBERTa.

4.4.5 Impact of Dataset Resampling & Splitting

Optimization Macro Avg F-1 score
Undersampling 73.91
Oversampling 67.50
No-sampling 68.69
75-25% data split 73.10
85-15% data split 73.91

Table 4.5 Macro Avg. F-1 Scores of Random Forest Classifier on Development Set of Subtask-A:
Binary Classification with different optimizations

In table-4.5, we can notice how the tweaks and optimizations we had done to our dataset in terms
of resampling and splitting provide a boost in performance for the Random Forest classifier in Task A.
Increasing our training split from 75% to 85% increases the F-1 score by approximately 1 point. This is
a very slight increase but nevertheless a very important one as every decimal point boost in performance
counts in Shared Tasks. The Undersampling technique also had a great effect on the F-1 score attained,
improving the score by more than 5 points when compared with the model trained on the original dataset
without any resampling. The application of the Oversampling technique proved ineffective, leading to
such a performance reduction that the system performed worse than its original state without employing
any resampling technique.

4.4.6 Discussion

It is worth noting that a different conventional classifier has performed the best for every subtask in
our study in this chapter. Subtask A was a straightforward binary classification problem where most of
the classifiers eased past the F-1 score of 70. Random forest classifier performed the best in this subtask
as it is not prone to overfitting. There were only three classifiers in the running for subtasks B and C.
SVM was the best for subtask B, while Decision Tree was the best for subtask C.

In general, the performance of classifiers can vary for different subtasks due to various factors, like
dataset characteristics, feature representation, hyperparameter tuning, and randomness. The perfor-
mance of classifiers is directly influenced by the hyperparameters chosen for them. If they are not
optimised or tuned specifically for each subtask, it can impact their performance. Moreover, the archi-
tecture of the classifier itself is one of the causes of different performances across the subtasks. For
instance, SVM can outperform Decision Tree in subtask B because it treats the 4-class classification
problem as four binary classification problems and is well suited for it, but when the data becomes
highly non-linear and complex, like in subtask C, Decision Tree outperforms SVM.
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4.5 Conclusion

In conclusion, in this chapter, we explored the effectiveness of some of the conventional machine
learning classifiers in the task of online sexism detection. Although they performed commendably in
the binary classification task, it is clear that they are not cut out for multi-class classification tasks. Ran-
dom Forests seem to be the best choice, out of conventional machine learning classifiers, for simple
binary classification to test the presence of sexism in a piece of text.

For future work directions, we explore deep learning neural networks and large pre-trained language
models in the next chapter 5. Over the years, these transformer-based approaches, in shared tasks
specifically, have outperformed conventional machine learning techniques with ease when it comes to
text classification problems. This is why we intend to focus on them in the next chapter and expect them
to improve upon the score achieved by our conventional systems in this chapter.

4.5.1 Limitations

The very nature of our approach has limitations associated with it. We delved only into conven-
tional classifiers, which have been performing decently in text classification tasks but not as well as
transformer-based approaches. Table-4.4 showcased this aptly. We were able to outperform the conven-
tional baselines in [1], but our best-performing system fell short of the transformer-based baselines, let
alone beating the top-ranked system. Our models come close in performance in Task A, but Tasks B
and C are where the true difference in performance comes to light.

Another form of limitation is how we handle the data preprocessing or data cleaning stage. In our
study, we completely remove any forms of hashtags and emojis from the raw content of the post during
data preprocessing. This is limiting because studies like those done by Eisner et al. [34] have showcased
how techniques like hashtag segmentation and emoji2vec can boost performance in text classification
tasks. They directly facilitate the classifiers to learn the difference between sexist and non-sexist posts
better and perform better in all subtasks.
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Chapter 5

DAP-LeR-DAug Techniques for enhanced Sexism Detection

In this chapter1, we intend to explore the performance of different modern techniques on BERT-based
models in the EDOS shared task. We explore four such different techniques, namely, Domain Adaptive
Pretraining (DAP), Learning Rate Scheduling (LeR), Data Augmentation (DAug), and an ensemble of
all three. By ”BERT-based” models, we refer to those classifiers which have Bidirectional Encoder
Representations from Transformers (BERT) as their base and improve upon it with their own methods
and techniques. For example, HateBERT is BERT with a lot of pretraining with Hate Speech data. We
select other such variations of BERT which suit our problem and have proven effective performance in
text classification tasks.

The results of the study show that each of these techniques improves performance differently for
each subtask due to its unique approach, which may be suited to a certain problem more. The ensemble
model performs the best in all three subtasks. All in all, this chapter explores the potential of DAP-LeR-
DAug techniques in detecting sexist content. The results of this study will highlight the strengths and
weaknesses of the three different techniques with respect to each subtask.

5.1 The Transformer & BERT

Before discussing the individual BERT-based classifiers in detail, it is imperative to understand what
BERT is. BERT stands for Bidirectional Encoder Representations from Transformers and was intro-
duced by Devlin et al. [3]. As the name suggests, BERT is largely based on Transformers [2]. Trans-
formers are a deep learning model in which every output element is connected to every input element,
and the weightings between them are dynamically calculated based on their connection. This is what
attention stands for. Before the introduction of Transformers, research in NLP tasks heavily relied on
the use of Recurrent Neural Network (RNN) and Convolutional Neural Network (CNN) [35]. Although
both these types of neural networks perform competitively, the Transformer is considered a significant
improvement because it doesn’t require sequences of data to be processed in any fixed order, whereas
RNNs and CNNs do. Since transformers can process data in any order, they allow for training on a
larger amount of data, something that was not feasible before. This, in turn, facilitated the creation

1This chapter is an extended version of the published work: https://aclanthology.org/2023.icnlsp-1.5/
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Figure 5.1 Transformer Architecture. Image adopted from Vaswani et al. [2]

of pre-trained models like BERT, which was trained on massive amounts of language data prior to its
release.

As visible in Figure-5.1, Transformer models work by encoding the input text into a sequence of
vectors using an encoder. This encoding is carried out using a self-attention process, which enables the
model to learn the dependencies between the words in the phrase. After the input sentence has been
encoded, the model decodes it into a series of output tokens. This decoding is also using a self-attention
process. The attention mechanism is what enables transformer models to learn long-range dependencies
between words in a phrase. When decoding the output tokens, the attention mechanism prioritises the
most relevant words from the input text. Each layer in the Transformer architecture comprises two sub-
layers: multi-head self-attention and a feed-forward network. The multi-head self-attention layer allows
the model to attend to different parts of the input sequence, while the feed-forward network performs
non-linear transformations on the output of the self-attention layer.
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Figure 5.2 BERT pretraining and fine-tuning procedures. Image adopted from Devlin et al. [3]

The Transformer architecture has reshaped the field of NLP. It has shown state-of-the-art perfor-
mance on multiple tasks, and its attention mechanism has become a fundamental component of the
majority of the neural network architectures that have followed since. Consequently, it also lays the
foundation for BERT. BERT, which is a pre-trained language model, makes use of the Transformer ar-
chitecture to generate high-quality text representations. It is pre-trained on a large corpus of unlabeled
text data, using two objectives: Masked Language Modelling (MLM) and Next Sentence Prediction
(NSP) as part of its training process, as visible in Figure-5.2.

MLM is a technique where certain tokens in a sentence are randomly masked, i.e., replaced with a
special [MASK] token. The model then has to predict the original token from the context of the other
tokens in the sentence. BERT uses this technique during pre-training to build a deep understanding of
how different words are related to each other in context. On the other hand, NSP is a learning task where
the model is given two sentences and has to predict whether they are contiguous in a text or not. BERT
uses this technique during pre-training to understand the relationship between different sentences and
how they fit together in a larger piece of text. Together, MLM and NSP facilitate BERT in gaining a
deep understanding of the meaning as well as the structure of natural language text. This pre-training
process is what allows BERT to be fine-tuned for a variety of downstream tasks like Machine Transla-
tion, Question Answering, Text Classification, etc.

As BERT is an encoder-only model, its architecture can be imagined as a stack of encoders lying on
top of each other. However, the number of encoders can vary according to the needs of the task. For
example, the base version of BERT has 12 stacked encoders, while the large version of BERT has 24
encoders stacked on each other. Figure-5.3 paints the picture of BERT architecture aptly. Another one
of the key features of the BERT architecture is its bidirectionality. Traditionally, language models have
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Figure 5.3 BERT Architecture

always processed text in a unidirectional manner, i.e., from right to left or left to right. BERT processes
text in both directions, and this allows for a better and deeper understanding of the meaning and context
of words. As already mentioned, its transformer base allows BERT to capture long-range dependencies
between words, which helps in a critical understanding of the text. Furthermore, BERT generates con-
textual word embeddings. This implies that the meaning of the word is directly influenced by the words
that precede or succeed it in the sentence, and capturing this information helps in a better understanding
of the nuances and complexities of the language.

Due to its various positives and state-of-the-art performance on multiple NLP tasks, researchers over
the years have come up with various ”flavors” of BERT. Each of them caters to a different sub-problem.
For example, DistilBERT [36] is one such version of BERT which requires less computational resources
for pre-training and fine-tuning and still gives a competitive performance in many NLP tasks. Similarly,
there are other versions of BERT which are developed to counter specific problems like hate speech
detection, legal document classification, etc. We select a few of them which we consider apt for our
study in this chapter and discuss them in detail in the coming section.

5.2 BERT-based classifiers

As hinted at earlier in the chapter, we select certain BERT-based classifiers to experiment with our
techniques. In this section, we look at them individually in detail.
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5.2.1 RoBERTa

RoBERTa [4] stands for Robustly optimized BERT-pretraining approach. It is based on an enhanced
BERT-pretraining approach, which improves performance on various natural language understanding
tasks. It is done through extensive training with larger mini-batches and more data, which results in
improved language representations.

The key catch in the pretraining approach is that the NSP training objective is removed, and it is only
focused on the MLM objective. This allows RoBERTa to improve upon the masked language modelling
objective compared with BERT and leads to better performance in some of the downstream tasks, which
makes it a very competitive classifier for our task.

5.2.2 HateBERT

HateBERT [37] is a version of BERT which has been pre-trained on a large English dataset of
comments (> 1 million posts) from banned Reddit communities. These communities were banned on
account of being offensive, abusive, or hateful in general. A detailed comparison between HateBERT
and BERT, when it comes to detecting hate speech or offensive and abusive language, shows that the
former outperforms the latter. This makes it very suitable for our task, i.e., detection of sexism, which
is a form of hate speech prevalent in online forums.

5.2.3 BERTweet

BERTweet [38] is a mixture of the two flavours that we have described above. It is trained on a
very large corpus of English tweets, and it was trained with the RoBERTa procedure, i.e., pretraining
with MLM objective only and dropping the NSP objective. Experiments have shown that BERTweet
outperforms strong baselines like RoBERTa and other bert-based state-of-the-art models on NLP tasks
based on Twitter datasets like NER, POS tagging, and Text Classification. All of this makes BERTweet
a more than suitable choice of classifier for our task.

5.3 DAP-LeR-DAug Techniques

Before moving forward with the system architecture and experiment details, it is imperative to un-
derstand the core of the study, i.e., the techniques which will be used to outperform the baselines of the
BERT-based models.

5.3.1 DAP

DAP refers to Domain Adaptive Pretraining. The organizers of the EDOS task [1] had also provided
an extra dataset of 2 million unlabeled posts from Gab and Reddit. The organizers claimed that these
posts were scraped from related communities that had often been flagged for sexist remarks. We utilize
this extra dataset with the MLM objective. This is because pretraining with this dataset would hold
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the most promise for enhancing the performance of our BERT-based classifiers. The first and foremost
step is to use the correct tokenizers and pre-process tokens that may not contribute a lot semantically to
the sentence. For example, tokens that represent [USERNAME], [HASHTAGS], [MENTIONS/TAGS],
[URLs], etc., can be removed to improve efficiency and accuracy. Then, we move on to create the
masked sentences by randomly masking a certain percentage of the sentence. The model then learns
by predicting the masked tokens based on the surrounding context. The goal is to minimize the loss
between the actual masked tokens and the masked tokens predicted by the model.

By being subjected to extensive and diverse linguistic contexts from the unlabeled dataset during
MLM pretraining, the individual classifiers would gain a robust and deep understanding of the language
patterns and nuances that generally exist in a sexist context. This enriched linguistic foundation would
form the cornerstone for improved comprehension of text, ultimately enabling the models to capture
the subtle linguistic cues and contextual variations which are inherent in sexist content. During the
fine-tuning stage, the model’s already adept language representations would seamlessly adapt to the
specific domain of sexism detection. This dual-stage process would harmonize the model’s universal
language understanding with domain-specific features, resulting in heightened discriminatory power
to accurately identify and classify sexist text instances. The fusion of pretraining’s broad language
expertise and fine-tuning’s task-specific tailoring would equip the model with a well-rounded ability to
identify and categorize nuanced and varied forms of sexist content across the different classes of sexist
content. All in all, by gaining a better idea of the contextual relationships from posts on sexist forums,
the model should ideally perform better than without DAP.

5.3.2 LeR

LeR refers to Learning Rate Scheduling. Learning Rate is one of the most crucial hyperparameters
when it comes to training neural networks. They directly impact the duration and effectiveness of the
training process. A learning rate that is too low can cause the model to train very slowly or even stall.
This is because the updates to the model’s weights are very small, which means guiding the optimizer
to the minima happens very gradually. There is also a high risk of the optimizer taking too long to
converge or getting stuck in a local minima or plateau, which is not the optimal behaviour. On the
contrary, if the learning rate of the model is large, the training process will be very swift, but it increases
the risk of the optimizer overshooting on the minima because of the drastic weight updates. Moreover,
as the weight updates are drastic, there is also a risk of the weights overflowing beyond their optimal
values. Therefore, reaching the optimal learning rate is a tradeoff between the convergence rate and
overshooting. We do not want it to be too small so our model can learn reasonably quicker, and at the
same time, we do not want it to be so high that the model overshoots the optimal minima.

All in all, the aim of Learning Rate Scheduling is to enhance model performance by dynamically ad-
justing the step size during training. This technique accelerates convergence by initially allowing larger
parameter updates, ensuring quicker progress towards the optimal solution. As the training advances, the
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Figure 5.4 Importance of optimal Learning Rate. Adopted image*
* https://www.jeremyjordan.me/nn-learning-rate/

learning rate is reduced, which stabilizes optimization and prevents overshooting. By navigating the loss
landscape more effectively, learning rate scheduling helps in evading the local minima and in improving
generalization by mitigating noise fitting. Even though this technique does not contribute linguistically
in terms of word embeddings or contextual understanding of the domain, it still proves to be a crucial
step for model training and can enhance model performance. This technique is particularly valuable
for stabilizing training with large batch sizes, adapting to data characteristics, and achieving fine-tuned
results in transfer learning scenarios. In essence, learning rate scheduling fine-tunes the learning process
itself, fostering quicker convergence, robustness, and overall improved model performance.

In our study, we experiment with four different types of LeR techniques.

5.3.2.1 Step Decay

It is the simplest scheduling policy. It reduces the learning rate by a constant factor every few epochs.
It can be formulated as follows:

lr = lr0 · d(floor(1+ni)/s) (5.1)

where lr is the new learning rate, lr0 is the initial learning rate, d represents decay rate, s stands for step
size, and ni refers to the index of the epoch.

5.3.2.2 Exponential Decay

This policy reduces the learning rate using an exponential function. It is formulated as:

lr = lr0 · e−d·ni (5.2)
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where d is the decay rate and ni refers to the index of the epoch.

5.3.2.3 Cosine Annealing

This policy reduces the learning rate using a cosine-based schedule. It is defined as:

lr = lrmin + 0.5 · (lrmax − lrmin) ·

(
1 + cos

(
ni

n
· π

))
(5.3)

where lrmin is the minimum learning rate, lrmax is the maximum learning rate, ni is the current
epoch, and n stands for the maximum number of epochs.

5.3.2.4 One Cycle LR

This technique schedules the learning rate using a cyclic policy. It anneals the learning rate from an
initial learning rate to some maximum learning rate and then from that maximum learning rate to some
minimum learning rate much lower than the initial learning rate. It changes the learning rate after every
batch. This policy has been shown to train models with very fast convergence rates, ultimately earning
the term ”super-convergence” [39].

5.3.3 DAug

DAug stands for Data Augmentation technique. As discussed multiple times earlier, across chapters,
the EDOS dataset is highly imbalanced for each subtask. For example, the majority class in tasks A and
B has more than 3 times the number of data instances as compared to the minority class. For task C, the
case is even worse, where there are minority classes with not even 100 instances, while some majority
classes have more than 700 instances. Such an imbalance in the dataset can make the best of classi-
fiers biased towards the majority class. There are various different techniques to counter that. We have
discussed naive dataset resampling techniques in Chapter-4 already; in this chapter, we focus on Data
Augmentation techniques. Data Augmentation concerns itself with creating new data for classes with
a limited number of data instances. It can significantly enhance a dataset with limited sexist posts by
generating diverse variations of existing examples. Techniques like synonym replacement, paraphras-
ing, and introducing minor textual perturbations help create additional instances of sexist content. By
simulating different linguistic expressions and contexts, data augmentation enriches the dataset, which
can, in turn, improve the model generalization and performance, even when the original sexist instances
are sparse. This augmented data enriches the training dataset, improving the model’s generalization and
performance. EDA is demonstrated to be remarkably effective across various text classification tasks,
showcasing its ability to alleviate the challenges posed by dataset imbalance and contributing to more
robust and accurate text classification models. This is why the EDA approach will be beneficial for our
study for all three subtasks.
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Figure 5.5 DAug example: How EDA framework generates 4 new instances from one

In our experiment, we make use of a similar approach as taken by the authors of Easy Data Aug-
mentation (EDA) [15]. By introducing Synonym Replacement (SR), Random Insertion (RI), Random
Swapping (RS), and Random Deletion (RD) to the text, the EDA framework generates diverse instances
of the original text. All these techniques are applied to words that are not stopwords (like the, a, an,
it, was, is,, etc.) so that the new data instance is semantically similar but diverse as well in the true
sense. SR involves selecting random word(s) in the sentence and replacing them with their synonyms.
RI involves selecting a word at random in the sentence and then inserting its synonym at a random place
in the sentence. RD involves removing a randomly selected word from the sentence, while RS involves
selecting two or more words in the sentence and swapping their positions in the sentence. Figure-5.5
shows how our DAug approach works on an example of sexist text taken from the EDOS task dataset.

For generating data, we decided to choose RoBERTa as it gave semantically closer data to the actual
data when compared with the data generated by HateBERT and BERTweet. We limited the augmen-
tation probability (α) to 0.3 as above this threshold, the system generates very noisy data, which can
lead to a loss of semantics and an overall reduction in the performance of the classifiers. For SR, re-
placing too many words in the sentences of a post can cause the identity of the post to change and,
therefore, cause label changes in more fine-grained classification subtasks like B and C. The value of α
does not matter a lot when it comes to RI because the relative order and context of the sentence remain
the same. For RS and RD, the value chosen for α becomes very sensitive, as swapping too many words
can cause loss of semantics and context while deleting too many words may cause the entire meaning
of the sentence to change.
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Figure 5.6 System Architecture for enhanced sexism detection using DAP-LeR-DAug techniques

5.4 System Architecture

The system for our study can be broken into five different parts. Firstly, we have the baselines, then
the three individual DAP-LeR-DAug models, and finally, an ensemble model of all three techniques.
For a quick overview, Figure-5.6 can be referred to.

5.4.1 Baselines

As discussed earlier, the three BERT-based classifiers: RoBERTa, HateBERT, and BERTweet will
serve as our model baselines in this study. As can be seen in figure-5.6, the baseline flow is quite
intuitive. We use the classifiers as they are, without any modification or technique, and fine-tune them
on the EDOS task dataset.

5.4.2 DAP-LeR-DAug models

We experiment with each technique as its own different model. DAP model involves domain-based
pertaining before the actual fine-tuning while DAug flow is concerned with balancing the dataset by
having an increased number of data instances in the minority classes. LeR model only comes into the
picture during the model training stage, as it is concerned with optimizing the training process and not
with increasing the language understanding of the model directly.

5.4.3 X model

The final or the X model of our system is basically a combination or an ensemble of all the three
unique techniques we have discussed so far. The ensemble capitalizes on the complementary strengths
of each technique, effectively navigating linguistic complexities through pre-trained domain understand-
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ing, fine-tuning with task-specific context, and enriched data diversity. This holistic approach promotes
greater robustness to nuances in sexist content and addresses challenges posed by limited labelled data.
Ideally, this should outperform the individual technique models and ultimately lead to the best perfor-
mance when it comes to classifying sexist content.

5.4.4 Model Training

As discussed multiple times already, one of the major challenges with the EDOS task dataset is
that it is imbalanced. This is taken care of through the DAug technique, but in order to do justice to
other techniques, so as not to make their classifiers biased toward the majority class, we had to consider
the resampling approaches discussed in Section-4.2. To briefly recapitulate the important points, in
Undersampling, we remove a certain number of data instances from the majority class to make sure the
classes are more or less balanced. On the opposite hand, in Oversampling, we replicate data instances
of the minority class until we have achieved balance among all the classes in the dataset. We have seen
in Section-4.4.5 that Oversampling not only performs worse than Undersampling, but its performance
is even inferior to using the dataset as it is, i.e., imbalanced. Therefore, for the model variations that do
not include the DAug technique, i.e., Baseline flow, DAP flow, and LeR flow, we use Undersampling
to balance the dataset. This helps in training all the different flow classifiers with as little bias to any
particular class as possible.

For the fine-tuning setup, we again refer to Section-4.4.5, wherein we noticed that an 85-15%
training-validation split works best for training the classifiers. The organizers of the EDOS task [1]
had provided separate data for testing, and thus, it would be better to test our classifiers using the same
instead of creating our own test dataset. This would not only help compare our baselines against the
baseline scores set by the task paper but also compare them with other top-performing teams to gauge
just how effective the techniques we intend to explore are. During the training phase, we do simple
pre-processing. Most of the pre-processing is handled comfortably with the appropriate tokenizers of
the different BERT-based models we have considered. However, we take extra care on our own end to
remove tokens that do not contribute semantically to the system. For example, hashtags, emojis, noisy
tokens like ”heyyyyyy”, ”yooooooooo”, ”brrrooooooo”, etc. For training our classifiers, we set epochs
to 10 and batch size as 16. Once training is completed, we proceed to evaluate the classifiers.

5.5 Results

For evaluation, we make use of the macro-average F-1 scores. This will help in comparing our
models’ performance with that of the baselines in the task paper and other top-ranked teams in the task.
A major reason for adopting the macro average F-1 score could be how it treats each class of the dataset
appropriately during evaluation. This is extremely beneficial in cases similar to our study, where the
dataset is imbalanced.
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Model Task-A: 2 class Task-B: 4 class Task-C: 11 class
RoBERTa-base 83.22 59.77 34.01
RoBERTa-DAP 84.67 62.23 36.44
RoBERTa-LeR 82.45 63.97 38.21
RoBERTa-DAug 83.59 63.87 39.89
RoBERTa-X 85.09 65.89 40.23
HateBERT-base 82.13 60.56 33.84
HateBERT-DAP 82.55 62.23 35.19
HateBERT-LeR 82.14 64.12 37.77
HateBERT-DAug 82.34 64.01 38.09
HateBERT-X 82.78 64.53 38.34
BERTweet-base 84.01 61.12 30.01
BERTweet-DAP 84.33 62.01 32.71
BERTweet-LeR 84.03 62.89 34.66
BERTweet-DAug 84.12 62.88 34.81
BERTweet-X 84.39 63.45 35.22

Table 5.1 Macro Avg. F-1 Scores of DAP-LeR-DAug-X Classifiers on all subtasks

From the results in Table-5.1, it can be noticed that the ensemble model with RoBERTa as baseline
performs the best on the evaluation dataset. There can be multiple reasons for that, but the primary
reason has to be the architecture of RoBERTa and the fact that we have utilized RoBERTa-base for
our Data Augmentation technique. Even though models like HateBERT and BERTweet have a good
understanding of hate speech beforehand, thanks to their architecture and pre-training, it is possible
that techniques like DAP and DAug did not help them as much as they helped RoBERTa. This could
be down to the fact that they have already been exposed to a wide variety of hate speech data and our
techniques did not increase their contextual understanding or vocabulary a whole lot.

5.5.1 X-factor

Another important observation to note is that the X model performs the best for each baseline. All
three techniques, when employed together, can cause the model to perform best. It is in line with
previous studies like Ruta & Gabrys 2005 [40], Zhang et al. 2014 [41], which prove that the ensembling
of multiple models can potentially prevent dire mistakes made by a single model alone. It is also intuitive
to expect the X model to be the best performer as it has been pre-trained heavily on 2 million posts for
adapting to sexist content domain, has got augmented data with minority classes also being represented
adequately, and finally, can train optimally thanks to the learning rate scheduling technique. All in all,
the three techniques complement each other and bring out the best when used together.

5.5.2 DAP vs. LeR vs. DAug

We really notice the individual impact of the techniques when we look at the results task-wise.
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For task A, we can see that the DAP technique improves the score the most on the baselines. This
is intuitive, too, as for a simple binary classification problem, having more embeddings and wider vo-
cabulary to work with makes it even easier for the model to figure out if the content is plain sexist or
not.

The LeR approach works best with the increasing complexities of the task. It works better for Tasks
B and C than it does for Task A. The effect of optimal convergence is noticed more easily when there
are more classes involved in the task. It performs the best for Task B and also performs well for Task C.

It is not that LeR’s performance drops in Task C but that DAug works too well for Task C and
easily outshines the LeR technique. We have established multiple times in this study that the dataset is
imbalanced, and this imbalance increases with the increasing complexity of the task. Undersampling
can only work so well when we have to deal with 11 classes in Task C, where the majority of the classes
are very under-represented. This is where Data Augmentation comes in handy. By creating more data
instances for the minority classes, we are able to give the model more data to work with and thus increase
its performance in classification.

5.5.3 LeR policies

Figure 5.7 Performance of different LeR policies. The values are taken randomly to visualize the
difference and do not represent the actual values observed during model training.

As discussed in Section-5.3.2, we experiment with four different LeR techniques in our study. To
recap, they are Step Decay, Exponential Decay, Cosine Annealing, and One Cycle scheduling. They
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performed more or less similarly (as visible in Figure-5.7), with the only difference when it came to the
X or the ensemble model. In that case, Cosine Annealing edges out other approaches, and this may be
due to the fact that the X model has a lot going on underneath the layers. Not only does it have more
contextual embeddings thanks to DAP, but it also has more data to work with because of DAug. These
rising complexities require complex learning rate scheduling policies like that of Cosine Annealing.

5.5.4 Performance in Shared Task

Model Task A Task B Task C
Best Baseline 82.35 59.26 31.71
RoBERTa-X 85.09 65.89 40.23
Top-ranked 87.46 73.26 56.06

Table 5.2 Comparison of the performances of the Best Baseline model in task paper, the top-ranked
systems for each subtask, and our best performing model: RoBERTa-X

Lastly, we compare our best-performing model, i.e., RoBERTa-X, with the best baseline model of [1]
and the top-ranked systems for each task. Thanks to the ensemble of our effective techniques, we are
able to comfortably outperform the best task paper baseline model in each of the subtasks. We were not
able to beat the top-ranked system in any subtask, even though we came close. However, it must be noted
that for [1], no single approach was the top-ranked among all the three subtasks. The top-ranked system
score for each subtask in Table-5.2 is from a different participating team. On the other hand, through
our study, we were able to create a single ensemble approach that at least beat the best baseline if it did
not perform the best. Comparing our scores with the task leaderboard 2, our RoBERTa-X model would
stand in the top 30% submissions in Task A, top 25% submissions in Task B, and top 40% submissions
in Task C.

5.6 Conclusion

Through this study, we were able to explore the effectiveness of the DAP-LeR-DAug techniques
when it comes to classifying hate speech in the form of sexism. We were able to demonstrate that each
technique works well with a specific task, and when employed together in the form of an ensemble, we
are able to get the best performance out of them, irrespective of the BERT-based model being used as
the baseline. This goes on to show that the scores achieved were not coincidental, and the techniques
indeed complement each other in a good way.

Although the DAP-LeR-DAug techniques do not perform the best for any specific subtask when
compared with top-ranked systems, it should be pointed out that they do surpass the scores achieved
by the best baseline model in [1] quite comfortably. Nevertheless, there are a lot of ways to improve
performance, and we discuss them below.

2https://github.com/rewire-online/edos/tree/main/leaderboard
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5.6.1 Limitations

Like any research study, this, too, has its own share of limitations. Overcoming some of these would
directly result in better scores for each subtask, while some others may increase the training time but
nonetheless will improve the performance of the models.

First of all, we have used only the base versions of the BERT-based models. If not for the restraint
on computational resources, we could have used the large, extra-large versions of the baseline models.
The larger vocabulary and increased number of parameters would directly help to achieve better scores
in all three subtasks.

Another way to improve performance is using more data for DAP. The suggestion is indeed greedy
but will improve the performance nonetheless. Similarly, we could experiment with other forms of
hyperparameter tuning apart from LeR alone. Some of them could be optimizing the dropout rate, loss
functions, weight decay, and action variation functions. The impact of tuning such hyperparameters
may not be very noticeable, but it will optimize our model training nonetheless.

We can also experiment with different Data Augmentation techniques. In this study, we have only
used the EDA framework, but there are more complex ways to augment the data. For example, the
Language-Model-Based Data Augmentation (LAMBADA) framework [17], where a state-of-the-art
model is fine-tuned for the task using the limited data and then generates synthetic labelled data which
can be used to expand the original dataset. For a much simpler alternative, Back-translation can also
be considered. For that, we first translate the English sentence into a certain language and then back to
English. This is an easy and effective way to generate more samples for under-represented classes and
ultimately balance the dataset.

Finally, we can try to improve upon the pre-processing stage as well. As discussed in Section-4.5.1,
getting rid of all the emojis and hashtags is costly in the sense that they contribute to the sentence a lot
semantically. Eisner et al. 2016 [34] have showcased how techniques like hashtag segmentation and
emoji-2-vec can be used to enhance model performance. Emojis converted to vector embeddings and
combined with word embeddings will facilitate the models to learn more about any given sentence. This
improvement is definitely worth considering as emojis and hashtags are used a lot on social platforms
nowadays and they contribute to the context and semantics of the text.
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Chapter 6

Text-2-Wiki: Template driven Wikipedia Article Generation

Text generation has been one of the most vital points of research in NLP. It serves as a cornerstone
for the development of advanced natural language understanding systems. Such systems can then be
applied to populate information in domains and languages that have very limited presence in the public
domain. In this study, we aim to populate our native language, i.e., Hindi’s Wikipedia, on a certain
domain by making use of a template-driven and summarization-based approach. We have selected Dis-
eases and Medical Conditions as our domain for the study as they are a very important topic for readers
of any language.

The gist of the study is to scrape and collect data from public online resources and then clean it
accordingly. Then, we summarize the scraped data and organize it to give it structure. We follow it with
a translation and transliteration stage to convert the data into Hindi. This stage involves both machine
and manual translation and transliteration. Lastly, we end the study by drafting up a template in which
the data can be filled as fill-in-the-blanks. This ensures the automatic generation of a large amount of
articles in accordance with the Wiki structure.

6.1 Motivation

Wikipedia, the free online encyclopedia, stands as a monumental testament to the collaborative power
of global knowledge sharing. Launched in 2001, it has evolved into an unparalleled digital repository,
offering a vast compendium of information spanning subjects as diverse as science, history, and popular
culture. Driven by a legion of volunteer editors, Wikipedia has become a symbol of the democratiza-
tion of information, revolutionizing the way individuals access and contribute to the collective wisdom
of humanity. Users on Wikipedia collaborate in a structured and organized manner to publish and up-
date articles on numerous topics, which makes Wikipedia a very rich source of knowledge. English
Wikipedia has the most amount of information available (> 6.7 million articles) out of all the languages
on the platform. On the other hand, Hindi Wikipedia has approximately only 160k articles. Moreover,
the same article in Hindi can be vastly different from its English version and generally contains less in-
formation. This poses a problem for native Hindi speakers who are not proficient in English. Therefore,
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having the same amount of information in Indian Languages will help promote knowledge among those
who are not well-versed in English.

The usual process of publishing articles in Global Wikipedia is a very time-consuming process as it
is entirely manual. To get the amount of information in native Indian Languages up-to-speed with the
amount of information in English, automating the whole article generation process is the best option.
In the coming sections, we will be exploring a stage-wise approach ranging from Data Collection to
Summarization and Translation and finally ending with Template Creation and Article Generation as
visible in Figure-6.1. This approach ensures the efficient and automatic generation of a large amount
of content in Hindi Wikipedia in less time. With the help of this study, we will demonstrate how
to successfully generate more than a thousand articles in Hindi Wikipedia with ease compared to the
manual, time-consuming process.

Figure 6.1 Text-2-Wiki: Presenting an alternate way to create Wiki Articles

6.2 Data Collection

Data is arguably the most important feature of any research study, and having a dedicated stage for
collecting it has become even more necessary. As mentioned earlier, we had selected Diseases and
Medical Conditions as the domain for our articles. There were multiple dedicated resources available
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online for scraping data related to the domain.

Firstly, Simple Protocol and RDF Query Language (SPARQL)1 queries were explored to learn about
scraping data from Wikipedia specifically. SPARQL is a Resource Description Framework (RDF) lan-
guage, which refers to a semantic query language that is able to retrieve and manipulate data stored in
RDF format. The idea was to gather data about diseases from English Wikipedia. However, the diseases
were not stored in specific categories and had varying sections. This made the data too unstructured,
which would have caused a problem later on in the Template Creation stage. Having a different tem-
plate for every other disease or condition would beat the entire point of the study, i.e., to automatically
generate a large number of articles in a time-efficient manner.

Another option to explore in English Wikipedia itself was the translation of the articles on Diseases
and Conditions into Hindi directly. However, this approach also had its fair share of issues. Firstly,
even the English Wikipedia articles on the Diseases domain are not as rich in information as some of
the articles on online medical websites, and the depth of information varied wildly among the different
articles on Wikipedia. Moreover, the number of Diseases written about in Wikipedia is limited. It was
visible that many diseases did not have a dedicated page in English Wikipedia. Therefore, choosing this
approach would have limited our study to a very narrow use case, and the articles generated would have
failed to make the desired impact.

As a result, other resources dedicated solely to the medical field were explored. Web scraping using
Selenium was carried out to collect the data. During the scraping phase, websites like PharmEasy and
Netmeds were also considered, but due to Copyright restrictions, they were dropped from the list of
potential resources. The two major resources that were used for data collection for the study then are:

• Mayo Clinic2: Mayo Clinic is a nonprofit American academic medical centre focused on inte-
grated health care, education, and research. The majority of the web scraping was done from this
online medical resource.

• National Health Service (NHS)3: The National Health Service is the publicly funded healthcare
system in England and one of the four National Health Service systems in the United Kingdom.
This resource offered an additional way to gain information on more diseases and conditions and,
at times, even additional information for the diseases we had already scraped from Mayo Clinic.

All the required data was sourced from the sources discussed above only. The scraped data was saved
in a .CSV format file with the following 10 attributes for each disease and condition:

Name, Link, Overview, Symptoms, Causes, Risk Factors, Remedies, Diagnosis, Treatment, Medica-
tion

1https://query.wikidata.org/
2https://www.mayoclinic.org/diseases-conditions
3https://www.nhs.uk/conditions/
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6.2.1 Infobox Scraping

Infoboxes form a very important part of any Wikipedia article as they help provide concise informa-
tion in case the reader does not have the time to go through the entire article. Infoboxes for different
categories have different formats on the Wikipedia platform. For example, articles in the Diseases cat-
egories will have infobox attributes like Causes, Remedies, and Risks, while articles in the Cricketers
categories will have Total Runs, Average Runs, and ODI records as the attributes for their infobox for-
mat. Even though the Wikipedia articles themselves had limitations when being considered for data
collection, their infoboxes were free from any such drawback. They offered a concise way to represent
the most important information of the article and were mostly available for all diseases. Figure-6.2
showcases the structure of a typical infobox for an article on Medican Conditions.

Figure 6.2 Structure of a Medical Condi-
tion Infobox

As discussed earlier in this section, a considerable num-
ber of diseases did not have their own page on Wikipedia.
This causes concern in the cases where we have collected
data from the Mayo Clinic or NHS on a particular disease
or condition, but we do not have any Wikipedia page on the
disease. For such conditions, we need an alternate way of
creating infoboxes. Firstly, we noticed that three attributes,
namely, Causes, Symptoms, Medication, were the most im-
portant and common infobox attributes among all the in-
foboxes we had scraped from Wikipedia thus far. It is im-
portant to limit this detour to only a few variables because
a condition that does not have a Wikipedia page is bound
to be far less known than others. Moreover, the data for
such diseases on Mayo Clinic and NHS is very limited, too.
These three sections were the only ones that had data for
every disease scraped from NHS and Mayo Clinic. From
there, we went ahead and created a list of all the possible
values for those three attributes using the infoboxes we had
scraped. Next, for the diseases that did not have their page
on Wikipedia, we traversed their data, which was scraped
from the Mayo Clinic or NHS, and looked for the values
we had just enlisted. If there is a value present in a sen-
tence in the relevant section, we choose that value from the
list and select it to create this condition’s infobox. For in-
stance, if Migraine did not have a Wikipedia page and we
had to create its infobox, we would first traverse the Symp-
toms section from the data we had scraped from NHS/Mayo
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Clinic. Non-stopwords would be searched in the value list we had created, and we would have a match
for headache and nausea as they are symptoms of other diseases, too. We would select them and move
on to other sections. Finally, we will have collected enough data to create an infobox for a disease that
did not even have a Wikipedia page to begin with.

The infoboxes on the English Wikipedia had images as well, so we scraped their URLs, too. Since
the images on Wikipedia are affiliated with the WikiCommons4 project, they can be used in the study
without any copyright infringement issues. Ultimately, infobox scraping introduced 13 new variables
in our dataset, namely: Specialty, Symptoms, Usual onset, Duration, Causes, Risk Factors, Diagnostic
method, Prevention, Treatment, Prognosis, Frequency, Medication, ImageURL

These new infobox variables were merged with the scraped dataset and had the prefix info- attached
to them in order to avoid confusion with variables of the same name (like Causes, Symptoms) in the
scraped dataset. After merging the scraped and the infobox datasets, we had 23 attributes in total:
Name, Link, Overview, Symptoms, Causes, Risk Factors, Remedies, Diagnosis, Treatment, Medication,
info-Specialty, info-Symptoms, info-Usual onset, info-Duration, info-Causes, info-Risk Factors, info-
Diagnostic method, info-Prevention, info-Treatment, info-Prognosis, info-Frequency, info-Medication,
ImageURL

6.3 Structuring the Data

As we have scraped entire articles on diseases from the Mayo Clinic and NHS, the values are in
the form of sentences and not words like the infobox attributes. For generating articles in the third-
person language according to the Neutral Point of View (NPOV) guidelines5 issued by Wikipedia, it is
important to convert the language from its first-person and second-person tone. For this, the data needs
to be cleaned and structured properly.

6.3.1 Data Cleaning

Some of the sentences in the scraped dataset were links to other related articles and sections, while
others were sponsored content. This sort of noisy data is counterproductive to the final form we intend
to present the data in, i.e., neutral third-language Wikipedia articles. In order to clean the data, we en-
sured to remove links to other sections and articles, footnotes, section and subsection headers, duplicate
sentences, and language pertinent to the website, for example, ”Try our voice app”, ”Learn more about
our missions here”, etc.

4https://wikimediafoundation.org/our-work/commons/
5https://en.wikipedia.org/wiki/Wikipedia:Neutral_point_of_view
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6.3.2 Summarization

Many of the diseases, at least the common and widely known ones, have a plethora of information
in the articles related to them on Mayo Clinic and NHS. As discussed in the earlier section, many of
the sentences have an instructional tone, non-third-person narrative and informal language, which is not
ideal for the type of articles we intend to generate in this study. The generated articles need to have struc-
tured and formal sentences on diseases and conditions like those found in English Wikipedia. Therefore,
there is a need for a selective summarization technique that filters out the unnecessary sentences and re-
tains only those sentences that are structured and contribute to the meaning of the paragraph in the final
version of the dataset.

Our technique empahises upon the simple weighted word frequency and sentence scoring approach.
It is pretty straight-forward and simple yet effective. An important note to keep in mind is that we
obviously emit stop-words when calculating the scores.

WF =
fw
fw∗

(6.1)

where WF is the weighted frequency of the word, fw is the frequency of the current word in the entire
text, and fw∗ refers to the frequency of the most occurring word in the text.

SS =
n∑
1

WF , (6.2)

Avg. SS =

∑
SS

s
(6.3)

where SS refers to the sentence score of a sentence, n is the number of weighted frequency non-
stopwords in the sentence, and WF is the weighted frequency score of the word, s is the total number
of sentences in the text.

The concept behind the technique is to set a threshold value of SS, and any sentence whose SS

score is more than this value can be extracted to be kept in the final structured dataset. For coherency
and context, we pick two to three sentences before and after that sentence, depending on its position
in the paragraph. All in all, the dataset had the same attributes as earlier, but their values had been
fine-tuned and polished according to the study’s requirements. A considerable amount of content was
lost, but the informativeness and coherence were retained.

6.4 Translation & Transliteration

Out of the 23 variables of the merged dataset, only 21 needed to be translated/transliterated to Hindi
as the other two, namely: Link and ImageURL, were hyperlinks. For translation, the Google Translate6

6https://translate.google.com/
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library was decided upon after also experimenting with Bing translator7. We observed that Bing trans-
lator provides better performance only when context is involved in sentences and they are of a longer
length, but as our sentences were context-free, Google translator gave more than satisfactory perfor-
mance.

For transliteration, the Indic transliteration library8 was used. Generally, the transliteration was of a
decent standard, but the names of approximately 30 diseases were not transliterated properly. For those,
the transliteration was done manually. The transliteration was shown to native Hindi speakers, who were
able to comprehend it without any issues. All in all, the transliteration was impressively clear, making
the content of the article comprehensible for those with limited to moderate understanding of the disease
or medical terminology.

6.5 Template-driven Generation

The next stage of the study involves coding the Jinja2 template. This template, along with Python
scripting, would help to generate thousands of articles automatically. In the template, all the structured
dataset variables like Overview, Causes, Medication, etc. function like the sections of our wiki articles.
For the infobox template, the official Wikipedia medical condition infobox format9 (Figure-6.2) was
used. Using the official format gives the advantage of automatic translation when the Wiki Sandbox
has other languages’ extensions embedded. Wiki Sandbox is a very powerful tool which automatically
renders anything with a proper Wikimedia link. This is exactly why we had two different attributes
for storing the Link and ImageURL. The links of the sources will be automatically generated in the
References section of the Wiki article as sources the article was inspired from, and the image will auto-
matically render in the infobox thanks to its Wiki Commons Image URL.

The very last stage of the study involves the creation of an eXtensible Markup Language (XML)
dump that will contain all the thousands of generated articles in a single XML format file. Extensible
Markup Language is a markup language and file format for storing, transmitting, and reconstructing
arbitrary data. It defines a set of rules for encoding documents in a format that is both human-readable
and machine-readable. For our study, this XML header file is created, which has all the XML meta-info
of the TeWiki (our copy of the Wiki environment for testing and reviewing articles before publishing
on the global Wikipedia) website. Whenever a single article is generated, it is appended to this same
header file. This process repeats until the very last article is generated. This automation saves a huge
amount of time for writing Wikipedia articles.

7https://www.bing.com/translator
8https://github.com/indic-transliteration/indic_transliteration_py
9https://en.wikipedia.org/wiki/Template:Infobox_medical_condition
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Figure 6.3 Snapshot of Hindi Wiki article generated on Migraine disorder

6.6 Results

Finally, the XML dump for all 1154 articles was generated and shared with the IndicWiki project10

coordinators. The criteria for evaluation is entirely manual. The articles are reviewed by the editors
manually and quite thoroughly. It is a lengthy process which takes time. The small errors relating to the
manual aspect of the methodology, for example, transliteration, were corrected manually. Apart from
those, no major concerns or issues were raised as such. The articles were imported onto the TeWiki
website without any issues, and in due time, they will be uploaded to the global Hindi Wikipedia. Even
if the reviewers may have missed some errors, it would not be a major concern as the Wikipedia platform
is meant for the users to not only read the articles but also help improve them by pointing out mistakes
and correcting them manually as and when needed. As discussed earlier, the Wiki Sandbox is a very
powerful feature, and the XML meta-data of each disease or condition is rendered quite seamlessly as
Wiki articles. Figure-6.3 shows the generated Hindi Wiki article for Migraine.

6.7 Contribution

In terms of the amount of information, the generated articles had more information than their global
Hindi Wikipedia counterparts and, in some cases, even more than their global English Wikipedia pages.

10https://indicwiki.iiit.ac.in/
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This is primarily due to the fact that our sources for collecting information on diseases were NHS and
Mayo Clinic medical articles, and they often contain more information on a particular disease than any
global English Wikipedia article. The reason for this is the fact that they are authored by certified med-
ical professionals and other subject matter experts, unlike the Wikipedia articles.

We also consider the contribution of our study to the Wikipedia platform. As discussed earlier, Hindi
Wikipedia has only a fraction of the amount of articles of that of English Wikipedia. The same holds true
for the Human Diseases and Disorders category. English Wikipedia has approximately 1500 articles on
the subject, while Hindi Wikipedia’s count comes to around 500 articles. With our contribution, this
number will rise to a little over a thousand and five hundred articles. Even if consider 500 articles to
be repeated in both versions, our contribution still adds more than 600 new articles while also adding
extra information to about 500 persisting articles in Hindi Wikipedia. This clearly highlights that the
automated template-driven generation of Wikipedia articles can help close or at least shorten the vast
gap that exists between information available in English and native Indian Languages.

6.8 Conclusion

Through this study, we were able to explore the effectiveness of a summarization-based and template-
driven approach to generate a large amount of Wikipedia articles automatically. We demonstrated a step-
by-step approach from collecting data from online medical resources and infoboxes of Wikipedia articles
to cleaning and structuring it appropriately. Then, we followed it by translating and transliterating the
data into Hindi and forming a Jinja2 template which when coupled with Python scripting, was able to
generate an XML dump of more than a thousand Hindi Wiki articles.

This goes on to show that the stages indeed complement each other in a commendable manner. With
this study, we are able to demonstrate a very important application of NLP techniques in the modern
day, i.e., producing a large quantity of good quality content in the native language of the readers on a
platform which follows strict guidelines when it comes to the neutral tone of the articles. This method
may be used to generate Wiki articles in any number of languages, given the availability of required
Data Resources, Machine Translation and Transliteration tools, and expert assistance for that language.

6.8.1 Limitations

Before closing the chapter, it is imperative to also discuss the limitations of this study. Overcoming
some of these would directly result in a better quality of articles, while some others may increase the
amount of information present in each article.

First and foremost, we can try to improve our summarization technique by making use of more ef-
ficient and accurate deep-learning-based approaches. This would help us to lengthen or shorten our
sections appropriately. We can also try to use abstractive summarization rather than just extractive sum-
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marization. Implementing abstractive summarization while keeping Wikipedia’s strict neutral tone in
articles in mind is a challenge worth taking on. The results of such a study could prove beneficial for
anyone interested in the automated generation of Wikipedia articles.

Efforts can also be made to automate the evaluation stage. The current setup requires a long time
for evaluation, given the manual nature of it. A spelling and grammar check bot can be developed
with built-in Wikipedia’s NPOV features. However, building such a bot is a research study on its own
and would require proper time and resources for its development. Lastly, we can try to include more
linguistic variation in our template to make sure the articles produced have neutral but varied tones, as
reading monotonous articles will not prove ideal for native language readers.
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Chapter 7

Conclusion

In this thesis, we have looked at some impressive techniques for text classification and text gener-
ation. We analyzed the EDOS shared task dataset in great detail and reached the conclusion that it is
more than fit for use in the development of automated systems that aim to detect sexism online. For
building these automated systems, we considered two different machine-learning approaches. The ini-
tial approach included conventional machine learning techniques using simple statistical classifiers and
support vector machines. We demonstrated a considerable increase in the performance of this technique
by utilizing different data resampling techniques. With these improvements, our models were able to
outperform the baseline scores set by the organizers for the shared task. Moving on to more advanced
approaches, we also experimented with BERT-based classifiers for the shared task. We illustrated how
the ensemble of the three different techniques, DAP-LeR-DAug, was not only able to comfortably out-
perform the best baseline scores set by the organizers for the EDOS shared task but also reached quite
close to the top-ranked systems in some of the subtasks. We also noted the importance of each tech-
nique for the boost in performance it provided to each subtask and also realized how non-linguistic
purely mathematical techniques like Learning Rate scheduling can help better the performance of text
classification models. Lastly, we also discussed the significance of these techniques in the context that
no single approach was the top-ranked system for all the three subtasks in the EDOS shared task leader-
board. Although our techniques did not perform the best, the gain in performance they provided for
each subtask was substantial, and they can be used to provide similar improvements in performance for
other text classification tasks.

In terms of data availability in Indian languages, we highlighted the vast gap that exists between En-
glish Wikipedia and any other Indian language Wikipedia. In an effort to shorten this gap, we proposed a
template-driven approach to generate a large number of Wikipedia articles automatically. We illustrated
how relevant data for the target domain can be scraped from reliable sources online. Data in online
platforms mostly exists in unstructured format, and we provided guidelines on how to structure and
summarize it appropriately so as to create a meaningful textual dataset. We experimented with different
translation and transliteration libraries available to ensure that the data was translated into Hindi in the
best quality possible. We even had to resort to manual transliteration of some of the complex disease
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names, given the libraries’ inability to do the same. Finally, we demonstrated how a template can be
drafted for a sample article of the target domain and how we can treat the activity of generating articles
as filling in the blanks of the drafted template using the dataset attributes and corresponding values. We
concluded this endeavour by generating an XML file containing data of 1154 articles on Diseases and
Disorders, which is ready to be published on Hindi Wikipedia.

7.1 Future Work

We have already discussed in great detail the limitations of each of our techniques and studies at the
end of each chapter. Now, we take a look at how we can meaningfully improve upon our work in the
future and some other directions we can extend our work in:

• Firstly, techniques like hashtag segmentation and emoji-2-vec [34] can be utilized so the mod-
els do not miss out on important information for detecting sexism. The current setup for both
conventional and BERT-based classifiers removes them during the pre-processing stage.

• The work in this thesis has only utilized the base versions of the BERT-based classifiers. The XL
and XXL versions of the classifiers should also be experimented with as their extended vocabu-
lary and increased number of parameters should hypothetically provide a boost in performance.

• In terms of the DAug approach, the impact of other techniques like Back-translation and LAM-
BADA [17] should also be tested. Only after having experimented with each of the well-known
augmentation techniques can we gauge how impactful the DAug stage really is.

• Apart from the Learning rate alone, the extreme tuning of other hyperparameters, like optimiz-
ing the dropout rate, loss functions, weight decay and activation functions, should also be studied.
Studying their impact on the model performance will shed light on to what extent non-linguistic
techniques can improve the performance of NLP models.

• In terms of the summarization techniques used to extract only the required sentences from the
dataset for the generation of Wiki articles, we can experiment with abstractive summarization
techniques as well instead of only focusing on extractive summarization.

• For producing better quality Wiki articles, we can strive to include more linguistic variation in
our template. This would help the articles have neutral but varied tones and save the readers
from having to read monotonous literature.

• Finally, in an effort to blend our two text classification and text generation studies, work can
also be directed towards building a Wikibot trained for detecting harassment or vandalism on
Wikipedia pages. Since Wikipedia is a free and public platform, it suffers from vandalism fre-
quently, and the development of such a Wikibot would ensure a safe digital space on the platform
for promoters of knowledge.
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