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Abstract

Artificial time delay controller was conceptualised for nonlinear systems to reduce depen-
dency on precise system modelling unlike the conventional adaptive and robust control strate-
gies. In this approach unknown dynamics is compensated by using input and state measure-
ments collected at immediate past time instant (i.e., artificially delayed). The advantage of this
kind of approach lies in its simplicity and ease of implementation. However, the applications
of artificial time delay controllers in robotics, which are also robust against unknown state-
dependent uncertainty, are still missing at large. This thesis presents the study of this control
approach toward two important classes of robotic systems, namely a fully actuated bipedal
walking robot and an underactuated quadrotor system.

In the first work, we explore the idea of a unified control design instead of multiple con-
trollers for different walking phases in adaptive bipedal walking control (i.e. control taking care
of unknown robot parameters) while bypassing computing constraint forces, since they often
lead to complex designs. State-of-the art attempts to design a single controller for all walking
phases either ignored or oversimplified the state-dependent constraint forces which may lead to
conservative performance or even instability. This work proposes an innovative artificial time
delay based adaptive control method, which covers the entire bipedal walking phase and pro-
vides robustness against state-dependent unmodelled dynamics such as constraint forces and
external impulsive forces arising during walking. Studies using a high fidelity simulator under
various forms of disturbances show the effectiveness of the proposed design over the state of
the art.

The second work focuses on quadrotors employed for applications such as payload deliv-
ery, inspection and search-and-rescue. Such operations pose considerable control challenges,
especially when various (a priori unbounded) state-dependent unknown dynamics arises from
payload variations, aerodynamic effects and from reaction forces while operating close to the
ground or in a confined space. The existing adaptive control strategies for quadrotors, un-
fortunately, are suitable to handle unknown state-dependent uncertainties. We address such
unsolved control challenge in this work via a novel adaptive artificial time delay controller.
The effectiveness of this controller is validated using experimental results.
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Chapter 1

Introduction

Owing to the advancement in technology, there is a steady rise in the use of robotics in
both research and industry for commercial purposes. These robots are often required to be
operated autonomously to perform repeated tasks more efficiently than humans. One of the
critical components to achieve autonomy is control system. Control has a broad classification
from choosing a high-level trajectory tracking to a low-level control for choosing actuator
inputs. The primary objective of a high level controller is to calculate desired actuator inputs
for a specific objective such a trajectory tracking or velocity tracking. These inputs are further
converted to current or voltage inputs by another controller at the lower level.

In the following sections of this introductory chapter, the motivation for this thesis is dis-
cussed, followed by a brief overview of the relevant fundamental principles and methods in-
volved in constructing this work. Then, a brief section on the contribution of this thesis is
provided, followed by the overall organization of the thesis.

1.1 Motivation

A nonlinear system in a practical scenario is always subjected to parametric and non para-
metric uncertainties making the control problem extremely challenging. To tackle this chal-
lenge, researchers have extensively used adaptive and robust control strategies [1–5]. A robust
control strategy provide robustness against system uncertainties within a predefined bound.
Whereas, an adaptive control strategy estimates the unknown system parameters online with-
out their a priori knowledge. This apparently gives adaptive controller an edge over a robust
controller. However, compared to a robust controller, an adaptive controller requires structural
knowledge of the system as well as is computationally intensive.
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In view of the individual challenges of a typical adaptive and robust controller, adaptive-
robust control strategy was devised combining the best qualities of both the approaches (cf.
[6–10] and references therein). In this approach, uncertainties are represented by one single
lumped function and then it is estimated online. Nevertheless, these existing adaptive-robust
controllers a priori knowledge of the nominal values of uncertain system parameters. This
implies that the accurate modelling of the system is necessary which is not possible in the face
of unmodelled dynamics.

Therefore, the time-delay estimation (TDE) [11–18] technique has been introduced as a
simple alternative for the design of a model free controller that addresses the lack of a priori
knowledge of uncertainty and/or unmodelled dynamics. The TDE technique assumes a single
lumped system uncertainty and estimates it with only control input and state information of
the previous time instant. This time-delay control (TDC) usually consists of two parts. One
part cancels the unknown and non-linear dynamics of the robot and the other part is the desired
dynamics injection part.

The estimation error originating from the TDE method, a.k.a the TDE error, deteriorates
the control performance. Various robust and adaptive control strategies have been employed
along with TDE to mitigate such effect [15, 19–26]. However, these existing designs rely on
a priori boundedness of the TDE error, which ignores state-dependent uncertainty. This thesis
primarily addresses such a gap in literature in the context of two important classes of Euler-
Lagrange systems.

1.2 Preliminaries

1.2.1 Choosing Euler-Lagrange Systems

Any electro-mechanical system that captute a wide range of real-world robotic systems such
as mobile robots, aerial robots, legged robots, manipulators [16, 18, 27–31] can be modelled
using Euler-Lagrange dynamics. Usually in modelling a system with lumped parameters such
a electro-mechanical systems, there are two approaches:

• Derivation of equations of motion using the first principles of laws of forces such as New-
ton’s second law and Kirchhoff’s law. Such approach becomes tedious for complicated
systems and require significant domain knowledge.

• Derivation of system equations called the EL equations which are non-linear differential
equations whose starting point is the definition of energy functions which leads to the
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definition of Lagrangian. This approach provides a generalised representation of system
dynamics eliminating the need to identify different kinds of plants for each controller.

1.2.1.1 Overview of Euler-Lagrange representation

In this representation, the equations of motion are formulated by minimising Lagrangian
Integral defined as:

∫ tf

ti

L(t, q(t), q̇(t))dt

where q(t), q̇(t) ∈ Rn are the generalised coordinated and their corresponding velocities. Con-
sidering q(ti) and q(tf ) to be start and end points of a path taken according to the Lagrangian,
Hamilton’s principle states that the path must have stationary action [32]. Using this principle
and considering non-conservative forces such as control input, external disturbance and friction
in mechanical systems:

d

dt

(
∂L
∂q̇

)
− ∂L
∂q

= τ + ds − h(q, q̇) (1.1)

where τ ∈ Rn is the control input, ds ∈ Rn is the lumped parameter of all external disturbances
and h(q, q̇) ∈ Rn is the parameter representing the frictional forces. The above mentioned EL
system can be compactly can be written as:

M(q)q̈ + C(q, q̇)q̇ +G(q) + f(q̇) + ds = τ (1.2)

where M(q) ∈ Rn×n is the generalised inertia matrix which is uniformly positive definite,
C(q, q̇) ∈ Rn×n denotes the centripetal and coriolis terms, G(q) ∈ Rn denotes the gravity
vector f(q̇) ∈ Rn represents the frictional terms.

The above representation (1.2) has some properties that are exploited for control design
(cf.[33–37]).

• M(q), g(q) and ds are bounded individually.

• C(q, q̇) is upper bounded as ∥C(q, q̇)∥ ≤ Cb∥q̇∥ where Cb ∈ R+

• f(q̇) is upper bounded as ∥f(q̇)∥ ≤ fb∥q̇∥ where fb ∈ R+

These properties are later used in Chapters 2 and 3 for control design.
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1.2.2 Stability Notion

For an autonomous nonlinear system that is represented by the following dynamic equa-
tion(cf.[38])

ẋ = f(x(t)), x(0) = x0

with x(t) ∈ Rn representing the state vector, f satisfying the standard conditions for existence
and uniqueness such a Lipschitz continuous with respect to f ; the stability is attained when the
function f at equilibrium point x = xe is f(xe) = 0 and f ′(xe) = 0. This equilibrium point xe
is said to be:

• Stable in the sense of Lyapunov, if for any ϵ > 0, there exists δ > 0 such that

∥x(0)− xe∥ < δ =⇒ ∥x(t)− xe∥ < ϵ ∀t ≥ 0

Stability ensures that the states starting within the bound δ, will remain within the bound
ϵ

• Asymtodically Stable in the sense of Lyapunov if

– The equilibrium point xe is stable

– The equilibrium point xe is locally attractive i.e.,

lim
t→∞

∥x(t)− xe∥ = 0

This implies that the system is not only stable but also is converging towards the equilib-
rium point xe.

• Exponentially Stable in the sense of Lyapunov if there exist constants α, β > 0, ϵ > 0

such that
∥x(t)− xe∥ ≤ α∥x(0)− xe∥e−βt ∀t ≥ 0 and ∥x(0)∥ ≤ ϵ

Exponential stability ensures that the system converges to equilibrium at an exponential
rate.

• Uniformly Ultimately Bounded(UUB) with an ultimate bound b if there exist b > 0, c >

0 and for every a ∈ (0, c) there exist T = T (a, b) ≥ 0 such that

∥x(0)∥ ≤ a =⇒ ∥x(t)∥ ≤ b, ∀t ≥ T

This is used to show the boundedness even if there is no equilibrium point at the origin.
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1.2.3 Artificial Delay-based Controller: A Background on TDE method

While there is existing literature that deals with systems that have explicit time-delays from
various sources (such as actuator delay, communication channel-induced delay, etc.), a parallel
body of literature is emerging where time-delay is artificially introduced into the system to
achieve various advantages. In studies [39, 40], external time delay is purposefully introduced
into the system to provide state derivative feedback. Time-Delayed Control (TDC) [11, 41]
was conceptualized as an alternative robust control paradigm, especially for uncertain nonlinear
systems with the goal of reducing system modeling dependency. However, these studies mostly
focus on linear systems.

Traditional robust control strategies require prior knowledge of the entire system to devise a
suitable predefined uncertainty bound. However, it is not always practical to find such a bound.
In contrast, TDC does not require a thorough understanding of the system model. This control
methodology combines all uncertain system dynamics terms into a single lumped unknown
function and approximates it using control input and state information from the most recent
time instant, which is referred to as time-delayed estimation (TDE).

The benefits of TDC are well-known, as it greatly reduces the burden of tediously identi-
fying a complex system model and is easy to implement. It is worth noting that researchers
have used a Neural Network (NN)-based technique to approximate uncertain system dynam-
ics [42, 43]. However, TDC has a lower computational cost than NN-based approaches, as
demonstrated in [44]. This is because the latter involves a greater number of tunable parame-
ters and requires expert knowledge during the approximation stage. TDE method approximates
the lumped system uncertainty by only using control input and state information from the im-
mediate past time instant. Moreover, the design process does not require expert knowledge
[11, 41, 45–47].

1.2.3.1 A Brief Outline of TDC

From the equation (1.2)

Mq̈ + C(q, q̇)q̇ +G(q) + f(q̇) + d = τ

where q(t) ∈ Rn; τ ∈ Rn;M(q) ∈ Rn×n;C(q, q̇) ∈ Rn×n;G(q) ∈ Rn; f(q̇) ∈ Rn

M̄ q̈ +N(q, q̇, q̈) = τ (1.3)

where N(q, q̇, q̈) ≜ (M(q)−M̄)q̈+Cq, q̇)q̇+G(q)+f(q̇)+d with M̄ > 0, a constant matrix.
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The control input for tracking a desired trajectory qd is defined as:

τ = M̄u+ N̂(q, q̇, q̈) (1.4)

u = u0 +∆u

u0 = q̈d +KDė+KP e

where u is the auxiliary control input, N̂ is the nominal value of N , e ≜ qd − q is the tracking
error; KP , KD ∈ Rn×n are positive definite matrices and ∆u is the adaptive control term.

N̂ is the estimated value of N computed via past input and state data as follows with L > 0,
a small time delay to reduce the modelling effort of a complex system as follows:

N̂(q, q̇, q̈) ∼= N(q(t− L), q̇(t− L), q̈(t− L)) = τ(t− L)− M̄ q̈(t− L) (1.5)

The Time Delay Estimation(TDE) error which is the approximation error in TDC remains
bounded for the system (1.3) if M̄ is selected such that

∥M−1M̄ − I∥ < 1 (1.6)

The original system (1.2) is delay-free. In TDC, however, the time delay L in equation (1.5) is
intentionally introduced to approximate the term N using time-delayed input and state infor-
mation. This approach reduces the modeling effort, giving TDC an advantage over traditional
robust control strategies such as in [48,49]. For instance, to design its control input, the designs
in [48, 49] require nominal knowledge of both M and N [48]. On the other hand, TDC only
requires knowledge of the range of perturbation in the mass matrix M to design the control
law, as shown in (1.4)-(1.5) and (1.6). Over the last two and a half decades, TDC’s simplicity
and effectiveness have benefited shape memory alloys [17], ionic polymer metal composite
actuators [50], aerial vehicles [19], wheeled mobile robots [20], underwater vehicles [21], ma-
nipulators [15, 22], humanoids [23], electro-hydraulic actuators [24], fuel-cell systems [25],
and synchronous motors [26]. It has been demonstrated that the conventional TDC outper-
forms the traditional PID controller [46, 51] or a class of adaptive sliding mode controllers
[47].

1.3 Contribution of this Thesis

In the view of above discussion, this thesis contributes to the following direction:

6



• A time delay-based adaptive controller is formulated can tackle state-dependent uncer-
tainty and unmodelled dynamics without their a priori knowledge, regardless of the na-
ture of these as seen in the applications to payload delivery with both bipedal walking
and quadrotors.

• The formulated controller is simpler as it is capable of controlling a bipedal in all the
phases of walking of single support stage, double support stage.(cf. [52–54]) and ac-
counts for constraint forces without the need for additional computation (unlike cf. [55,
56]).

• The proposed method for a quadrotor system, is a first of its kind, because the existing
TDE methods for quadrotors ([57–59]) are non-adaptive solutions, to the best of the
author’s knowledge.

• The closed-loop stability of the proposed controller has been verified analytically. The
performance of the formulated control design has been verified via realistic experiments
with a high fidelity simulator along with hardware experiments(in the case of Quadrotor).
To validate the efficacy of the controller design, the obtained results are compared against
state-of-the-art methods.

1.4 Thesis Organisation

This thesis is organised into 4 chapters as follows:

• Chapter 1: This is an introductory chapter detailing the motivation behind the research,
the contributions of the thesis and its outline.

• Chapter 2: This chapter introduces Time Delay based Controller(TDC) for all the stages
of bipedal walking together. The Euler-Lagrange dynamics for the bipedal has been in-
troduced. The uncertainties are lumped and is estimated using time delay control strate-
gies. The closed loop stability is established analytically using Lyapunov theory. Mul-
tiple simulation scenarios are provided to establish the performance improvement over
the state-of-the-art controllers.

• Chapter 3: This chapter first introduces quadrotor co-design dynamics wherein the po-
sition and attitude dynamics are partly decoupled into outer loop and inner loop respec-
tively. Time delay based controller is designed to address the unmodelled, uncertain
parameters that are involved while carrying a payload of unknown mass via a quadrotor.

7



The closed loop stability is established analytically and experimental scenario performed
on hardware is discussed.

• Chapter 4: This chapter concludes the thesis and a briefly discusses the possible future
work.

8



Chapter 2

Adaptive Artificial Time Delay Control for Bipedal Walking

with Robustification to State-dependent Constraint Forces

2.1 Introduction

Artificial time delay based control is a control strategy requiring limited system knowledge:
it was proposed in, by approximating uncertainties via input and state information of immediate
past instant. Owing to its simplicity in implementation and significantly low computation
burden, adaptive control using artificial delay found remarkable acceptance in the robotics
community in the last decade, including bipedal robot control.

Therefore, based on the proven benefits of artificial time delay based designs over other
adaptive schemes, an obvious question arises: can the state-of-the-art biped controllers, be
extended to handle the unmodelled constraint forces? Unfortunately, we do not get a positive
answer for this question as constraint forces are state-dependent terms and cannot be bounded a
priori; whereas, cannot handle state-dependent unknown uncertainties (and discussion later in
Remark 4). In fact, under such uncertainty setting, instability cannot be ruled out for adaptive
controllers which are built on the assumption of a priori bounded uncertainty. In view of the
above discussion, an adaptive-robust TDE (ARTDE) scheme is designed for bipedal walking
with the following contributions:

• The proposed controller is simpler as it does not require different controllers for different
phases of walking motion (cf. [52–54]) or does not require to compute constraint forces
separately (cf. [55, 56]).

• Unlike [60–62], the proposed adaptive TDE method is also robust (hence called adaptive-
robust TDE) to constraint forces, which are considered as state-dependent unmodelled
dynamics.

9



The rest of the chapter is organised as follows: Section 2.2 describes the Euler Lagrange
Dynamics; Section 2.3 details the proposed control framework, while corresponding stability
analysis is provided in Section 2.4; comparative simulation results are provided in Section 2.5.

2.2 System Dynamics and Problem Formulation

Let us consider the following class of n degrees-of-freedom (DOFs) dynamics for the biped
robot [62, 63]

M(q)q̈ +H(q, q̇) = τ , (2.1)

where q ∈ Rn is the joint position; τ ∈ Rn is the control input; M(q) ∈ Rn×n is the
mass/inertia matrix and H(q, q̇) ∈ Rn combines other system dynamics terms (e.g., Coriolis,
friction, gravity) including unmodelled dynamics and disturbances. The following standard
property holds

Property ([60–63]): The matrixM(q) is uniformly positive definite for all q, i.e., ∃ψ1, ψ2 ∈
R+ such that

ψ1I ≤M(q) ≤ ψ2I ⇒ (1/ψ2)I ≤M−1(q) ≤ (1/ψ1)I. (2.2)

Remark 2.1 (On the system dynamics) As an alternative to the unconstrained system dy-

namics (2.1), some researchers have proposed constrained multi-modal dynamics (cf. [52–

56]). However, the latter approach involves different dynamics for different walking phases

(e.g., single support, double support, impulse etc.), requiring different controller for each

phases, making the control design and analysis comparatively difficult [54]. Dynamics (2.1)

can simplify the control design provided it can handle the ground reaction forces acting as

impulsive unmodelled dynamics.

Assumption 2.1 (Uncertainty setting) Inertia matrix M is not precisely known, but its upper

bound ψ2 from (2.2) is known. At the same time, the state-dependent (via q and q̇) dynamics

term H in (2.1) is unknown. Hence, H cannot be considered to be bounded by a constant a

priori to the control design [64–66].

Remark 2.2 (Generality of the proposed approach) Bipedal motion from a constrained and

an unconstrained dynamics are related via state-dependent dynamics terms [54]. Therefore,
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Assumption 2.1 allows to include constraint forces in the unified dynamics (2.1) as unmodelled

dynamics. Nevertheless, state-of-the-art adaptive designs cannot handle such a challenge for

biped walking problem (cf. Remark 4).

Assumption 2.2 The desired trajectory qd(t) is designed such that qd, q̇d, q̈d ∈ L∞. Further,

to avoid kinematic singularity, the desired knee angle trajectory is designed such that the knee

is never fully-stretched (cf. [63]).

In view of the aforementioned discussion, the control problem is defined as below:
Control Problem: Under Assumptions 1-2 and Property (2.2), design an adaptive control

for biped walking motion while negotiating unknown state-dependent uncertainty stemming
from constraint forces (in line with Remark 2).

2.3 Controller Design and Analysis

Before presenting the proposed controller, the biped dynamics (2.1) is re-arranged by intro-
ducing a constant and positive definite diagonal matrix M̄ as

M̄ q̈ +N(q, q̇, q̈) = τ, (2.3)

with N(q, q̇, q̈) = [M(q)− M̄ ]q̈ +H(q, q̇) (2.4)

and the choice of M̄ is discussed later (cf. discussion after (3.21)). Note that owing to As-
sumption 1, the unknown dynamics is now subsumed under N .

Let us define the tracking error as e(t) = qd(t) − q(t). Subsequently, variable dependency
will be omitted whenever obvious for brevity. The control input τ is designed as

τ = M̄u+ N̂(q, q̇, q̈), (2.5a)

u = u0 +∆u, (2.5b)

u0 = q̈d +KDė+KP e, (2.5c)

where KP , KD ∈ Rn×n are two positive definite matrices; ∆u is the adaptive control term to
be designed later and N̂ is the estimated value of N computed via the past input and state data
as [11, 12]

N̂(q, q̇, q̈) ∼=N(qL, q̇L, q̈L) = τL − M̄ q̈L, (2.6)

where L > 0 is a small time delay.
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Remark 2.3 (Artificial time delay) The uncertainty estimating process via past data (i.e.,

time delayed data) as in (2.6) is typically called in literature as time-delay estimation (TDE)

or artificial delay based estimation method, since time delay is invoked into the system artifi-

cially/intentionally via past data, while the original system was free of any time delay. Since

the TDE process (2.6) relies on immediate past data, L is typically selected in practice as the

sampling interval of available hardware [11, 12, 67–71].

Substituting (3.4a) in (3.3), one obtains

ë = −KDėL −KP eL + σ, (2.7)

where σ = M̄−1(N − N̂) represents the estimation error stemming from (2.6), also termed as
TDE error.

Design of the adaptive control term ∆u relies on the upper bound structure of σ as derived
subsequently, followed by the proposed adaptive law.

2.3.1 Upper bound structure of σ

From (2.4) and (3.6), the following relations can be achieved:

N̂ = NL = [M(qL)− M̄ ]q̈L +HL, (2.8)

σ = q̈ − u. (2.9)

Using (3.7), the control input τ in (3.4a) can be rewritten as

τ = M̄u+ [M(qL)− M̄ ]q̈L +HL. (2.10)

Multiplying both sides of (3.8) with M and using (2.1) and (3.9) we have

Mσ = τ −H −Mu,

= M̄u+ [M(qL)− M̄ ]q̈L +HL −H −Mu. (2.11)

Defining K ≜ [KP KD] and using (3.6) we have

q̈L = q̈dL − ëL = q̈dL +KξL − σL +∆uL. (2.12)

Substituting (3.11) into (3.10), and after re-arrangement yields

σ =M−1M̄(∆u−∆uL)︸ ︷︷ ︸
χ1

+M−1(ML∆uL −M∆u)︸ ︷︷ ︸
χ2
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+M−1{M̄ q̈d − (M −ML + M̄)q̈dL +HL −H}︸ ︷︷ ︸
χ3

+M−1(ML − M̄)KξL︸ ︷︷ ︸
χ4

−M−1(ML − M̄)σL︸ ︷︷ ︸
χ5

+ (M−1M̄ − I)Kξ︸ ︷︷ ︸
χ6

. (2.13)

The following Lemma provides the upper bound of ||σ||:

Lemma 2.1 ([72, 73]) Under the condition

||E|| = ||I −M−1(q)M̄ || < 1, (2.14)

and the property (2.2), there exist (unknown) scalars δ1,2,··· ,5, such that

||χ1,2,3|| ≤ δ1,2,3, ||χ4|| ≤ ||EK||||ξ||+ δ4, (2.15)

||χ5|| ≤ ||E||||σ||+ δ5, ||χ6|| ≤ ||EK||||ξ|| (2.16)

yielding

∥σ∥ ≤ β0 + β1∥ξ∥, (2.17)

where β0 =
∑5

i=1 δi
1− ∥E∥

, β1 =
2∥EK∥
1− ∥E∥

. (2.18)

The condition (2.14), which is standard in the literature of TDE based controllers [11, 12,
60–62, 67–71], gives the criterion to select M̄ , which is feasible since upper bound knowledge
of M is available from Assumption 1.

Remark 2.4 (State-dependent TDE error bound) The upper bound structure of TDE error

σ in (3.20) has state-dependency via β1||ξ||, implying σ cannot be considered bounded a priori.

We will show later that assuming a priori boundedness not only sacrifices tracking accuracy,

but may cause instability during bipedal walking (cf. Sect. IV.B).

2.3.2 Design of the Adaptive Control Law ∆u

The term ∆u is designed as

∆u = αc sig(s, ϵ), (2.19)
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where s = BTPξ, ξ =
[
eT ėT

]T
and P > 0 is the solution of the Lyapunov equationATP + PA = −Q

for some Q > 0, where A =

[
0 I

−KP −KD

]
, B =

[
0

I

]
; α ∈ R+ is a user-defined scalar;

c ∈ R+ is the overall switching gain tackling σ and sig(s, ϵ) ≜ s/
√
||s||2 + ϵ. Here, ϵ is a

small positive scalar used to avoid chattering.
The switching gain c in (3.34) is formulated based on the structure of ||σ|| as

c = β̂0 + β̂1||ξ||, (2.20)

where β̂0, β̂1 are the estimates of β0, β1 ∈ R+, respectively. The gains are evaluated as follows:

˙̂
βj =

γj∥ξ∥j∥s∥, if any β̂j ≤ β
j

or sT ṡ > 0

−γj∥ξ∥j∥s∥, if sT ṡ ≤ 0 and all β̂j > β
j

, (2.21)

with β̂j(0) ≥ β
j
> 0, j = 0, 1 are user-defined scalars.

Combining (3.4a), (2.5b), (2.6) and (3.34), ARTDE becomes

τ = τL − M̄ q̈L︸ ︷︷ ︸
TDE part

+ M̄(q̈d +KDė+KP e)︸ ︷︷ ︸
Desired dynamics injection part

+ αM̄csig(s, ϵ).︸ ︷︷ ︸
Adaptive-robust control part

(2.22)

Remark 2.5 In (3.20), the term β0 can capture the effects of bounded external impulsive

forces, while β1||ξ|| can capture state-dependent unmodelled dynamics, particularly, constraint

forces (along with uncertain system parameters). Therefore, compared to [62], estimating

these parameters via the adaptive laws (2.21) helps the proposed design avoid design com-

plexities computing constraint forces separately.

2.4 Closed-Loop System Stability

The stability analysis of TDARC is carried out utilizing the following Lyapunov function
candidate:

V̄ = V +
(β̂0 − β∗

0)
2

(2γ0)
+

(β̂1 − β∗
1)

2

(2γ1)
, (2.23)
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Algorithm 1 Design steps of the proposed controller

Step 1 (Defining the error variables): Find e via (3.4); define gains KP , KD and solve for P

from (3.34) to compute s = BTPξ.

Step 2 (Designing adaptive gains): Using variables from Step 1, compute gain c from (2.20)

using the adaptive laws (2.21).

Step 3 (Computing τ ): Select M from (2.14); then, using results from Steps 1-2, compute

control input τ from (2.22) after deriving N̂ via TDE method (2.6).

Step 4 (Control input to system): Finally, apply τ from Steps 3 to the bipedal for walking.

Figure 2.1: Schematic of Ojas (proposed humanoid).

where V (ξ) = 1
2
ξTPξ and β∗

j ≥ βj(t) > 0 is a constant. For the ease of analysis, we define a
region such that

α
||s||2√
||s||2 + ϵ

≥ ||s|| ⇒ ||s|| ≥
√

ϵ

α2 − 1
≜ φ. (2.24)

15



The condition (2.24) implies that one needs to select α > 1, which is always possible since α
is a user-defined scalar. The closed-loop system stability is stated in the following theorem:

Theorem 2.1 The system (2.1) employing TDARC with the controller (2.22), (2.21) is Uni-

formly Ultimately Bounded (UUB).

Proof 1 Exploring the various combinations of ∆u, the gains β̂j, j = 0, 1 in (3.34), (2.21)

and the condition (2.24), the stability of the overall system is analyzed for the following four

possible cases using the common Lypaunov function (3.38):

Case (i): ||s|| ≥ φ and{any β̂j ≤ β
j

or sT ṡ > 0}

Using the Lyapunov equation ATP + PA = −Q, the time derivative of (3.38) yields

˙̄V ≤ −(1/2)ξTQξ + sT{−αc(s/
√
||s||2 + ϵ) + σ}+ ((β̂0 − β∗

0)/γ0)
˙̂
β0 + ((β̂1 − β∗

1)/γ1)
˙̂
β1

≤ −(1/2)ξTQξ − c||s||+ (β∗
0 + β∗

1 ||ξ||)||s||+ (β̂0 − β∗
0)||s||+ (β̂1 − β∗

1)||ξ||||s||

≤ −(1/2)λmin(Q)||ξ||2 ≤ 0, (2.25)

as α > 1. From (3.40) it can be inferred that V̄ (t) ∈ L∞ implying ξ(t), β̂j(t) ∈ L∞ ⇒

σ(t),∆u ∈ L∞ for Case (i).

Case (ii): ||s|| ≥ φ and {sT ṡ ≤ 0 and all β̂j > β
j
}

For this case, the time derivative of (3.38) yields

˙̄V ≤ −(1/2)ξTQξ − c||s||+ (β∗
0 + β∗

1 ||ξ||)||s|| − (β̂0 − β∗
0)||s|| − (β̂1 − β∗

1)||ξ||||s||

≤ −(1/2)λmin(Q)||ξ||2 + 2(β∗
0 + β∗

1 ||ξ||)||s||. (2.26)

In this case we have sT ṡ ≤ 0 which implies ||s||, ||ξ|| ∈ L∞ (cf. the relation s = BTPξ).

Thus, ∃ς ∈ R+ such that 2(β∗
0 + β∗

1 ||ξ||)||s|| ≤ ς . Further, considering a scalar z as 0 < z <

(1/2)λmin(Q) one has

˙̄V ≤ −{(1/2)λmin(Q)− z}||ξ||2 − z||ξ||2 + ς. (2.27)

The gains β̂1, β̂2 ∈ L∞ in Case (i) and decrease in Case (ii). This implies ∃ϖ ∈ R+ such that∑1
j=0 (β̂j − β∗

j )
2/γj ≤ ϖ. Therefore, the definition of V̄ in (3.38) yields

V̄ ≤ λmax(P )||ξ||2 +ϖ. (2.28)
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Using the relation (3.42), (2.27) can be written as

˙̄V ≤ −υV̄ − z||ξ||2 + ς + υϖ, (2.29)

where υ ≜ (1
2
λmin(Q)− z)/λmax(P ). Hence, ˙̄V < 0 would be achieved when ||ξ|| ≥√

(ς + υϖ)/z.

Case (iii): ||s|| < φ and{any β̂j ≤ β
j

or sT ṡ > 0}

The fact ||s|| < ϵ implies that ∃ϵ̄ ∈ R+ such that ||ξ|| ≤ ϵ̄ from the relation s = BTPξ. Using

(3.34) we have

˙̄V ≤ −(1/2)ξTQξ + sT{−αc(s/
√
||s||2 + ϵ) + σ}+ ((β̂0 − β∗

0)/γ0)
˙̂
β0 + ((β̂1 − β∗

1)/γ1)
˙̂
β1

≤ −(1/2)λmin(Q)||ξ||2 + (β̂0 + β̂1||ξ||)||s||. (2.30)

Unlike Case (i), proving boundedness of β̂j in Case (iii) demands that β̂js start decreasing in a

finite time, i.e., sT ṡ ≤ 0 should occur (from the second law of (2.21)) in a finite time. For this,

we need to investigate only the evaluation of V , where gains only increase implying β̂j > β
j
.

The condition sT ṡ > 0 in Case (iii) implies ||s|| is increasing; thus ∃δ ∈ R+ such that ||s|| ≥ δ.

Further, using ||s|| ≤ ||BTP ||||ξ|| we have

δ ≤ ||s|| ≤ ||BTP ||||ξ|| ⇒ ||ξ|| ≥ δ/||BTP ||. (2.31)

Then, using (2.31), the adaptive law (2.21) yields

˙̂
β0 ≥ γ0δ,

˙̂
β1 ≥ (γ1δ

2)/||BTP ||. (2.32)

Using (2.21) and the fact ||s|| < φ for Case (iii), the time derivative of V (ξ) = (1/2)ξTPξ for

Case (iii) yields

V̇ ≤ −(1/2)λmin(Q)||ξ||2 + sT{−αc(s/
√
||s||2 + ϵ) + σ}

≤ −(λmin(Q)/λmax(P ))V + (β∗
0 + β∗

1 ||ξ||)||s|| − α(β̂0 + β̂1∥ξ∥)(δ||s||/
√
φ2 + ϵ).

(2.33)

If ||ξ|| decreases, then it would also ensure that ||s|| decreases (i.e., sT ṡ < 0) as s = BTPξ.

Consequently, β̂0, β̂1 start decreasing following (2.21) and hence they would remain bounded
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individually. This feature can be realized if V̇ < − λmin(Q)
λmax(P )

V is established. Such condition can

be achieved from (2.33) when

αβ̂0(δ/ϱ) ≥ β∗
0 , αβ̂1(δ/ϱ) ≥ β∗

1 , (2.34)

where ϱ ≜
√
φ2 + ϵ. Since (2.32) defines the minimum rates of increments, (2.34) is satisfied

within finite times T1, T2 where

T1 ≤ (ϱβ∗
0)/(αγ0δ

2), T2 ≤ (ϱβ∗
1 ||BTP ||)/(αγ1δ3). (2.35)

Therefore, the exponential decrease of ||ξ|| and subsequent boundedness of β̂j and β̂1 is achieved

within a finite time T = max{T1 T2}. In addition, ||s|| < φ in Case (iii) implies ||ξ|| ∈ L∞ and

consequently (β̂0 + β̂1||ξ||)||s|| ≤ ϖ1, where ϖ1 ∈ R+. Using these results and the procedure

in (3.43), the relation (3.44) can be written as

˙̄V ≤ −υV̄ − z||ξ||2 +ϖ1. (2.36)

Hence, ˙̄V < 0 would be established when ||ξ|| ≥
√
ϖ1/z.

Case (iv): ||s|| < φ and {sT ṡ ≤ 0 and all β̂j > β
j
}

Similarly, for this case

˙̄V ≤ −(1/2)ξTQξ + sT{−αc(s/
√

||s||2 + ϵ) + σ} − ((β̂0 − β∗
0)/γ0)

˙̂
β0 − ((β̂1 − β∗

1)/γ1)
˙̂
β1

≤ −(1/2)λmin(Q)||ξ||2 + 2(β∗
0 + β∗

1 ||ξ||)||s||. (2.37)

This case can be analyzed exactly like Case (ii).

The stability results from Cases (i)-(iv) reveal that the closed-loop system is UUB.

2.5 Verification of the Proposed ARTDE

2.5.1 Simulation Setup

To verify the performance of the proposed controller, a 20 DoFs humanoid named Ojas (cf.
Fig. 2.1 for detailed mechanical structure), weighing 8.986 kg and 0.94 m tall from feet to
head, is designed: each leg and arm of the robot has 6 and 4 DoFs, respectively. We relied on
the high fidelity simulator Pybullet for verification of the proposed controller.
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Figure 2.2: Desired trajectories of Center of mass (COM) and feet.

The objective is Ojas should maintain a desired walking motion in the face of various un-
certainties. For this purpose, only the 6 joints of each leg, 3 hip joints, 1 knee joint and 2 angle
joints, while other joints of the robot are kept fixed (i.e., fixed upper-body). Thus, twelve joints
are operated simultaneously for both legs. Subsequently we denote q1 = yaw hip joint, q2 =

roll hip joint, q3 = pitch hip joint, q4 = knee joint, q5 = pitch ankle joint and q6 = roll ankle
joint. Following [63], the desired walking motion is generated (cf. Fig. 2.2) via the desired
trajectories for the six joints for each leg as in Fig. 2.3, leading to a walking speed 0.2 m/s with
1 s step period and stride of 0.1 m.

2.5.2 Simulation Scenario, Results and Analysis

To properly judge the effectiveness of the proposed ARTDE scheme against state-of-the-art,
we consider the classical TDE [12] (control law (3.4) with ∆u = 0) and the adaptive TDE
biped controller [62] (called ATDE henceforth), with ∆u as (3.34) and the following adaptive
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Figure 2.3: Desired leg joint trajectories (same for both the legs).

Figure 2.4: Ground reaction force on the legs.

law for c

ċ =

γ0||s||, if c ≤ β
0

or (||s|| − ||sL||) > 0

−γ0||s||, if (||s|| − ||sL||) ≤ 0
. (2.38)

Three simulation scenarios, S1, S2 and S3, are considered in following subsections with same
control design parameters as: M̄ = 0.042I (kgm2), KP = 25I , KD = 10I , L = 0.001 sec,
Q = I , ϵ = 5× 10−5, α = 4, β

j
= 0.01, β̂j(0) = 0.01, j = 0, 1. For parity in the comparison,

same values of M̄ , KP , KD, L and α, γ0, β0
are selected for the TDE and ATDE (2.38).
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For all scenarios, a ground reaction force (GRF) is created following the model [74] which
acts as impulsive external disturbance whenever the foot lands on the ground while walking (cf.
Fig. 2.4) and it is considered to be unknown for all the controllers. Due to structural symmetry
in Ojas, only the results for the right leg are presented to avoid repetition.

2.5.2.1 Description of Scenario S1

This scenario tests the capability of various controllers to adapt to the dynamic changes
in the desired walking trajectory under the GRF (cf. Fig. 2.4), which creates a significant
nonlinearity while propagating throughout the body.

Results and Discussion for S1: The tracking performance of TDE, ATDE and the proposed
ARTDE are demonstrated via Fig. 2.5 and further collected in Table 2.1 in terms of root mean
squared (RMS) error, maximum absolute error (MAE) and RMS τ . Spikes can be noted in
every error plots whenever the GRF of the two legs overlap around their peaks (cf. Figs.
2.4 and 2.5): this indicates both the feet are on ground (double support phase) and the state-
dependent constraint forces are in effect. The significantly lower peaks for ARTDE (cf. the
MAE data in Table 2.1) and minimum performance improvements of 29.1% and 20.6% in terms
RMSE as compared to TDE and ATDE respectively across all the joints, clearly demonstrate
its capability to handle state-dependent forces compared to others. A few snapshots of the
walking motion using ARTDE is shown in Fig. 2.6.

2.5.2.2 Description of Scenario S2

In this second scenario, Ojas is required to follow the same walking motion via Fig. 2.3, but
now, while carrying a payload of 1.3 kg mass (approx. 15% of robot’s mass) and using various
controllers.

Results and Discussion for S2: Unlike scenario S1, Figs. 2.7-2.10 reveal that, while carrying
the payload, the robot falls with TDE after 26 steps (at t = 26 sec) and with ATDE after 31
steps (at t = 31 sec) (cf. the sudden spikes in Fig. 2.10). Whereas, the proposed ARTDE
could perform the task successfully (cf. Fig. 2.9). This shows that TDE and ATDE, built
on the assumption of a priori bounded uncertainty, may fail in presence of state-dependent
uncertainty. Since TDE and ATDE have shown destabilizing behaviour, only the performance
of ARTDE is given in Table 2.2.
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Table 2.1: Performance Comparison for Scenario S1

Joints
Controller Performance Improvement

TDE ATDE Proposed over TDE over ATDE

RMS error (degree)

q1 0.108 0.035 0.024 77.7% 31.4%

q2 0.653 0.551 0.436 29.1% 20.8%

q3 2.231 1.847 1.455 34.7% 21.2%

q4 3.264 2.671 2.072 36.5% 22.4%

q5 3.254 2.741 2.190 32.6% 20.6%

q6 1.147 1.023 0.741 35.3% 27.5%

MAE (degree)

q1 0.173 0.225 0.075 56.65% 66.67%

q2 1.841 0.945 0.746 59.48% 21.06%

q3 2.456 1.889 1.447 41.08% 23.40%

q4 8.7415 7.483 5.407 38.15% 27.74%

q5 8.660 6.601 4.656 46.24% 29.47%

q6 5.976 6.190 2.415 59.59% 60.99%

RMS τ (Nm)

q1 2.864 3.076 2.826 1.33% 8.13%

q2 3.964 4.176 4.022 -1.46% 3.69%

q3 5.965 6.003 5.883 1.37% 2.00%

q4 5.901 5.783 5.532 6.25% 4.34%

q5 7.764 7.861 7.832 -2.16% -0.90%

q6 3.133 3.479 3.148 -0.48% 9.51%

2.5.2.3 Description of Scenario S3

To further verify the robustness property of the proposed ARTDE, this scenario is con-
structed with the following phases:
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Table 2.2: Performance of the proposed controller under scenario S2

Joints RMS error (degree) MAE (degree) RMS τ (Nm)

q1 0.026 0.063 2.826

q2 0.436 0.747 4.006

q3 1.466 3.140 5.882

q4 2.120 5.407 5.657

q5 2.205 5.944 7.974

q6 0.777 2.795 3.253

(i) In phase 1 (0 ≤ t < 28), Ojas walks under similar condition of scenario S2.

(ii) In phase 2 (28 ≤ t < 37), an external impulsive push of 10 N is applied on the chest (cf.
second snapshot in Fig. 2.11) at t = 28 sec while it was walking.

(iii) In phase 3 (t ≥ 37), another impulsive push of 10 N is applied at t = 37 sec (cf. fourth
snapshot in Fig. 2.11), but now to the left arm (450 to the z axis).

Results and Discussion for S3: The tracking performance of ARTDE as in Fig. 2.12 clearly
highlights the robustness of the proposed design against external disturbances. Further, com-
parison of RMS error in Tables 2.2 and 2.3 highlights ARTDE provides good repeatability,
while higher MAE in q2 and q4 joints stem from the impulsive pushes.
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Table 2.3: Performance of the proposed controller under scenario S3

RMS error (degree) MAE (degree)

Joints Phase1 Phase2 Phase3 Phase1 Phase2 Phase3

q1 0.025 0.026 0.025 0.065 0.062 0.063

q2 0.436 0.441 0.497 0.745 4.118 6.723

q3 1.460 1.456 1.462 3.142 4.008 3.802

q4 2.118 2.320 2.108 5.361 7.864 5.853

q5 2.184 2.243 2.182 5.980 5.801 5.701

q6 0.763 0.862 0.770 2.008 3.061 2.893

RMS τ (Nm)

q1 2.824 2.912 2.802

q2 3.924 4.004 4.964

q3 5.863 5.912 5.904

q4 5.351 5.801 5.368

q5 7.78 7.981 7.763

q6 4.253 3.837 3.568
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Figure 2.5: Tracking error for scenario S1.
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Figure 2.6: The snapshots from scenario S1 with proposed controller.

Figure 2.7: The snapshots from scenario S2 of walking with payload using TDE.

Figure 2.8: The snapshots from scenario S2 of walking with payload using ATDE.
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Figure 2.9: The snapshots from scenario S2 of walking with payload using proposed ARTDE.
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Figure 2.10: TDE and ATDE fails to stabilize the robot, which falls over at 26s and 31s respec-

tively.
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Figure 2.11: Snapshots from scenario S3.

Figure 2.12: Tracking error of scenario S3.
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Chapter 3

Adaptive Artificial Time Delay Control for Quadrotors under

State-dependent Unknown Dynamics

The simplicity in implementation and the significantly low computation burden helped
TDE-based methods to find remarkable acceptance in the control literature of robotics in the
past decade [47, 62, 70, 71, 73, 75–77, 77–81] including in quadrotors [57–59], showing im-
proved performances compared to conventional methods of robust and adaptive control. Yet,
a formal stability analysis of TDE-controlled quadrotors with state-dependent uncertainities is
missing. Therefore, a relevant question arises whether the existing TDE methods can tackle
the unknown state-dependent uncertainties in quadrotors, as, left unattended, such uncer-
tainties can cause instability [82]. Unfortunately, the TDE methods for quadrotors [57–59]
(and relevant references therein) rely on the assumption of a priori bounded approximation
error (a.k.a. TDE error), which is quite common in TDE literature [47, 62, 70, 71, 75–81] and
hence, these methods are conservative for quadrotors to negotiate state-dependent uncertain-
ties (please refer to Remark 4 later). Further, being an underactuated system, the adaptive TDE
works [62, 70, 71, 73, 75, 76] are not directly applicable to a quadrotor.

In light of the above discussions, artificial delay based adaptive control for quadrotors,
which is also robust against unknown state-dependent uncertainty is still missing. In this di-
rection, this work has the following major contributions:

• The proposed adaptive TDE method for a quadrotor system, to the best of the authors’
knowledge, is a first of its kind, because the existing TDE methods for quadrotors [57–
59] are non-adaptive solutions.

• Unlike the existing adaptive TDE solutions [62, 70, 71, 75, 76], the proposed adaptive
TDE method can provide robustness (hence termed as adaptive-robust TDE, ARTDE)
against state-dependent unmodelled dynamics.
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• The closed-loop system stability is established analytically. Further, experimental results
suggest significant improvement in tracking accuracy for the proposed method compared
to the state of the art.

The rest of the chapter is organised as follows: Section 3.2 describes the dynamics of
quadrotor; Section 3.3 details the proposed control framework, while corresponding stabil-
ity analysis is provided in Section 3.4; comparative simulation results are provided in Section
3.5.

3.1 Quadrotor System Dynamics

Figure 3.1: Schematic of a quadrotor and the coordinate frames.

The well established Euler-Lagrangian system dynamics of a quadrotor model is given by
[83]

mp̈(t) +G+ dp(p(t), ṗ(t), t) = τp(t), (3.1a)

J(q(t))q̈(t) + Cq(q(t), q̇(t))q̇(t) + dq(q, q̇, t) = τq(t), (3.1b)

τp(t) = RW
B (q)U(t), (3.1c)

where (3.1a) and (3.1b) are the position dynamics and the attitude dynamics, respectively;

(3.1c) converts the input vector τp ∈ R3 in Earth-fixed frame to U ≜
[
0 0 u1

]T
∈ R3 in

body-fixed frame via the rotational matrix RW
B given by

RW
B =

cψcθ cψsθsϕ − sψcϕ cψsθcϕ + sψsϕ

sψcθ sψsθsϕ + cψcϕ sψsθcϕ − cψsϕ

−sθ sϕcθ cθcϕ

 , (3.2)
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where c(·), s(·) are abbreviations for cos (·), sin (·) respectively. Various other symbols in (3.1)
are described as follows: the mass and inertia matrix are represented by m ∈ R+ and J(q) ∈
R3×3 respectively; the center-of-mass of the quadrotor is denoted by the position vector p ≜[
x y z

]T
∈ R3; the orientation/attitude (roll, pitch, yaw angles respectively) is denoted via

q ≜
[
ϕ θ ψ

]T
∈ R3; G ≜

[
0 0 mg

]T
∈ R3 denotes the gravitational force vector with

gravitational constant g; Cq(q, q̇) ∈ R3×3 is the Coriolis matrix; the unmodelled disturbances,

which can be both state and time dependent, are denoted by dp and dq; τq ≜
[
u2 u3 u4

]T
∈

R3 are the control inputs for roll, pitch and yaw;
Property 1. Standard Euler-Lagrange mechanics implies the inertia matrix J(q) is uni-

formly positive definite ∀q [83].
In the following, we highlight the available system parametric knowledge for control design:

Assumption 3.1 The exact knowledge of m, J is not available, and only some upper bounds

are known (cf. Remark 6 later); meanwhile, the system dynamics term Cq(q, q̇), unmodelled

(possibly state-dependent) dynamics dp, dq and their bounds are unknown for control design.

Remark 3.1 (Validity of assumption 1) In practice, maximum allowable payload is always

known; hence, a priori upper bound knowledge of m and J is plausible for control design,

while handling other unknown state-dependent dynamics terms is a control challenge solved

in this work.

Assumption 3.2 ([84, 85]) The desired position pd ≜
[
xd yd zd

]T
and yaw trajectories ψd

are designed such that they are smooth and bounded.

Remark 3.2 (Desired roll and pitch) As standard in literature [84], the desired roll (ϕd) and

pitch (θd) angle trajectories are computed using τp and ψd.

3.2 Proposed Controller Design and Analysis

3.2.1 Control Problem and Objective

Under Property 1 and Assumption 1, the aim is to design an adaptive robust TDE (ARTDE)
controller for quadrotors to track a desired trajectory (cf. Assumption 2).
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Since the aim is to design controller for the complete six degrees-of-freedom quadrotor
dynamics, the standard position and attitude co-design method is followed (cf. [84]) instead
of the reduced-order model one (cf. [86, 87]). Such approach (cf. Fig. 3.2 later) relies on
simultaneous design of an outer loop controller for (3.1a) and of an inner loop controller for
(3.1b) as described in the following subsections.

3.2.2 Outer Loop Controller

Let the position tracking error be defined as ep(t) = pd(t)− p(t). The variable dependency
will be removed subsequently for brevity whenever it is obvious. The position dynamics (3.1a)
is re-arranged by introducing a constant m̄ as

m̄p̈+Np(p, ṗ, p̈) = τ p, (3.3)

with Np(p, ṗ, p̈) = (m− m̄)p̈+G+ dp

and the selection of m̄ is discussed later (cf. Remark 3.6). Note that, Np contains unknown
state-dependent (via (p, ṗ)) dynamics dp (cf. Assumption 1) and hence, it is not a priori
bounded.

The control input τ p is proposed as

τ p = m̄up + N̂p(p, ṗ, p̈), (3.4a)

up = up0 +∆up, up0 = p̈d +K1pėp +K2pep, (3.4b)

where K1p, K2p ∈ R3×3 are two user-defined positive definite matrices; ∆up is the adaptive
control term responsible to tackle uncertainties in position dynamics and it will be designed
later; N̂p is the estimation of Np derived from the past state and input data as

N̂p(p, ṗ, p̈) ∼=Np(pL, ṗL, p̈L) = (τp)L − m̄p̈L, (3.5)

where L > 0 is a small time delay which and its choice is discussed later. The notation (·)L is
defined in Sect. I.

Remark 3.3 (Artificial time delay) The estimation of uncertainty as in (3.5) is based on in-

tentionally (or artificially) introducing a time delay (a.k.a TDE) in the form of past data; some

literature (cf. [62, 70, 71, 75, 76, 78] and referenced therein) terms this mechanism as artificial

time delay based design.
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Substituting (3.4a) into (3.3), one obtains

ëp = −K1pėp −K2pep + σp −∆up, (3.6)

where σp =
1
m̄
(Np − N̂p) is the estimation error originating from (3.5) and it is termed as the

TDE error.
In the following, we first derive the upper bound structure of ||σp||, based on which the

adaptive control term ∆up is designed subsequently.

3.2.2.1 Upper bound structure of ||σp||

From (3.3) and (3.6), once can derive the following:

N̂p = (Np)L = [m(pL)− m̄]p̈L +GL + (dp)L, (3.7)

σp = p̈− up. (3.8)

Using (3.7), the control input τ p in (3.4a) can be rewritten as

τ p = m̄up + [m(pL)− m̄]p̈L +GL + (dp)L. (3.9)

Multiplying both sides of (3.8) with m and using (3.3) and (3.9) we have

mσp = τ p −Np −mup

= m̄up + [m(pL)− m̄]p̈L +GL + (dp)L −Np −mup. (3.10)

Using (3.6) we have

p̈L = p̈dL − ëL = p̈dL +KpξL − σL + (∆up)L, (3.11)

where Kp ≜ [K1p K2p], ξL = [eL
T ėL

T ]T . Substituting (3.11) into (3.10), and after re-
arrangement yields

σp = m−1m̄(∆up − (∆up)L)︸ ︷︷ ︸
χ1

+m−1(mL(∆up)L −m(∆up)L)︸ ︷︷ ︸
χ2

+m−1{(m̄−m)p̈d − (m−mL)p̈
d
L +GL + (dp)L −G− dp}︸ ︷︷ ︸

χ3

+m−1(mL − m̄)KpξL︸ ︷︷ ︸
χ4

−m−1(mL − m̄)σL︸ ︷︷ ︸
χ5

+ (m̄/m− 1)Kpξp︸ ︷︷ ︸
χ6

. (3.12)
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Using the relation (·)L = (·)(t) −
∫ 0

−L
d
dθ
(·)(t + θ)dθ and the fact that integration of any

continuous function over a finite interval (here −L to 0) is always finite [88], the following
conditions hold for unknown constants δi, i = 1, · · · , 5:

||χ1|| = || 1
m
m̄

∫ 0

−L

d

dθ
∆up(t+ θ)dθ|| ≤ δ1 (3.13)

||χ2|| = || 1
m

∫ 0

−L

d

dθ
m(t+ θ)∆up(t+ θ)dθ|| ≤ δ2 (3.14)

||χ3|| = || 1
m
{(m̄−m)p̈d − (m−mL)p̈

d
L

GL + (dp)L −G− dp}|| ≤ δ3 (3.15)

||χ4|| = || 1
m

∫ 0

−L

d

dθ
(m(t+ θ)− m̄)Kpξp(t+ θ)dθ

+ (m̄/m− 1)Kpξp|| ≤ ||EpKp||||ξp||+ δ4 (3.16)

||χ5|| = ||Epσp +
1

m

∫ 0

−L

d

dθ
{(m(t+ θ)− m̄)σp(t+ θ)}dθ||

≤ ||Ep||||σp||+ δ5 (3.17)

||χ6|| = ||(m̄/m− 1)Kpξp|| ≤ ||EpKp||||ξp||, (3.18)

and the following holds
|Ep| = |1− m̄/m| < 1. (3.19)

Using (3.12) and (3.13)-(3.18), one derives

∥σp∥ ≤ β0p + β1p∥ξp∥, (3.20)

where β0p =
∑5

i=1 δi
1− |Ep|

, β1p =
2∥EpKp∥
1− |Ep|

. (3.21)

3.2.2.2 Designing ∆up

The term ∆up is designed as

∆up = αpcp(sp/||sp||), (3.22)

where sp = BTUpξp, ξp =
[
ep
T ėp

T
]T

and Up is the solution of the Lyapunov equation

Ap
TUp + UpAp = −Qp for some Qp > 0, where Ap =

[
0 I

−K2p −K1p

]
, B =

[
0

I

]
; αp ∈ R+

is a user-defined scalar; cp is the switching gain which provides robustness against the TDE
error and it is constructed from the upper bound structure of ||σp|| as

cp = β̂0p + β̂1p||ξp||, (3.23)
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where β̂0p, β̂1p are the estimates of β0p, β1p, respectively and they are evaluated as follows:

˙̂
βip =

∥ξp∥i∥sp∥, if any β̂ip ≤ β
ip

or sTp ṡp > 0

−∥ξp∥i∥sp∥, if sTp ṡp ≤ 0 and all β̂ip > β
ip

, (3.24)

with β̂ip(0) ≥ β
ip
> 0, i = 0, 1 are user-defined scalars. Combining (3.4), (3.20) and (3.24),

we have

τp =(τ p)L − m̄p̈L︸ ︷︷ ︸
TDE part

+ m̄(p̈d +K1pėp +K2pep)︸ ︷︷ ︸
Desired dynamics injection part

+ m̄cp(sp/||sp||).︸ ︷︷ ︸
Adaptive-robust control part

(3.25)

Eventually, U is applied to the system using τp as in (3.1c).

3.2.3 Inner Loop Controller

The orientation/attitude error is defined as [84]

eq = ((Rd)
TRW

B − (RW
B )TRd)

v
(3.26)

ėq = q̇ −RT
dR

W
B q̇d

where Rd is the rotation matrix as in (3.2) evaluated at (ϕd, θd, ψd) and (.)v is the vee map
converting elements of SO(3) to ∈ R3 [84] (ϕd, θd are generated as per Remark 2).

Introducing a constant matrix J̄ (cf. Remark 3.6 for its choice), the attitude dynamics (3.1b)
is re-arranged as

J̄ q̈ +Nq(q, q̇, q̈) = τ q, (3.27)

with Nq(q, q̇, q̈) = [J − J̄ ]q̈ + Cq q̇ + dq. (3.28)

The control input τ q is designed as

τ q = J̄uq + N̂q(q, q̇, q̈), (3.29a)

uq = uq0 +∆uq, uq0 = q̈d +K1qėq +K2qeq, (3.29b)

where K1q, K2q ∈ R3×3 are two user-defined positive definite matrices; the adaptive control
term ∆uq, used for tackling uncertainties in attitude dynamics, would be designed later; N̂q is
the estimation of Nq computed via TDE as

N̂q(q, q̇, q̈) ∼=Nq(qL, q̇L, q̈L) = (τq)L − J̄ q̈L. (3.30)

Substituting (3.29a) into (3.27), we obtain the error dynamics as

ëq = −K1qėq −K2qeq + σq −∆uq, (3.31)

where σq = J̄−1(Nq − N̂q) represents the attitude TDE error.
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3.2.3.1 Upper bound structure of ||σq||

The upper bound structure for ||σq|| can be derived in a similar way to that of ||σp|| in Sect.
3.2.2.1 as (omitted due to lack of space)

∥σq∥ ≤ β0q + β1q∥ξq∥, (3.32)

where β0q =
∑5

i=1 δ̄i
1− ∥Eq∥

, β1q =
2∥EqKq∥
1− ∥Eq∥

, Kq ≜ [K1q K2q]

where δ̄i are unknown constants and the following holds

||Eq|| = ||J−1J̄ − I|| < 1. (3.33)

3.2.3.2 Designing ∆uq

The term ∆uq is designed as

∆uq = αqcq(sq/||sq||), (3.34)

where sq = BTUqξq, ξq =
[
eq
T ėq

T
]T

and Uq is the solution of the Lyapunov equation

Aq
TUq + UqAq = −Qq for some Qq > 0, where Aq =

[
0 I

−K2q −K1q

]
, B =

[
0

I

]
; αq ∈ R+

is a user-defined scalar; cq is the adaptive gain designed as

cq = β̂0q + β̂1q||ξq||, (3.35)

where β̂0q, β̂1q are the estimates of β0q, β1q ∈ R+, respectively. The gains are evaluated as
follows:

˙̂
βiq =

∥ξq∥i∥sq∥, if any β̂iq ≤ β
iq

or sTq ṡq > 0

−∥ξq∥i∥sq∥, if sTq ṡq ≤ 0 and all β̂iq > β
iq

, (3.36)

with β̂iq(0) ≥ β
iq
> 0, i = 0, 1 are user-defined scalars. Finally, the inner loop control

becomes

τq =(τ q)L − J̄ q̈L︸ ︷︷ ︸
TDE part

+ J̄(q̈d +K1qėq +K2qeq)︸ ︷︷ ︸
Desired dynamics injection part

+ J̄cq(sq/||sq||).︸ ︷︷ ︸
Adaptive-robust control part

(3.37)

Figure 3.2 depicts the overall proposed control framework.
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Figure 3.2: Block diagram of the proposed ARTDE control framework via the outer- and inner

loop co-design approach.

Remark 3.4 (State-dependent TDE error bound) Note from (3.20) and (3.32) that the TDE

errors σp,σq depend on states via ξp, ξp respectively and hence cannot be bounded a priori:

for this reason, the standard TDE-based methods [62, 70, 71, 75, 78] are not applicable for

quadrotors as they rely on a priori bounded TDE error (i.e., they assume β1p = 0). ARTDE

mainly differs from the state-of-the-art in the way its switching gain is adapted to tackle state-

dependent uncertainty and the consequent stability analysis.

Remark 3.5 (Choice of L) It can be noted from (3.13)-(3.17), that high value of time delay L

will lead to high values of δi, i.e., larger TDE error: therefore, one needs to select the smallest

possible L, which is usually selected as the sampling time of the low level micro-controller

[57–59, 62, 70, 71, 75, 76, 78].

Remark 3.6 (On the choice of m̄ and J̄) From the upper bounds onm and J (cf. Assumption

1), one can always design m̄ and J̄ which satisfy (2.14) and (3.33) respectively, which is
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standard in TDE literature [62, 70, 71, 75, 76, 78]: hence, we do not introduce any additional

constraint.

Algorithm 2 Design steps of the proposed controller

Step 1 (Defining the outer-loop error variables): Find ep via (3.3); define gains KP 1, KP 2

and solve for Ua from (3.2.2.2) to compute sp = BTUpξp.

Step 2 (Designing adaptive gains for outer-loop): Using variables from Step 1, compute gain

cp from (3.23) using the adaptive laws (3.24).

Step 3 (Computing τp and U ): Select m from (3.19); then, using results from Steps 1-2,

compute outer-loop control input τp from (3.25) after designing gains KP 2, KD2 and deriving

N̂p via TDE method (3.5). Compute U from τp as per (3.1c).

Step 4 (Defining the inner-loop error variables): Compute error variable eq, ėq from (3.26)

and design gains KP 3, KD3 to evaluate Uq from (3.34) and compute sq = BTUqξq.

Step 5 (Designing adaptive gains for inner-loop): Using variables from Step 4 and adaptive

laws (3.36), evaluate gain cq from (3.35).

Step 6 (Computing τq): Using results from Steps 4-5, compute inner-loop control input τq

from (3.37) after deriving N̂q from TDE method (3.30) and suitably choosing J from (3.33).

Step 7 (Control input to system): Finally, apply U and τq from Steps 3 and 6 respectively to

the quadrotor.

3.2.4 Stability Analysis

Theorem 3.1 Under Assumptions 1-2 and Property 1, the closed-loop trajectories of (3.3)

and (3.27) using the control laws (2.22), (3.37), the adaptive laws (3.24), (2.21) and design

conditions (2.14) and (3.33), are Uniformly Ultimately Bounded (UUB).

Proof : The stability analysis of ARTDE is carried out using the following Lyapunov function
candidate:

V = (1/2)(ξTpUpξp + ξTq Uqξq) +
1

2

1∑
i=0

(β̂ip − βip)
2 + (β̂iq − βiq)

2 (3.38)
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The error dynamics (3.6) and (3.31) can be written as

ξ̇p = Apξp +B(σp −∆up), ξ̇q = Aqξp +B(σq −∆uq) (3.39)

Positive definiteness of Kip and Kiq i = 1, 2 guarantee that Ap and Aq are Hurwitz. The first
condition in the adaptive laws (3.24), (2.21) reveal that gains β̂ip and β̂iq increase if they attempt
to go below β

ip
and β

iq
respectively; this yields β̂ip(t) ≥ β

ip
, β̂iq(t) ≥ β

iq
∀t ≥ 0 ∀i = 0, 1.

Further, these adaptive laws enumerate the following four possible cases.
Case (i): Both ˙̂

βip(t) > 0,
˙̂
βiq(t) > 0

Using the Lyapunov equationsATpUp + UpAp = −Qp, ATq Uq + UqAq = −Qq, and the adaptive
laws (3.24), (2.21) yield

V̇ ≤ −(1/2)(ξTpQpξp + ξTq Qqξq)− cp||sp|| − cq||sq||
+ (β0p + β1p||ξp||)||sp||+ (β0q + β1q||ξq||)||sq||

+
1∑
i=0

{(β̂ip − βip)||ξp||i||sp||+ (β̂iq − βiq)||ξq||i||sq||}

≤ −(1/2)(λmin(Qp)||ξp||2 + λmin(Qq)||ξq||2) ≤ 0. (3.40)

Case (ii): Both ˙̂
βip(t) < 0,

˙̂
βiq(t) < 0

For this case, following the steps as in Case (i), one has

V̇ ≤≤ −(1/2)(λmin(Qp)||ξp||2 + λmin(Qq)||ξq||2)
+ 2{(β0p + β1p||ξp||)||sp||+ (β0q + β1q||ξq||)||sq||}. (3.41)

The conditions sTp ṡp ≤ 0, sTq ṡq ≤ 0 in (3.24) and (2.21) yield ||sp||, ||sq||, ||ξp||, ||ξq|| ∈ L∞.
Thus, ∃ςp, ςq ∈ R+ such that

2(β0p + β1p||ξp||)||sp|| ≤ ςp, 2(β0q + β1q||ξq||)||sq|| ≤ ςq.

The fact that β̂ip, β̂iq ∈ L∞ in Case (i) and decrease in Case (ii) implies ∃ϖp, ϖq ∈ R+ such
that

∑1
i=0 (β̂ip − βip)

2 ≤ ϖp,
∑1

i=0 (β̂iq − βiq)
2 ≤ ϖq. Therefore, from (3.38) we have

V ≤ λmax(Up)||ξp||2 + λmax(Uq)||ξq||2 +ϖp +ϖq. (3.42)

Using the relation (3.42), (3.41) can be written as

V̇ ≤ −υV + ςp + ςq + υ(ϖp +ϖq), (3.43)

where υ ≜ min{λmin(Qp),λmin(Qq)}
max{λmax(Up),λmax(Uq)} .
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Case (iii): ˙̂
βip(t) > 0,

˙̂
βiq(t) < 0

Following the derivations for Cases (i) and (ii) we have

V̇ ≤ −(1/2)(λmin(Qp)||ξp||2 + λmin(Qq)||ξq||2) + 2(β0q + β1q||ξq||)||sq|| ≤ −υV + ςq + υϖq.

(3.44)

Case (iv): ˙̂
βip(t) < 0,

˙̂
βiq(t) > 0

Following the previous cases yields

V̇ ≤ −(1/2)(λmin(Qp)||ξp||2 + λmin(Qq)||ξq||2) + 2(β0p + β1p||ξp||)||sp|| ≤ −υV + ςp + υϖp.

(3.45)

The stability results from Cases (i)-(iv) reveal that the closed-loop system is UUB.

3.3 Experimental Results and Analysis

The proposed ARTDE is tested on a quadrotor setup (Q-450 frame, Turnigy SK3-2826
motors, approx. 1.4 kg excluding accessories and payload) which uses Raspberry Pi-4 as a
processing unit and one electromagnetic gripper (0.03 kg approx. 0.03 kg). Optitrack motion
capture system (at 60fps) and IMU data were used to obtain the necessary state and state-
derivatives feedback. To properly verify the importance of the proposed controller, ARTDE is
compared with a conventional adaptive TDE (ATDE) [76], and also with a non-TDE adaptive
method, adaptive sliding mode control (ASMC) [87].

3.3.0.1 Experimental Scenario and Parameter Selection

The objective is the quadrotor should follow an infinity-shaped 2-loop path in 3D plane (cf.
Fig. 3.5); the height from the ground is purposefully kept relatively small, as it is well-known
that near-ground operations are more challenging to control since unknown ground-reaction
forces are created by displaced wind from propellers. In addition, a fan is used to create
external wind disturbances. The experimental scenario consists of the following sequences (cf.
Fig. ??):

• The quadrotor starts from the center of the path (where the loops intersect) with a payload
(0.35kg), it completes one loop with the payload and drops it at its starting position
(t = 35s).

• Then, the quadrotor completes another loop without the payload and comes back to the
origin.
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The gripper is operated via a remote signal, which is separate from the proposed control design.
For experiment, the control parameters of the proposed ARTDE are selected as: m̄ = 1 kg,
J̄ = 0.015I (kgm2), K2p = K2q = 10, K1p = K1q = 5, L = 0.015, Qp = Qq = I , ϵp = ϵq =

5 × 10−5, β
ip

= β
iq

= 0.01, β̂ip(0) = β̂iq(0) = 0.01, i = 0, 1. For parity in comparison,
same values of m̄, J̄ , Kip, Kiq and L = 1/60 are selected for ATDE [76], sliding variables for
ASMC [87] are selected to be sp and sq. Other control parameters for ATDE and ASMC are as
per [76] and [87], respectively.

Figure 3.3: Tracking performance of the Infinity-shaped loop.

3.3.0.2 Experimental Results and Analysis

The performances of the controllers are compared via Figs. 3.7-3.6 and via Table 3.1 in
terms of root-mean-squared (RMS) error and peak error (absolute value). The error plots
reveal that both ATDE and ASMC show turbulent behaviour while following the trajectory,
specifically in the y direction. The quadrotor also swayed after dropping the payload, while the
proposed ARTDE could maintain its position after dropping of payload. This can be verified
from Table 3.1, where ARTDE provides more than 30% improved accuracy compared to ATDE
and ASMC in y and z directions. These results clearly show the benefit of considering state-
dependent error-based adaptive control law as opposed to the conventional a priori bounded
adaptive control structures.



Figure 3.4: Tracking performance of the Infinity-shaped loop in XZ Plane.

Figure 3.5: Tracking performance of the Infinity-shaped loop in YZ Plane.
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Figure 3.6: Attitude tracking error comparison.

Table 3.1: Performance comparison

RMS error (m) RMS error (degree)

Controller x y z ϕ θ ψ

ATDE [76] 0.07 0.15 0.13 3.37 2.28 2.22

ASMC [87] 0.07 0.13 0.13 2.04 1.81 2.46

ARTDE (proposed) 0.06 0.10 0.04 2.12 1.72 2.50

Peak error (m) Peak error (degree)

Controller x y z ϕ θ ψ

ATDE [76] 0.09 0.27 0.27 15.32 8.29 6.01

ASMC [87] 0.13 0.25 0.25 9.53 6.46 7.50

ARTDE (proposed) 0.09 0.22 0.25 7.46 6.25 5.76
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Figure 3.7: Position tracking error comparison.
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Chapter 4

Conclusion

In this thesis, the application of adaptive time-delay based controller to bipedal walking
with payload and aerial transportation of payloads via quadrotors was discussed:

• Bipedal Walking: In this work, the adaptive controller for bipedal walking was de-
signed to effectively provide robustness against unmodelled state-dependent constraint
forces and impulse forces for all bipedal walking phases. Thus, the control design and
implementation became simpler compared to a multi-modal dynamics based multiple
controller paradigm. Via extensive simulations under various forms of disturbances, it
was shown that the state-of-art might lead to falling during walking, while the proposed
controller could execute the desired walking motion with notable accuracy.

• Aerial Transportation of Payloads via Quadrotors: In this scenario, artificial delay
based adaptive controller for quadrotors was proposed to tackle state-dependent uncer-
tainties. Closed-loop system stability was analytically verified. The experimental results
under uncertain scenario showed significant performance improvements for the proposed
controller against state-of-the-art methods.

4.1 Future Work:

1. Bipedal Walking: The current work has the same controller for both single support and
double support phases. In future, we are looking to formulate a suitable controller that
could handle the switching in dynamics between single and double support phases.

2. Aerial Transportation of Payloads via Quadrotors: In this work, the payload is con-
sidered to be directly attached to the quadrotor by a gripper or similar mechanism. How-
ever, if the size of the payload is big enough to intersect with the rotor plane, then the
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propwash can destabilize the system [89]. One possible solution is to suspend the pay-
load via a cable, which, nevertheless, creates a different control challenge by introducing
additional unactuated degrees-of-freedom (payload swing angles). In future, an impor-
tant direction would be to solve such a control challenge in an adaptive setting.
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