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Abstract

Text generation has shown tremendous promise recently, mainly attributed to the use of
transformer architecture and the models pretrained on vast amounts of data. Multiple busi-
ness scenarios today deploy neural-network-based models for natural language generation(NLG)
tasks. However, this progress is limited to English and other high-resource(HR) languages, with
NLG systems in low-resource(LR) languages far behind in terms of accuracy and fluency of gen-
erated text. This is due to several factors, such as lack of training data, lack of robust models
supporting native script, and lack of linguistic resources as well. In this work, we extensively
study an approach of cross-lingual NLG to tackle these challenges. Cross-lingual NLG implies
exploiting the widely available data in HR language to generate the desired text in LR language.
We focus on two significant tasks, i.e., fact-to-text and summarization, with a larger goal of
generating Wikipedia article text in LR languages. We propose novel ways to build the datasets
for the above tasks and also the approaches to generate text in LR languages.

Firstly, we propose a novel task of cross-lingual fact-to-text generation(XF2T). Given the
Wikidata facts in English, the system is expected to generate a sentence describing these facts
in the desired language. To build a parallel dataset to train a model for the same, we explore
several methods to link a fact from Wikidata to a sentence from Wikipedia, such as unsupervised,
distantly supervised, and zero-shot learning-based approaches. We use the best approach to
create the dataset XAlign of 0.55M instances across 12 Indian languages. Further, we implement
transformer encoder-decoder and mT5 model as baselines using this dataset. In addition, we
also explore the impact of task-specific pretraining, bilingual and monolingual models. We
experiment with techniques to improve efficiency, such as structure-aware encoding of facts and
fusing role-specific embeddings. We show that these approaches generate fluent and highly
accurate sentences.

Further, intending to generate longer text, we propose one more novel idea to generate the
Wikipedia article section text using summarization. We leverage the citations available for
each section on Wikipedia pages and build a parallel dataset for cross-lingual, multi-document,
aspect-based summarization in 8 domains and 15 languages. In the first stage, i.e., extractive
summarization, we aim to filter relevant sentences from a set of reference articles, for which
we use saliency and graph-based methods. We experiment with recent SOTA models mT5
and mBART in the abstractive stage. Despite high noise in the input reference articles, we
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show that the system generates fluent and meaningful outputs. Although, in terms of content
coverage and text coherency, models have a lot of scope for improvement.

Overall, we work on various methods using cross-lingual NLG to advance the datasets and
models in LR languages. We hope this work will boost more research in these critical areas in
the future.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Disparity in the textual content available across the languages

Although Wikipedia has been the primary choice of encyclopedic reference for millions of
users, unfortunately, Wikipedia is extremely sparse for low-resource (LR) languages. English
Wikipedia exhibits abundance with ∼6.56M articles expressed in 54.2 GB of text, low resource
Wikipedia is poor with only ∼90K articles expressed using 7.5 GB of text on average across
seven low resource languages as shown in Fig. 1.1. Further, as illustrated in Fig. 1.2, manual
efforts towards enriching LR Wikipedia over the years have also not been as encouraging as in
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20220926 Wikipedia dump. Note that the Y axis is in log scale.
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Figure 1.2: Number of new articles or edits on Wikipedia across eight languages from 2006 to

2022. This is obtained using a publication date from the 20220926 Wikipedia dump. Note that

the Y axis is in the log scale.

the case of English. These observations indicate that automated text generation for low-resource
Wikipedia is critical.

1.1.2 Need of cross-lingual approaches for text generation in LR languages

A possible naïve approach for the automated generation of articles in low-resource Wikipedia
is translating text from equivalent English Wikipedia articles. Unfortunately, several low-
resource entities of interest tend to be local in nature, leading to a lack of equivalent En-
glish Wikipedia pages for ∼42.1% entities on average across seven low-resource languages.
In particular, the following are percentages of Wikipedia entities with no equivalent English
Wikipedia page: Hindi (50.60%), Tamil (46.70%), Bengali (31.50%), Malayalam (36.30%),
Marathi (42.00%), Punjabi (38.70%), Oriya (39.40%). Thus, we need to explore other inputs
for LR Wikipedia text generation.

Another approach is to leverage generic Web content for LR Wikipedia text generation.
A challenge to this approach is that such web content is itself very sparse in low-resource
languages, as can be observed in publicly available large dumps like CommonCrawl [69]. Hence,
it is impossible to build monolingual parallel datasets in LR languages. This motivates us to
explore the use of cross-lingual approaches for our task.

2



Lang. WikiData

entries

Facts Average facts

per entity

Wikipedia

articles

hi 26.0K 271.0K 10.43 22.9K

mr 16.5K 174.0K 10.56 15.9K

te 12.4K 142.2K 11.49 7.8K

ta 26.0K 280.4K 10.77 25.6K

en 1.3M 30.2M 22.8 627.9K

gu 3.5K 37.8K 10.88 1.9K

bn 36.2K 501.9K 13.87 29.0K

kn 7.5K 83.6K 11.1 4.5K

Table 1.1: WikiData+Wikipedia statistics for the person entities across languages

1.2 Cross-lingual fact-to-text generation (XF2T)

Fact-to-text(F2T) generation [71] is the task of transforming structured data into natural
language. F2T generation systems are vital in many downstream Natural Language Processing
(NLP) applications like automated dialog systems [82], domain-specific chatbots [64], open
domain question answering [16], authoring sports reports [14], etc.

Most of the existing F2T datasets focus on the English language. This is because much of
the structured data is available in English only, especially for fresh content like sports reports or
information about new entities like newly-launched products. Table 1.1 shows that structured
Wikidata entries for person entities in LR languages are minuscule in number compared to that
in English. Also, the average facts per entity in LR languages are much smaller than in English.
Thus, monolingual F2T for LR languages suffers from data sparsity. Hence, in this work, we

XF2T

<Elon_Musk, nationality, South_Africa> 
<Elon_Musk, nationality, Canada >
<Elon_Musk, nationality, USA> 
<Elon_Musk, date_of_birth, 28_June_1971 >
<Elon_Musk, occupation, engineer> 
<Elon_Musk, occupation, entrepreneur> 
<Elon_Musk, occupation, inventor>
<Elon_Musk, occupation, investor> 

<hindi> एलन म� (ज� 28 जून 1971) एक दि�ण अ�ीकी-कनाडाई-अमे�रकी
िद�ज �ापारी, िनवेशक, इंजीिनयर, और आिव�ारक ह�। 

<bengali> এলন মা� (জ� 28 জনু 1971) দি�ণ আি�কা-কানািডয়ান-
আেমিরকান �বীণ ব�বসায়ী, িবিনেয়াগকারী, �েকৗশলী এবং উ�াবক।

<tamil> எேலான் மஸ்க் (�றப்� 28 ஜ�ன் 1971) ஒ�
ெதன்னாப்�ரிக்க-கன�ய-அெமரிக்க �த்த ெதா�ல�பர்,

�த�ட்டாளர், ெபா�யாளர் மற்�ம் கண்���ப்பாளர் ஆவார்.

English Facts

<gujarati> એલોન મ�ક (જ�મ 28 જૂન 1971) એ દિ�ણ આિ�કા-કેનેિડયન-
અમેિરકન પીte ઉ�ોગપિત, રોકાણકાર, ઇજનેર અને શોધક છે.

<English> Elon Musk (born 28 June 1971) is a South African-Canadian-
American veteran businessman, investor, engineer, and inventor.

<punjabi> ਐਲੋਨ ਮਸਕ (ਜਨਮ 28 ਜੂਨ 1971) ਇੱਕ ਦੱਖਣੀ ਅਫ਼ਰੀਕੀ-ਕੈਨੇਡੀਅਨ-
ਅਮਰੀਕੀ ਅਨੁਭਵੀ ਕਾਰੋਬਾਰੀ, ਿਨਵੇਸ਼ਕ, ਇੰਜੀਨੀਅਰ, ਅਤੇ ਖੋਜੀ ਹੈ।

...

Figure 1.3: XF2T Example: Generating English, Hindi, Bengali, Gujarati or Tamil sentences

to capture semantics from English facts.
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rigorously investigate the XF2T problem of aligning English structured data with sentences in
multiple LR languages and contribute a new dataset, XAlign.

The XF2T generation task takes a set of English facts as input and generates a sentence
capturing the fact semantics in the specified language. Fig. 1.3 shows an example where a set of
English Wikidata facts are used to generate a sentence across various languages. We model this
as a multi-lingual text generation task and hence experiment with multiple multilingual deep
learning models. Instead of working on a single text generation model for each language, we
can leverage language relatedness to build single model that can produce sentences in multiple
languages.

1.3 Cross-lingual, multi-document, aspect-based summarization

(XWikiGen)

As shown in Fig. 1.4, the input for XWikiGen is a set of reference URLs, a target sec-
tion title, and a target output language. The expected output is then the text suitable for
that Wikipedia section in the target language. Analogous to generic summarization versus
query-based summarization, XWikiGen involves section-wise text generation rather than the
generation of the entire Wikipedia page. Unlike existing work on monolingual (English-only)
Wikipedia text generation, XWikiGen is cross-lingual in nature. Lastly, unlike some existing
work that generates cross-lingual text using English Wikipedia pages, XWikiGen focuses on
generating cross-lingual text using reference URLs in multiple languages.

<hindi> 
रॉजर फ़ेडरर (जÛम 8 

अगèत 1981) एक åयवसा
Ǔयक िèवस टेǓनस ͨखलाड़ी 
हɇ, िजनकȧ वत[मान मɅ एटȣपी
 वरȣयता 2 है। उनके नाम 
2 फ़रवरȣ 2004 स े17 अग
èत 2008 तक 237 हāतɉ 
तक Ĥथम वरȣयता पर रहन े
का ǐरकॉड[ है। फ़ेडरर को åया
पक Ǿप स ेइस युग के महा
नतम एकल ͨखलाड़ी के Ǿप 

मɅ जाना जाता है।

<english> Roger Federer (born 8 August 
1981) is a Swiss former professional 

tennis player. He was ranked world No. 1 
by the Association of Tennis Professionals 

(ATP) for 310 weeks, including a record 
237 consecutive weeks, and finished as 

the year-end No. 1 five times. He won 103 
ATP singles titles, the second most of all 

time, including 20 Grand Slam singles 
titles, a record eight men's singles 

Wimbledon titles, an Open Era record-
tying five men's singles US Open titles, 

and a record six year-end championships.

Set of reference URLs
1. https://www.atptour.com/en/players/roger-federer/f324/bio
2. https://www.rediff.com/sports/2005/jul/04wimb1.htm
3. https://usatoday30.usatoday.com/sports/tennis/wimb/2005-07-03-roddick-marvels_x.htm

XWikiGen

<tamil> ேராஜƫ ஃெபடரƫ (ப�ற~© - 
ஆக{¢ 8, 1981) �வ�yசƫலா|ைதv 

ேசƫ|த ெட}ன�� வ �ரƫ. 20 
கிராzy சிலா� என~ப�� 
ெப¯ெவ�றி{ ெதாடƫகைள 

ெவ}²�ளாƫ. ேம´�, ெமா{த� 
302 வாரuக� தரவƬைச~ 
பy�யலி� «த� இட� 

ப��{தவராகº�, ெதாடƫvசியாக 
237 வாரuக� தரவƬைச~ 
பy�யலி� «தலிட� 

ெப�றி¯|தைம� இவர¢ 
«tகிய சாதைனக¶� 

ஒ}றா��.

…

Section title
<hindi> पǐरचय
<english> Introduction
<tamil>அறி«க�

…

Figure 1.4: XWikiGen examples: Generating Hindi, English, and Tamil text for the Introduc-

tion section from cited references.
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Our first contribution is a novel dataset, XWikiRef towards the XWikiGen task. The
dataset is obtained from Wikipedia pages corresponding to eight languages and five domains.
Languages include Bengali (bn), English (en), Hindi (hi), Malayalam (ml), Marathi (mr), Oriya
(or), Punjabi (pa) and Tamil (ta). Domains include books, films, politicians, sportsmen, and
writers. The dataset spans ∼69K Wikipedia articles with ∼105K sections. Each section has
5.44 cited references on average.

XWikiGen is an extremely challenging task because it involves long text generation, and
that too in a cross-lingual manner. Handling long text input is difficult. Hence, we follow a two-
stage approach. The first extractive stage identifies important sentences across several reference
documents. The second abstractive stage generates the section text. Both stages involve neural
models. We experiment with unsupervised methods like salience [87] and hiporank [28] for
the extractive stage, and mT5 [84] and mBART [59] for the abstractive stage. We experiment
with several training setups like (1) multi-lingual, (2) multi-domain, and (3) multi-lingual-multi-
domain. We report results using standard text generation metrics like ROUGE-L, METEOR,
and chrF++.

1.4 Key contributions and thesis outline

Overall, we make the following contributions in this work.

1. We highlight the existing lack of resources across the low-resource languages, and pro-
pose the use of cross-lingual approaches for text generation. We propose the problem of
XF2T alignment and generation for low-resource languages. We motivate and propose the
XWikiGen problem where the input is (set of reference URLs, section title, language)
and the output is a text paragraph. More details about these tasks are covered in the
Chapter 1 of the thesis. Summary of the related work regarding above tasks is covered
in the Chapter 2.

2. We propose the creation of XF2T dataset, XAlign, consisting of English WikiData
triples/facts mapped to sentences from LR Wikipedia. We introduce solid baselines for
the cross-lingual alignment task and propose two novel approaches: NER-based filtering
with Semantic Similarity and Key-phrase Extraction with Relevance Ranking. Later, we
scale the dataset across multiple languages and propose better approaches for the same,
like 1) zero-shot learning and 2) distant supervision. We introduce a large collection of
high-quality XF2T datasets in 12 languages: Hindi, Marathi, Gujarati, Telugu, Tamil,
Kannada, Bengali, Punjabi, Assamese, Malayalam, Odiya, and monolingual dataset in
English. We have also collected 5402 human-labeled gold test dataset spanning all these
languages to evaluate alignment methods. More details of the processes involved in build-
ing such datasets are covered in Chapter 3 of the thesis.
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3. We report strong baseline results by adopting popular natural language generation (NLG)
methods for our proposed novel XF2T task. First, we experiment with standard exist-
ing Transformer-based multi-lingual encoder-decoder models like the vanilla Transformer,
IndicBART and mT5. Next, we explore performance across various training setups: bi-
lingual, translate-output, translate-input and multi-lingual. Further, we systematically
explore various strategies for improving XF2T generation like multi-lingual data-to-text
pre-training, fact-aware embeddings, and structure-aware encoding. Detailed results and
analysis of the above experiments is covered in Chapter 4 of the thesis.

4. After proposing the XWikiGen task in Chapter 1, we contribute a large dataset, XWikiRef,
with ∼105K instances covering eight languages and five domains. We model XWiki-
Gen as a multi-document cross-lingual summarization problem and propose a two-stage
extractive-abstractive system. Our multi-lingual-multi-domain models using HipoRank
(extractive) and mBART (abstractive) lead to the best results. Detailed results and
analysis can be found in Chapter 5.

5. We summarize our key ideas, the experimental setups, and the results in the final chapter
of the thesis, Chapter 6. We discuss the significance of each approach as well as the
limitations of our work. We end the chapter by discussing some possible threads for future
work in these critical research areas.
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Chapter 2

Related work

2.1 Cross-lingual text generation

Recently there has been a lot of work on cross-lingual NLG tasks like question generation [19],
news title generation [56], summarization [89], and machine translation [59, 17] thanks to models
like XNLG [19], mBART [59], mT5 [84], etc.

Machine Translation(MT) based pipeline methods were used from early days for cross-lingual
generation[79][29]. Even in recent times, the creators of WebNLG shared task [12] have used
MT systems that convert English sentences to Russian, for the purpose of generating pseudo-
training data for cross-lingual data-to-text from English RDF triples to Russian sentences.
However these MT based models are not suitable for low resource languages as they do not
share parameters across-languages and generated translations are error-prone. Following the
recent advancements in the field of multilingual transformer models such as XLM-R[23] and
cross-lingual transfer learning in NLP [56] [43], models like MT5[84] and mBART[59] are now
successfully used for NLG tasks like Machine Translation, Automatic Summarization, and data-
to-text tasks in cross-lingual manner[72]. Improving on these models that are pre-trained on
massive monolingual tasks, some recent works include cross-lingual data in their pretraining
tasks. mT6[17] improves cross-lingual transfer over mT5 by pre-training on translation pairs.
[18] used parallel data to train a sequence-to-sequence model for zero-shot cross-lingual abstrac-
tive text summarization and question generation.

In this work, we propose a new cross-lingual NLG task: XF2T. Further, from a knowledge
graph (KG) and text linking perspective, our work is related to tasks like entity linking (link
mention in a sentence to a KG entity) [11] and fact linking (linking sentence to a set of facts) [49].
As against this, XF2T is the problem of generating a sentence given a set of facts.
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2.2 Fact-to-text

2.2.1 Building the datasets for fact-to-text task

Recently, there has been a lot of effort in creating automated structured data to text datasets
in various domains. [54] introduced a WikiBio dataset by aligning opening sentences with in-
foboxes in English Wikipedia articles on person’s biographies. Several extensions of this method
of aligning Wikipedia text with infoboxes have been proposed to create a dataset in different
languages [62] and domains [67]. Datasets created using these methods are constrained to a spe-
cific domain. [34] alleviates this limitation by aligning knowledge graph triples in Wikidata with
opening sentences in Wikipedia. It uses lexical overlap between the name entities present in a
sentence, and Wikidata triples for alignment. In addition to using triples available in Wikidata
(Wikipedia’s Knowledge Graph), [2] introduced a dataset that also incorporates sub-property
information in the form of quadruples. These datasets focus on aligning either knowledge graph
triples or infoboxes with sentences present in Wikipedia articles. [15] introduced a dataset that
combined the structured information residing in Wikidata and infoboxes with a given sentence.
To scale alignment of structured data with natural text across various domains [31, 44] intro-
duced sequential pipeline strategy consisting of data collection, data filtering, entity linking,
and alignment. Additionally, it also suggests incorporating a human-annotated test dataset to
evaluate the different alignment methods.

All of the previous approaches depend upon lexical overlap between structured and textual
data. These approaches are ineffective for cross-lingual alignment where structured data and
textual data are in different languages. Although, we can utilize previously proposed strategies
for dataset creation by translating either structured data or textual data to other languages.

Table 2.1 shows basic statistics of popular F2T datasets. There exists a large body of work
on generic structured data to text, but here we list only F2T datasets. These datasets contain
text from various domains like person, sports, restaurant, airport, politician, artist, etc. Also,
these datasets vary widely in terms of statistics like number of instances, number of facts per
instance, number of unique predicates and average number of tokens per instance. Unlike other
datasets which are mostly on English only, our dataset contains multiple Indian languages and
is a cross-lingual dataset.

Training F2T models require aligned data. Some previous studies like WebNLG [35] collected
aligned data by crowdsourcing while others have performed automatic alignment by heuristics
like TF-IDF. We explore two different unsupervised methods to perform cross-lingual alignment.

Initial methods for F2T were template-based and were therefore proposed on domain-specific
data like medical [10], cooking [20], person [30], etc. They first align entities in RDF triples
with entities mentioned in sentences. Then, they extract templates from the aligned sentences
by replacing the entity mentions with a unique token. Such templates are then used to generate
sentences given facts for new entities. Template-based methods works well on RDF triples in
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Dataset Languages A/M |I| |F| |P| |T| X-Lingual

WikiBio en A 728K 19.70 1740 26.1 No

E2E en M 50K 5.43 945 20.1 No

WebNLG 2017 en M 25K 2.95 373 22.7 No

fr-de Bio fr, de A 170K, 50K 8.60, 12.6 1331, 1267 29.5, 26.4 No

TREX en A 6.4M 1.77 642 79.8 No

WebNLG 2020 en, ru M 40K, 17K 2.68, 2.55 372, 226 23.7 Yes

KELM en A 8M 2.02 663 21.2 No

WITA en A 55K 3.00 640 18.8 No

WikiTableT en A 1.5M 51.90 3K 115.9 No

GenWiki en A 1.3M 1.95 290 21.5 No

XAlign en + 7 LR A 0.45M 2.02 367 19.8 Yes

Table 2.1: Statistics of popular F2T datasets: WikiBio [54], E2E [64], WebNLG 2017 [35],

WebNLG 2020 [12], fr-de Bio [62], KELM [3], WITA [34], WikiTableT [15], GenWiki [44],

TREX [31], and XAlign (ours). Alignment method could be A (automatic) or M (manual).

|I|=number of instances. |F|=number of facts per instance. |P|=number of unique predicates.

|T|=average number of tokens per instance.

a seen domain but fail on RDF triples in a previously unseen domain. Seq-2-seq attention
based neural methods [54, 61] gained popularity for F2T around 5-6 years back. Vougiouklis
et al. proposed a method which uses feedforward neural networks to encode RDF triples and
concatenate them as the input of the LSTM decoder [78]. Variations of LSTM encoder-decoder
model with copy mechanism [74] or with hierarchical attentive encoder [62] have also been
proposed. Recently, pretrained Transformer based models like BART [55] and T5 [69] have been
applied for mono-lingual English F2T [72]. Richer encoding of the input triples has also been
investigated using a combination of graph convolutional networks and Transformers [88], triple
hierarchical attention networks [16], or Transformer networks with special fact-aware input
embeddings [16]. Some recent work also explores specific F2T settings like plan generation
when the order of occurrence of facts in text is available [88] or partially aligned F2T when the
text covers more facts than those mentioned in the input [34]. However, all of these methods
focus on English fact to text only. WebNLG 2020 [12] shared task presents one such cross-lingual
aligned dataset where [75] performs automatic translation and post editing of English sentences
to Russian. Final dataset consists of English triples aligned with Russain sentences verbalizing
those triples. Such approaches do incur the loss due to automatic translation though.
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2.2.2 Approaches for fact-to-text generation

Initial F2T methods were template-based and were therefore proposed on domain-specific
data like medical [10], cooking [20], person [30], etc. They align entities in RDF triples with
entities mentioned in sentences, extract templates from the aligned sentences, and use templates
to generate sentences given facts for new entities. Template-based methods are brittle and do
not generalize well.

Recently, seq-2-seq neural methods [54, 61] have become popular for F2T. These include
vanilla LSTMs [78], LSTM encoder-decoder model with copy mechanism [74], LSTMs with hi-
erarchical attentive encoder [62], pretrained Transformer based models [72] like BART [55] and
T5 [69]. Vougiouklis et al. [78] proposed a method which uses feedforward neural networks to en-
code RDF triples and concatenate them as the input of the LSTM decoder. Variations of LSTM
encoder-decoder model with copy mechanism [74] or with hierarchical attentive encoder [62]
have also been proposed. Recently, pretrained Transformer based models like BART [55] and
T5 [69] have been applied for mono-lingual English Fact-to-Text [72]. Richer encoding of the
input triples has also been investigated using a combination of graph convolutional networks
and Transformers [88], triple hierarchical attention networks [16], or Transformer networks with
special fact-aware input embeddings [16]. Some recent work also explores specific F2T settings
like plan generation when the order of occurrence of facts in text is available [88] or partially
aligned F2T when the text covers more facts than those mentioned in the input [34]. However,
all of these methods focus on English fact to text only. Only recently, the XF2T problem was
proposed in [1] but their focus is on problem formulation and dataset contribution. In this
paper, we extensively evaluate multiple methods for the XF2T generation task.

2.3 Summarization

In this section, we discuss related work on generating both short and long Wikipedia text.
We also briefly discuss work on multi-lingual and cross-lingual summarization.

2.3.1 Generating Short Wikipedia Text

Automated generation of Wikipedia text has been a problem of interest for the past 5–6
years. Initial efforts in the fact-to-text (F2T) line of work focused on generating short text,
typically the first sentence of Wikipedia pages using structured fact tuples.

Training F2T models require aligned data with adequate content overlap. Some previous
studies like WebNLG [35] collected aligned data by crowdsourcing, while others have performed
automatic alignment by heuristics like TF-IDF. Seq-2-seq neural methods [54, 61] have been
popularly used for F2T. These include vanilla LSTMs [78], LSTM encoder-decoder model with
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copy mechanism [74], LSTMs with hierarchical attentive encoder [62], pretrained Transformer
based models [72] like BART [55] and T5 [69].

Most of the previous efforts on F2T focused on English fact-to-text only. Only recently, the
Cross-lingual F2T (XF2T) problem was proposed in [1]. Compared to all of these pieces of work
which have focused on short text generation, the focus of the current paper is on generating
longer text. Unlike F2T literature, where the input is structured, the input is a set of reference
URLs in our case.

2.3.2 Generating Long Wikipedia Text

Besides generating short Wikipedia text, there have also been efforts to generate Wikipedia
articles by summarizing long sequences [58, 37, 42, 4, 38, 76] as shown in Table 2.2. For all
of these datasets, the generated text is either the full Wikipedia article or text for a specific
section. Most of these studies [58, 42, 4, 37] have been done on English only. Further, these
studies use different kinds of input: single document (existing Wikipedia article in the same or
another language) or multi-document (set of citation URLs, review pages).

Liu et al. [58] introduced the WikiSum dataset, which contains article text paired with
cited reference articles. Ghalandari et al. [37] introduced a large dataset for multi-document
summarization created by leveraging the Wikipedia current events portal. Antognini et al. [4]
extended a similar idea to a specific domain of games by contributing the GameWikiSum
dataset.

Most of these works fail to include the section-specific intent during summarization and gen-
erate an article on the whole. Hence, to capture the section-specific intent while summarization,
Hayashi et al. [42] introduced section-specific summarization, which recognizes the main topics
in the input text and then creates a summary for each. Although authors rely on the model
to figure out the latent subtopics, the content selection step is challenging. We tackle this
challenge by providing section-specific citations as input in our dataset, which avoids the noisy
references belonging to other sections, and allows us to study the summarization capabilities of
the model better.

Interestingly, none of the existing datasets perform cross-lingual multi-document summariza-
tion for Wikipedia text. However, as motivated in the previous section, this setup is critical for
Wikipedia text generation for LR languages. Hence, we fill this gap in this paper by proposing
the XWikiRef dataset.

There has been no previous work in multi-lingual and cross-lingual settings for long input
sequences and aspect-based summarization. We mainly focus on the combination of the above
in our problem formulation.
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Table 2.2: Statistics of popular Wikipedia Summarization datasets. XL=Cross-lingual.

ML=Multi-Lingual. MD=Multi-document. SS=Section-specific.

2.3.3 Multi-lingual and cross-lingual summarization

Recently there has been a lot of work on cross-lingual NLG tasks like machine translation [17,
59], question generation [19], news title generation [56], and summarization [89] thanks to
models like XNLG [19], mBART [59], mT5 [84], etc.

Limited work has been done in the past on summarization for low-resource languages. Mul-
tiLing’15 [38] introduced a novel task for multi-lingual summarization in 30 languages. In the
past 2–3 years, a few datasets have been proposed for cross-lingual summarization mainly in the
news domain: XLSum [41], MLSum [73], CrossSum [40], Global Voices [63], WikiLingua [52],
WikiMulti [76]. XL-Sum [41] comprises ∼1.35 million professionally annotated article-summary
pairs from BBC, extracted using a set of carefully designed heuristics. It covers 44 languages
ranging from low to high resource. Hasan et al. [40] extend the multi-lingual XL-Sum dataset by
releasing CrossSum, a cross-lingual summarization dataset with ∼1.7 million instances. How-
ever, both XL-Sum and CrossSum are specific to the news domain only. WikiLingua [52] is a
multi-lingual dataset with ∼770K summaries where the article and summary pairs are extracted
in 18 languages from WikiHow. MLSum and GlobalVoices are also cross-lingual summarization
datasets based on news articles with around ∼1.5M and ∼300K summaries covering 5 and 15
languages, respectively. We enrich this line of work by contributing a new cross-lingual multi-
document summarization dataset, XWikiRef, and also proposing a two-stage system for the
associated XWikiGen task.
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Chapter 3

Building the datasets for XF2T in low-resource languages

3.1 Overview

F2T generation requires structured data that is well-aligned with semantically equivalent tex-
tual data. The manual creation of such a high-quality F2T dataset requires human supervision
and is quite challenging to scale. Recently various automatic alignment approaches have been
proposed like pairing up Wikipedia sentences with Infobox [54], using distant supervision [31],
finding the lexical overlap between textual and structural entities [44, 34, 3], etc.

In this work, we propose the creation of the XF2T dataset, XAlign, consisting of English
WikiData triples/facts mapped to sentences from LR Wikipedia. We introduce an extensive
high-quality XF2T dataset in 12 languages: Hindi, Marathi, Gujarati, Telugu, Tamil, Kannada,
Bengali, Punjabi, Malayalam, Assamese, Oriya, and the monolingual dataset in English. Fol-
lowing guidelines for unsupervised fact-to-text dataset creation [44], we have also collected a
human-labeled gold test dataset spanning all these languages to evaluate alignment methods.

3.2 Unsupervised approaches for linking facts to sentences

Our alignment model seeks to match Hindi sentences with the most appropriate English
triples. We present two innovative methods for tackling cross-lingual challenges requiring fact
and sentence alignment. Key-phrase Extraction with Relevance Ranking and NER-based filter-
ing with Semantic Similarity are the two methods.

Named Entity Disambiguation is a novel concept that is included in NER-based filtering
with semantic similarity. By projecting Hindi and English words into the same vector space,
we employed nearest neighbor-based search to identify the most pertinent English words for
the supplied Hindi words in the sentence. We use Multilingual Unsupervised and Supervised
Embeddings (MUSE) [53] to obtain multilingual vector representation and then perform the
Nearest Neighbor Search to obtain the top-k candidates. Semantic similarity is used to filter the
selected candidates further, improving the model’s accuracy. We test a number of cutting-edge
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multilingual transformer-based models to identify semantic connections between sentences and
facts.

In Key-phrase Extraction with Relevance Ranking, key phrases are extracted from a Hindi
sentence using straightforward POS-tag-based heuristics, and key phrases are then ranked ac-
cording to how relevant they are to the sentence’s corresponding constituent article. We propose
a new multilingual variant of EmbedRank [9] to obtain rankings. Based on similarity scores
with the sentence’s key phrases, the top-k relevant triples are then chosen.

3.2.1 Data collection and test data annotation

For retrieving English triples, we use Wikidata as our Knowledge Graph (KG), and for
retrieving corresponding sentences, we use Hindi Wikipedia. Wikidata entities and Wikipedia
articles have a clear one-to-one mapping that enables us to gather comprehensive data for
numerous entities. First, we looked through every domain and subdomain of Wikipedia pages.
We decided to choose the person domain in Hindi Wikipedia as it contains the maximum number
of entities within a domain (~16% of Hindi Wikipedia), allowing us to create a larger dataset.
Each entity with a Hindi Wikipedia page has its article content and English triples retrieved
and preprocessed. Triples containing useless predicates, such as URLs and external identifiers,
are eliminated. We use Hindi sentence tokenization to extract the first three sentences from
each article. Our alignment models use this information as their input, and they use the whole
candidate set of triples for each entity to forecast a set of triples that are pertinent to each
sentence. We generate a total of 29224 English triple and sentence pairs covering 12429 entities
using our best-proposed methodology.

In addition to the training and validation sets, we additionally gathered a test set of 460
structured data and text pairs that was human-annotated. From the aforementioned data, we
provide some of them to the user in a specifically designed web-based user interface (UI). The
sentence and all the candidate triples related to that entity are visible to the user. These samples
have each been annotated independently by two authors. The inter-annotator agreement, or
Cohen’s Kappa score, for the annotations was found to be 0.74. The final test data samples were
chosen from the annotation responses of both authors with the assistance of a linguist. 350 data
examples are chosen as test dataset, on which we present the metrics results for our methods.
To fine-tune the hyperparameters, such as threshold values, the remaining 110 samples are used
as an internal validation set. The distribution of sentences and other statistics across different
domains can be found in table 3.1.
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Domain Entity count Sentence

count

Sentence count (in

test data)

Avg sentence length

(in test data)

Avg fact count (in

test data)

Actors 2106 5469 50 14.32 3.60

Cricketers 2316 4694 100 21.19 4.70

Politicians 3906 8916 100 18.64 3.47

Writers 2755 6629 50 15.65 1.78

Singers 739 1944 25 18.04 2.92

Journalists 607 1572 25 17.32 2.12

Total 12429 29224 350 17.52 3.08

Table 3.1: Table contains entity count and sentence count for final aligned dataset across

different domains. It also presents statistics of manually annotated test data for each domain.

3.2.2 Approaches

3.2.2.1 NER-based filtering with Semantic Similarity

The goal is to filter the English triples using named entity recognition before matching them
based on semantic similarity in order to find matching English triples for a given Hindi sentence
(s). Our presumption is based on the observation that if a triple contains a Named Entity, the
sentence it aligns with will also contain the same Named Entity or a variant thereof. We take
into account a triple for determining semantic similarity with the sentence if it lacks a Named
Entity.

Each word in the triple is concatenated before being used to extract named entities. Finding
the overlap between the Hindi sentence’s words and the named entities listed in the triple
is our aim. In an Indian language like Hindi, there are numerous ways to write a Named
Entity. Therefore, the alignment target would not be met by utilising a straight translation.
Furthermore, there can be a translation loss involved.

NER based
filtering Similarity

Triples

Output
Matching

Triples

Triple Embeddings

Figure 3.1: NER-based filtering + Semantic Similarity
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We employed a pipeline technique with two phases to get around this issue: 1) Triples are
filtered using the bucket method, and 2) semantic similarity is used.

By collecting the top k nearest English terms for each word in the given Hindi sentence, s,
from the common multilingual vector space produced using MUSE [53], the filtering of triples
based on bucket method provides a bucket of English words. The intersection of the named
entities identified in triple with the bucket of English terms previously constructed for that
Hindi sentence s is then calculated. By dividing the intersection by the total number of words
present across all the specified entities, we can finally get a score for each triple. We save
facts that score higher than a particular threshold and move on to the next level of semantic
similarity.

By computing the inner product between the Hindi sentence representation and fact repre-
sentation, the semantic similarity approach further refines the triples acquired from the previous
stage. As described in Section 3.2.2.4, both sentence-level and fact-level representations are
derived from multilingual transformer models. Last but not least, we keep triples over a de-
fined threshold (a different threshold from the previous stage). We have illustrated the pipeline
approach in Figure 3.1.

3.2.2.2 Key-phrase Extraction with Relevance Ranking

For this method, we extract the Hindi key phrases from the Hindi Wikipedia page using
straightforward POS-tag-based heuristics. A phrase meets our definition of a key phrase if it
starts with zero or more adjectives and ends with one or more nouns. Based on how semantically
close they are to the source Hindi Wikipedia article, these key phrases are ranked. Key-phrase
Extraction with Relevance Ranking is the name of this procedure. A multilingual version of
the EmbedRank [9] technique serves as the basis for the ranking system. EmbedRank works
by embedding potential phrases and the associated article in the same high-dimensional vector
space. The key terms are then ordered inside the same vector space according to how closely
they relate to the article. Our variant is explained in Algorithm 1.

The process of obtaining similar triples from ranked key phrases is explained in Figure 3.2.
We extract n-grams for each key phrase after ranking them for article A. We determine the
vector embeddings for each triple and n-gram. Now a semantic similarity score is calculated
for each triple and n-gram pair. For each n-gram, we retain the best matching triple. Next, we
find the triples for a key phrase that are most similar across all n-grams. We choose the top-k
triples from among them. The top-k triples for a key phrase are those that are most pertinent.
We combine the outcomes from each key phrase in a Hindi sentence to find matches at the
sentence level.
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Figure 3.2: Method to return Top K triples from key phrases

Algorithm 1: Ranking key phrases with respect to Article Relevance
1. Let N = { set of all key phrases in article A}.

2. Concatenate all the key phrases in N and let Nv ← vector representation of the

concatenated key phrases.

3. For a sentence s in the article A, M ← set of all extracted key phrases from s. So, M

⊆ N .

4. For each key phrase K in M , let Kv ← vector representation of K.

5. Assign a score to K , where score = similarity between Kv and Nv.

6. Rank all the key phrases in M based on the score.

3.2.2.3 Baselines

We experimented with the following baselines:
Multilingual Universal Sentence Encoder [85] is a general-purpose sentence embedding
model for applications including retrieving semantic information from texts and transfer learn-
ing. It uses a typical dual-encoder neural network with shared weights that has been trained
in a multi-task environment with an additional translation task. To eliminate fact triples, we
employ the same method as for mBERT.
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Word Overlap selects the K-most pertinent English words for each Hindi word that appears
in the Hindi sentence using the K Nearest Neighbor search method. Using MUSE [53], a mul-
tilingual vector space was built where the word search takes place. These top K English words
are all kept in a bucket. The overlap between the triple and the English words in the bucket is
then calculated for each sentence. We categorize that triple as being aligned with that sentence
if the overlap exceeds a predetermined threshold.
Static Sentence Similarity use MUSE [53] to obtain multilingual word embeddings. In order
to represent a Hindi sentence, we find the average of these word embeddings. To obtain fact-
level representation for a triple, we average all the word embeddings within the triple. In order
to keep triples above a predetermined threshold for a given Hindi sentence, we finally calculate
the cosine similarity between sentence level and fact level representation.
mBERT [25] (multilingual Bidirectional Encoder Representations from Transformers) encodes
the Hindi text as well as a list of related facts. Concatenating the subject, predicate, and object
allows for the verbalization of facts. By averaging the sub-word representations from the final
layer of the mBERT, we are able to create vector representations (mean pooling). Next, we
calculate the cosine similarity score between the fact-level representation and the text. Finally,
we keep fact triples whose similarity score above a predetermined cutoff.
MuRIL [47] (Multilingual Representations for Indian Languages) has a big vocabulary for In-
dian languages and has been pre-trained on a sizable amount of Indian text corpus. We employ
the same method for MuRIL to filter out fact triples as we did for mBERT.
LaBSE [32](Language-Agnostic BERT Sentence Embedding) is a multilingual embedding model
that has been pre-trained utilizing the translation language modeling, and masked language
modeling aims to encode text from many languages into a common embedding space. We em-
ploy the same method for LaBSE to filter out fact triples as we did for mBERT.
XLM-R (STS) and XLM-R (Paraphrase) are sentence transformers that fine-tune XLM-
Roberta [21] on semantic text similarity (STS) [13] and on multilingual paraphrase dataset [86]
respectively.

3.2.2.4 Experimental settings

We fixed k=5 in k closest neighbor retrieval and set the cutoff value for the Word Overlap
method to 1. We translate words that are not commonly used. We employ the most recent base
model for all multilingual transformer-based techniques, including mBERT, MuRIL, LaBSE,
multilingual universal sentence encoder, and XLM-R. (consists 12 layers) on Huggingface [83].

The threshold value is set to 0.45 for cosine similarity after hyperparameter tuning on our
internal validation dataset. We tried various pooling strategies like [CLS] token representation,
sum pooling, and mean pooling for sentence-level representation. We found that mean pooling
consistently performs the best.
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Threshold value F1-Score

0.35 0.48

0.45 0.55

0.55 0.52

0.65 0.38

Table 3.2: Threshold values for sentence-triple semantic similarity on internal validation set for

XLM-R (base)

K F1-Score

3 0.65

4 0.72

5 0.74

6 0.66

7 0.67

8 0.68

9 0.66

10 0.63

Table 3.3: K value for K-Nearest neighbor for NER-based filtering with Semantic Similarity

method (tested on internal validation set)

By adjusting these hyperparameters on the 110-instance internal validation set, we get the
ideal K for K-Nearest Neighbors and the ideal similarity threshold. In Tables 3.2 and 3.3, we
present the comprehensive findings of our hyperparameter search. K-Nearest Neighbors’ ideal
value for K is found to be 5. Similar to this, we see that 0.45 is the ideal value for the similarity
threshold. Since XLM-R (base) is the best-performing baseline, we utilise it as the reference
transformer-based model.

For recognizing named entities, we use a BERT-CRF tagger trained on the OntoNotes dataset
[81]. We use AllenNLP [36] for our NER implementation.

We utilise Stanford coreNLP [60] to detect POS-tags for Key-phrase Extraction with Rele-
vance Ranking and set n-gram values ∈ [2, 3]. With a similarity threshold of 0.45, we employed
the multilingual transformer encoder XLM-R (Paraphrase).
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S.no Approaches Precision Recall F1-Score

1 mBERT (mean pooling) 0.37 0.31 0.33

2 Static Sentence Similarity 0.38 0.48 0.42

3 Multilingual Universal Sentence Encoder 0.62 0.38 0.47

4 Word Overlap 0.50 0.52 0.51

5 LaBSE (mean pooling) 0.49 0.56 0.52

6 XLM-R (STS) 0.57 0.48 0.52

7 MuRIL (mean pooling) 0.55 0.51 0.53

8 XLM-R (paraphrase) 0.52 0.58 0.55

9 Key-phrase Extraction with Relevance Ranking 0.78 0.72 0.75

10 NER based filtering with Semantic similarity 0.79 0.83 0.81

Table 3.4: Precision, Recall and F1-score across different approaches.

3.2.3 Evaluation metrics, results, and analysis

Our evaluation measures include micro-averaged Precision, Recall, and F1-Score. As can be
seen from the findings in Table 3.4, MuRIL outperforms mBERT since it is only pre-trained
on Indian languages with large vocabulary sizes. Surprisingly, word overlap, a straightforward
method, had higher recall than MuRIL. The rationale is that, as described in section 3.2.2.3,
it finds k-nearest neighbours in a multilingual vector space. As a result, this method retrieves
the information while capturing more word variations. In baselines, the XLM-R model out-
performs other multilingual transformers since it has been optimised for the downstream tasks
related to text similarity. On the translation language modelling loss, LaBSE has prior training.
The semantic similarity between facts and sentences from various languages is so successfully
captured.

We note the remarkable precision of key-phrase extraction with relevance ranking. The
procedure makes sure to maintain only the key phrases that are extremely essential to the
content by capturing the relation of each key phrase with its corresponding article. N-gram
matching with triples is used to further hone the matches.

Surprisingly, the best performance in terms of precision and recall is provided by NER-based
filtering with Semantic Similarity. This finding demonstrates a considerable bias toward named
entities serving as the principal source of factual information in the most pertinent fact triples.
Therefore, the NER-based model still outperforms our Key-phrase Ranking technique even
though it takes the complete context of an article into account to find relevant terms.

20



Hindi Sentence : 
आर के नारायण भारत के एक �िस�
सािह�कार थे। 
======================== 
English translated sentence : 
R.K.Narayan was a famous author of
India. 

( R.K.Narayan, country of citizenship, India) 
( R.K.Narayan, occupation, writer) 
( R.K.Narayan, occupation, author) 
( R.K.Narayan, occupation, novelist) 

( R.K.Narayan, occupation, literateur) 
( R.K.Narayan, occupation, poet) 

Candidate Triples

( R.K.Narayan, country of citizenship, India) 
( R.K.Narayan, occupation, writer) 
( R.K.Narayan, occupation, author) 

( R.K.Narayan, occupation, novelist) 
( R.K.Narayan, occupation, literateur) 

Gold Standard Annotated Triples

Hindi Sentence : 
किपल िस�ल एक भारतीय राजनीित� ह�
िजनका ज� पंजाब के जालंधर म� �आ था। 
============================ 
English translated sentence : 
Kapil Sibal is an Indian politician who
was born in Jalandhar, Punjab. 

( Kapil Sibal, country of citizenship, India ) 
( Kapil Sibal, place of birth, Jalandhar ) 

( Kapil Sibal, occupation, politician ) 
( Kapil Sibal, occupation, lawyer ) 

( Kapil Sibal, country of citizenship, India ) 
( Kapil Sibal, place of birth, Jalandhar ) 

( Kapil Sibal, occupation, politician ) 

Figure 3.3: Error analysis of incorrect predictions

Only the top-ranked triples that are the most relevant are kept for Key-phrase Extraction
with Relevance Ranking. The model does not always capture all of the pertinent triples, espe-
cially when numerous triples transmit the same information. Due to the fact that only triples
with the highest rank are taken into account, triples with a comparable ranking may be over-
looked. The first example in Figure 3.3 is a sample that was predicted using the Key-phrase
extraction model. We note that the ranking process causes the model to ignore the occupations
of author and novelist.

We observe that fact triples without named entities are sometimes ignored by the model for
NER-based filtering with Semantic Similarity. A predicted sample by the NER-based model
is shown in the second example in Figure 3.3. Since "politician" is not a named item, we note
that the model has ignored the occupation.

3.2.4 Limitations

We implement the above-mentioned unsupervised approaches in the Hindi language and
rely on multilingual word embeddings, MUSE, that are static in nature. These factors can
prove to be a limitation while deploying a multilingual system with sentences in multiple target
languages simultaneously. There have been efforts in the community in implementing semi-
supervised, distantly supervised, as well as few-shot learning for this task. Above work fails
to take into consideration these paradigms. Considering the recent advances in the contextual
representations and better approaches for cross-lingual information retrieval, we experiment
with such methods, across 7 more languages at once. We discuss this work in upcoming section.
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3.3 Scaling the fact-sentence alignment to multiple languages

3.3.1 Overview

Following the previous work, we now formulate our problem in a more challenging and useful
way. We aim to align English facts with sentences in any of the 7 target languages, using a single
modelling approach. For every (entity e, language l) pair, the dataset has a set Fel of English
Wikidata facts and a set of Wikipedia sentences Sel in that language. But the sentences and
facts are not aligned with each other. The goal of this section is build an automatic aligner that
associates a sentence in Sel with a subset of facts from Fel. The Wikidata facts for a particular
entity can grow in number for some entities. Hence, we propose a two stage system, where the
first stage aims to reduce the search space, as well as achieving high recall. Second stage aims
at filtering the irrelevant facts and precisely selecting the ones relevant to the sentence. The
two stages are Candidate Generation and Selection. The first stage generates (facts, sentence)
candidates based on automated translation and syntactic+semantic match. The second stage
retains only those candidates which are strongly aligned using transfer learning and distant
supervision. Fig. 3.4 shows the overall F2T alignment flow.

TestTrain

Wikipedia 
(articles)

Wikidata
(facts)

F2T Alignment

Candidate 
Generation

Candidate 
Selection

Finetune XF2T
Generator

XAlign
Dataset

Pretrained 
multilingual 

model

XF2T
Generator

Set of English 
Facts

LR Language 
sentence

Figure 3.4: XAlign F2T Alignment System Architecture

3.3.2 Data collection and preprocessing

The XAlign is an XF2T dataset that consists of sentences from LR language Wikipedia
mapped to English fact triples from WikiData. It contains data for the following languages:
Hindi (hi), Telugu (te), Bengali (bn), Gujarati (gu), Marathi (ma), Kannada (kn), Tamil (ta),
Malayalam(ml), Assamese(as), Oriya(or), Punjabi(pa), and English (en) that are included
in recent research papers on Indian languages like Samanantar [70], IndicNLPSuite [46] and
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MuRIL [47]. In this section, we discuss the broad data collection and basic pre-processing steps
for the dataset.

To start, we compile a list of Wikidata person entities with links to relevant Wikipedia pages
in at least one of our 11 LR languages. We chose the person entity type because it has the
most Wikidata entities connected to at least one of our 11 LR languages, and Wikidata has a
high quantity of facts per entity for the person type. This leads to a dataset D where every
instance di contains a tuple ⟨entityID, English Wikidata facts, LR language, and LR-language
Wikipedia URL for the entityID⟩.

The forward (subject-centric) and backward (object-centric) facts for each entity in D for
all 12 languages were extracted using the 20201221 WikiData dump. For the entity “Michael
Faraday”, ⟨Michael Faraday, occupation, Physicist⟩ is an example of a forward fact, while
⟨Humphry Davy, student, Michael Faraday⟩ is an example of a backward fact. Using the
WikiData API1, we filtered out backward facts if the corresponding forward fact was present.
Also, we gathered facts corresponding to only these Wikidata property (or relation) types which
capture most of the useful factual information for person entities and ignore non-informative
properties like unique_resource_ids: WikibaseItem, Time, Quantity, Monolingualtext. If there
exists additional supporting information associated with the fact triple, we retain it as a fact
qualifier.

The LR-language Wikipedia document for each instance in dataset D is parsed to produce a
list of clean phrases that may be aligned with the English Wikidata facts in the instance using
the methods below. We extracted text from the 20210520 Wikipedia XML dump using the
Wikiextractor[5] for each language. Wikiextractor produces clean main content by automati-
cally removing tables, photos, links, Infoboxes, references, etc. Using the Indic NLP Library,
[51], and a few extra heuristics to take into consideration Indic punctuation characters, sentence
delimiters, and non-breaking prefixes, we divided the articles’ primary material into sentences.
On Wikipedia, sentences written in different languages can occasionally be found. We prune out
such sentences using Polyglot language detector2. Sentences containing fewer than five words
or more than one hundred words were eliminated. We use POS tagging to weed out sentences
that might be devoid of factual information and only keep the sentences that have at least one
noun or verb. For POS tagging, we used Stanza [68] for en, hi, ma, te, ta, ml, pa; LDC Bengali
POS Tagger [6] for Bengali; and [65] for Gujarati. We compiled a list of entities for these
languages as a backup. This is accomplished by keeping track of all Wikipedia articles that cite
or are cited in another page. After that, this list is combined to produce a comprehensive list
of entities for the target language. Finally, we took WikiData’s native language labels for each
of these entities. We manually generate a set of pronouns for the target language because the
above method will overlook factual sentences that contain pronouns. If the entity-pronoun list

1https://query.wikidata.org/
2https://polyglot.readthedocs.io/en/latest/Detection.html
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and the words in the provided phrase overlap, we keep the sentences. We additionally keep the
section information for each sentence per Wikipedia URL.

3.3.3 Candidate generation

Given a set of English facts {fi}|f |i=1 and set of sentences {sj}|s|j=1 in language l, we compute a
similarity score that captures syntactic as well as semantic similarity between a (fact fi, sentence
sj) pair. For syntactic match, we use TFIDF by translating either the fact to language l or the
sentence to English [70]. For semantic match, we compute cosine similarity between MuRIL [47]
representations of the fact and the sentence, or between their translations. Besides MuRIL, we
also experimented with mBERT [26], XLM-R [23] and LaBSE [33], but found MuRIL to perform
the best on a small dataset of 500 examples, separately annotated for Stage-1 quality evaluation.

The similarity score sim(fi, sj) is thus obtained as an average of the following 4 scores:
MuRIL(fi, sj), TFIDF-cos(translate(fi, l), sj), TFIDF-cos(fi, translate(sj , English)), MuRIL(translate(fi,
l), translate(sj , English)). For translating sentences, we use IndicTrans [70]. When translating
the facts, we retain the label of entities within the fact tuple for which Wikidata multi-lingual
label is present in LR language, and we translate the remaining parts of the fact.

We obtain sim(fi, sj), i.e. a score between 0 and 1, for every (fact, sentence) pair. We filter
out sentences if the most similar fact has similarity score less than a threshold τ . By manual
inspection, we fix τ = 0.65. For every remaining sentence, we retain at most top-K facts sorted
according to their scores. Empirically we observe that most sentences can be covered by less
than 10 facts. Hence, we fix K=10.

3.3.4 Manual Annotations for Ground-Truth Data

We performed manual annotation in two phases. For both the phases, the annotators were
presented with (LR language sentence, K facts) which were output by Stage 1. In short, the
annotators were asked to do the following: “The task is to mark English facts that are present
in the given LR language sentence. You should choose all the facts that can be inferred from
the given sentence by selecting the checkbox against it. Also, mention if the set of selected
facts partially/completely cover the semantic information mentioned in the sentence.” There
were also specific guidelines to ignore redundant facts, how to handle abbreviations, etc. More
detailed annotation guidelines are mentioned in the Appendix.

We received 60 examples per language for labelling in the initial round. An skilled team
of eight annotators who were trusted graduate students and had a thorough understanding of
the assignment completed the annotations. In phase 2, the labelled data served as the ideal
control set for quality assurance. Using the identical set of 60 cases per language as in phase 1,
we first evaluated annotators. We chose eight annotators each language for this test in phase
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2, totaling 64 annotators drawn at random from the National Register of Translators.3. After
that, we requested the top four annotators from each language (based on Kappa score with
golden annotations) to annotate 1000 occurrences. So, in phase 2, a group of 25 crowdsourced
workers completed our final annotations. Table 3.6 provides the average Kappa scores for the
annotators by language.

3.3.4.1 Instructions related to platform

• When you select a question, you will see a sentence in low resource (LR) language and a
list of English facts.

• Please read the LR sentence carefully. Although English translated sentence is provided
for the reference, don’t rely entirely on it. The translated sentence may not be accurate
all the time.

• You will find list of English facts below the sentence. Please choose the facts that can be
inferred from the given sentence by selecting the checkbox against it.

• If the sentence is grammatically incorrect, incomplete or erroneous for any other reason,
please mention the reason in the textbox at the bottom.

3.3.4.2 Instructions related to annotations

• Exact Fact Matching: Information should exactly match what is present in the sentences
(some exceptions are mentioned later; other than them, follow this rule strictly). For
example,

– Sentence: टीना मुनीम (जन्मः 11 फरवरी, 1955) िहन्दी िफ़ल्मों कɃ एक अʺभनेत्री हैं।

– English Translation: Tina Munim (DOB: 11 Feb 1955) is an actress who acts in Hindi
movies.

– Fact: Date of Birth | 11 February 1957.

– Although the fact mentions that date of birth is 11 Feb 1957 but we won't consider it as
a valid alignment for the sentence.

• Implied Information in facts

– If information is related to language related inference and does not require external
world knowledge (a piece of knowledge not embedded in language itself), we mark
that fact.

3https://www.ntm.org.in/languages/english/nrtdb.aspx
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∗ Sentence: पी॰ नागराजन भारत कɃ सोलहवीं लोकसभा में सांसद हैं ।

∗ English Translation: P. Nagarajan is a Member of Parliament in India's 16th Lok
Sabha.

∗ Facts: P Nagarajan | position held | Member of the 16th Lok Sabha : P Nagarajan |
occupation | politician.

∗ For the given sentence, the information that the subject is a politician (राजनेता) isn't
written, but we can say that a Member of Parliament will be a politician, hence we
mark it.

∗ As another example, consider a sentence that says that a person did her Masters in
Geography but doesn't explicitly mention her occupation directly. Still, we can mark
the occupation=geographer fact as valid.

– If information in the fact requires external world knowledge, we DO NOT mark that
fact.

∗ Sentence: अमृता मलयाली माँ और पजंाबी िपता कɃ सतंान हैं और वह मुबंई में पदैा हुई थी।

∗ English Translation: Amruta's mother is a Malayali and her father is a Punjabi, and
she was born in Mumbai.

∗ Fact: Place of Birth | Chembur.

∗ Even if you know that Chembur is in Mumbai, please don't mark it.

• If some facts contain redundant information , then dont mark it.

• Abbreviations: If the part of the sentence is abbreviated in the facts or if the part of fact
is abbreviated in the sentence, we don’t consider those facts.

– Sentence: फɃल्ड माशर्ल आȺकबाल्ड पेʷसयल वेवेल , पहले अलर् वावेल , जीसीबी , जीसीएसआई ,
जीसीआईई , सीएमजी , वीएम , केएसटीजे , पीसी ( 5 मई 1883 - 24 मई 1950 ) , िब्रिटश सेना के
एक वȼरष्ठ अ˃धकारी और भारत के वाइसराय थे ।

– English Translation: Field Marshal Archibald Percival Wavell, 1st Earl Wavell, GCB, GCSI,
GCIE, CMG, MC, KStJ, PC (5 May 1883 – 24 May 1950) was a senior officer of the
British Army and an Indian Viceroy.

– Facts: Archibald Wavell, 1st Earl Wavell | award received | Virtuti Militari

• Fact Generalisation
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– If specific information is present in the sentence but there isn’t an exact match in
the fact list, then select the apt synonyms.

∗ Sentence: उन्होने अपनी किवताओं से एक अच्छे सािहत्यकार कɃ छिव स्तािपत कर ली थी

∗ English Translation: He had established the image of a good litterateur through his
poems.

∗ Now if the fact list contains occupation as poet, and there is no other fact with
occupation as litterateur, we consider the apt synonym and mark this fact as valid.

– If facts contain more specific terms as compared to the term present in the sentence
then consider that fact for annotation (facts can contain more specific information).

∗ Sentence: राजगोपाल ˃चदम्बरम ( जन्म 12 नवम्बर 1936 ) ʹजन्हें सामान्यतः आर॰ ˃चदम्बरम
के नाम से जाना जाता है , पद्मिवभूषण सम्मािनत भारतीय वजै्ञािनक हैं ।

∗ English Translation: Rajagopal Chidambaram (born 12 November 1936), commonly
known as R. Chidambaram, is a Padma Vibhushan honored Indian scientist.

∗ Fact: Rajagopala Chidambaram | occupation | nuclear physicist

∗ We mark this fact as a nuclear physicist is also a वजै्ञािनक (scientist). The fact has
more specific information and we mark it as valid.

3.3.5 Candidate selection

For every entity and language pair, Stage 1 outputs sentences each associated with a max-
imum of K facts. To maintain only strongly aligned (fact, sentence) pairs, we employ two
alternative methods: distant supervision from another English-only F2T dataset and transfer
learning from an NLI (Natural language Inference) task.

3.3.5.1 Zero shot learning based approaches

The NLI problem and the (fact, sentence) alignment problem are semantically related since
the fact and the sentence can be thought of as the premise and the hypothesis, respectively. We
test the XLM-R, mT5, and MuRIL multilingual NLI models. We utilise Huggingface’s Xtreme-
XNLI fine-tuned checkpoints4 and evaluate them for the (fact, sentence) alignment problem as
follows. We feed these models "sentence<SEP>fact" at the moment of inference. The (fact,
sentence) pair is thought to be aligned if the model predicts entailment; otherwise, it is not.
We choose a subset of facts from among the K candidate facts for each sentence. To select the

4We finetuned MuRIL only for en, hi, and ur because it does not support vocabulary for all XNLI languages.
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Figure 3.5: Annotation interface provided to the user. The user has to select the facts relevant

to the given sentence. English translation is given to aid the user.

optimal model, the chosen fact list is then contrasted with the golden fact list for the given
sentence.

We have investigated models tuned on several methodologies in order to examine the effec-
tiveness of various models for cross-lingual knowledge transfer:

(1) mT5-large finetuned on translate-train XNLI dataset and MNLI dataset.<native lan-
guage premise, native language hypothesis> (15 languages which includes two Indian language
Hindi and Urdu) [ 4.5M training instances]

(2) MuRIL finetuned on cross-lingual premise-hypothesis for one language pair: <Hindi
premise, English hypothesis> (google released translate train dataset on TF.) [ 0.3M training
instances]

(3) MuRIL finetuned on cross-lingual premise hypothesis for 13 Indian language pairs: <Na-
tive language premise, English hypothesis> (used IndicTrans for translating English premise to
11 Indian languages). [ 3.9M training instances]

(4) MuRIL finetuned on a combination of different premise-hypothesis language pairs for
Hindi: <English premise, Hindi hypothesis>, <English premise, English hypothesis >, <Hindi
premise, Hindi hypothesis >. [ 0.9M training instances]

(5) MuRIL trained on mixed cross-lingual premise-hypothesis for one language pair. Here
Hindi premise is concatenated with the English premise, and the hypothesis is English. <Hindi
premise: English premise, English hypothesis>
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(6) MuRIL trained on mixed cross-lingual premise hypothesis for 13 language pairs. <Native
language premise: English premise, English hypothesis>

3.3.5.2 Distant supervision-based approaches

In this method, given an (English fact, LR language sentence) pair, we train a binary classifier
to predict whether the fact is associated with the LR language sentence or not. The (fact,
sentence) input is expressed as the input string “sentence<SEP>subject|predicate|object”. For
this task, we leverage the Knowledge Enhanced Language Modelling (KELM) [3] dataset.

KELM is a distantly supervised dataset with automatically aligned (Wikipedia sentence,
Wikidata facts) for English language. For a Wikipedia page corresponding to Wikidata entity
e, a sentence s is aligned with a Wikidata fact f = ⟨e, r, e′⟩ if s contains subject e and object
e′.

It focuses on subject-centric facts only where candidate facts belonging only to the Wikidata
of the entity of interest. Authors further shortlist the facts based on lexical overlap between
the sentence and the object aliases from the fact. They also apply specific heuristics for data
types like date and quantity.

For a given english sentence, it has list of triples and quadruples. We filter out the quadruples
(conveys the qualifier information) for the given sentences and retained only the triples. An
additional of having more than one facts is imposed to get data-instances that has high coverage
of factual information within the sentence. We included 2,70,880 data-instance out of 7,96,981
present in kelm test dataset. We used FAISS5 maximum inner product search (MIPS) package
to find sentence similar to the given sentence. As sentences are in English, we used Distil
Bert-Base to obtain the vector representation of sentence used by FIASS.

For every sentence in the dataset, we create a positive instance for every fact aligned with
the sentence. For example, if sentence s has two aligned facts f1 and f2, we create two positive
instances. For every positive instance, we also create a negative instance as mentioned next.
We order all the other sentences on the same Wikipedia page (which contains s) in decreasing
order of semantic similarity and choose a sentence s′ randomly from top 10. We skipped top
two sentences as they can be very similar to sentence s. We then use a fact extracted from
sentence s′ along with the original sentence s as a negative instance. We split the dataset in
90:10 for training and validation. Overall, the dataset contains 1,177,636 (54% positive, 46%
negative) training instances and 130,849 (54% positive, 46% negative) validation instances.

Since our dataset is cross-lingual in nature, for inference on output of the Stage 1 data, we
experiment with cross-lingual, translate-test and translate-train settings. We observe that the
translate-train setting performs the best and hence report results in Table 3.5 using this setting.

We observe that mT5 constantly outperforms XLM-Roberta MuRIL across all the languages.

5https://github.com/facebookresearch/faiss
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hi mr te ta en gu bn kn Avg.

Baselines

KELM-style [3] 0.493 0.426 0.368 0.451 0.41 0.372 0.436 0.338 0.411

WITA-style [34] 0.507 0.574 0.517 0.459 0.602 0.500 0.535 0.530 0.528

Stage-1 + TF-IDF 0.750 0.685 0.693 0.718 0.737 0.701 0.787 0.647 0.715

Distant supervision based methods

MuRIL 0.763 0.684 0.74 0.755 0.705 0.785 0.624 0.677 0.717

XLM-Roberta 0.781 0.69 0.765 0.739 0.765 0.785 0.669 0.724 0.740

mT5 0.79 0.714 0.776 0.786 0.766 0.8 0.698 0.705 0.754

Transfer learning based methods

MuRIL 0.716 0.717 0.765 0.751 0.734 0.787 0.795 0.718 0.748

XLM-Roberta 0.772 0.767 0.78 0.812 0.79 0.805 0.831 0.727 0.786

mT5 0.902 0.831 0.841 0.886 0.845 0.851 0.751 0.785 0.837

Table 3.5: Stage-2 (Fact, Sentence) Candidate Selection F1 Scores across different methods. For

TF-IDF based aligner, we used candidates generated from the stage-1 process. For KELM and

WITA-style aligners, we followed the ranking algorithm mentioned in their paper and didn’t

apply the stage-1 aligner.

Table 3.5 shows candidate selection F1 scores across all the languages on our golden anno-
tated dataset. Besides our proposed transfer learning and distant supervision based models,
we also compare with the KELM-style [3] and WITA-style [34] alignment baselines. All experi-
ments were run on a machine with four 10GB RTX 2080 GPUs. We finetune for 5 epochs with
L2-norm weight decay of 0.001 and dropout of 0.1. We set the learning rate of 1e-5, 2e-5 and
1e-3 for XLM-RoBERTa, MuRIL and mT5 respectively. We use batch size set of 32, 32 and
16 for XLM-RoBERTa, MuRIL and mT5 resp. We observe that mT5 with transfer learning
performs the best.

3.3.6 XAlignV2, and dataset analysis

In first phase of the work, we worked on English and 7 LR languages, i.e., Hindi (hi), Telugu
(te), Bengali (bn), Gujarati (gu), Marathi (ma), Kannada (kn), Tamil (ta). We run mT5-
transfer-learning Stage 2 aligner on Stage 1 output to get Train+Validation part of XAlign. In
later phase of our work, we extend above methodology to 4 more LR languages, i.e., Malay-
alam(ml), Assamese(as), Oriya(or), and Punjabi(pa). We call this extended version of the
XAlign as XAlignV2.

Table 3.6 shows dataset stats. Figs. 3.6 and 3.7 show fact count distribution. We observe that
a large percent of sentences contain more than one fact across languages. Also, the distribution
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Figure 3.6: Fact Count Distribution across

languages
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Figure 3.7: Fact Count Distribution across

data subsets

is similar across languages and data subsets. Finally, Table 3.7 shows top 10 frequent fact
relations across all the languages.

|V|
Train+Validation Manually Labeled Test

|I| |T| |F| κ |A| |I| |T| |F|

hi 75K 57K 25.3/5/99 2.0 0.81 4 842 11.1/5/24 2.1

mr 50K 19K 20.4/5/94 2.2 0.61 4 736 12.7/6/40 2.1

te 61K 24K 15.6/5/97 1.7 0.56 2 734 9.7/5/30 2.2

ta 121K 57K 16.7/5/97 1.8 0.76 2 656 9.5/5/24 1.9

en 104K 133K 20.2/4/86 2.2 0.74 4 470 17.5/8/61 2.7

gu 35K 9K 23.4/5/99 1.8 0.50 3 530 12.7/6/31 2.1

bn 131K 121K 19.3/5/99 2.0 0.64 2 792 8.7/5/24 1.6

kn 88K 25K 19.3/5/99 1.9 0.54 4 642 10.4/6/45 2.2

pa 59K 30K 32.1/5/99 2.1 0.54 3 529 13.4/5/45 2.4

as 27K 9K 19.23/5/99 1.6 - 1 637 16.22/5/72 2.2

or 28K 14K 16.88/5/99 1.7 - 2 242 13.45/7/30 2.6

ml 146K 55K 15.7/5/98 1.9 0.52 2 615 9.2/6/24 1.8

Table 3.6: Basic Statistics of XAlignV2. |I|=# instances, |T|=avg/min/max word count,

|F|=avg #facts, |V|=Vocab. size, κ=Kappa score, |A|=#annotators. For Train+Validation,

min and max fact count is 1 and 10 resp across languages.6

3.4 Summary

We extensively covered in this chapter the methodology to build the datasets for the task of
our interest, i.e. cross-lingual fact-to-text generation(XF2T). We focused on the data collection,
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hi occupation, date of birth, position held, cast member, country of citizenship, award received,

place of birth, date of death, educated at, languages spoken written or signed

mr occupation, date of birth, position held, date of death, country of citizenship, place of birth,

member of sports team, member of political party, cast member, award received

te occupation, date of birth, position held, cast member, date of death, place of birth, award

received, member of political party, country of citizenship, educated at

ta occupation, position held, date of birth, cast member, country of citizenship, educated at,

place of birth, date of death, award received, member of political party

en occupation, date of birth, position held, country of citizenship, educated at, date of death,

award received, place of birth, member of sports team, member of political party

gu occupation, date of birth, cast member, position held, award received, date of death, lan-

guages spoken written or signed, place of birth, author, country of citizenship

bn occupation, date of birth, country of citizenship, cast member, member of sports team, date

of death, educated at, place of birth, position held, award received

kn occupation, cast member, date of birth, award received, position held, date of death, per-

former, place of birth, author, educated at

pa occupation, date of birth, place of birth, date of death, cast member, country of citizenship,

educated at, award received, languages spoken, written or signed, position held

as occupation, date of birth, cast member, position held, date of death, place of birth, country

of citizenship, educated at, award received, member of political party

or occupation, date of birth, position held, cast member, member of political party, place of

birth, date of death, award received, languages spoken, written or signed, educated at

ml occupation, cast member, position held, date of birth, educated at, award received, date of

death, place of birth, author, employer

Table 3.7: Top-10 frequent fact relations across languages.

data pre-processing to ensure high quality of samples, and analyzed the data for key parameters.
We then implemented two unsupervised approaches, and later moved on to more sophisticated
approaches for aligning facts to sentences. We found out that mt5 with transfer learning
finetuned on NLI task performs the best, and hence we use it to prepare our final dataset
XAlignV2. This dataset is indeed a key contribution to the field of text generation in NLP,
and can be used as a benchmark for several research problems. In upcoming section, we leverage
this dataset and experiment with several text generation models in multilingual setting. We
systematically explore various strategies for improving XF2T generation like multi-lingual data-
to-text pre-training, fact-aware embeddings, and structure-aware encoding.
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Chapter 4

Approaches for cross-lingual fact-to-text generation

4.1 Problem formulation

The XF2T generation task takes a set of English facts as input and generates a sentence
capturing the fact-semantics in the specified language. Fig. 1.3 shows an example where a set
of English Wikidata facts are used to generate a sentence across various languages.

We model this as a multi-lingual text generation task and hence experiment with multiple
multilingual deep learning models. For all cross-lingual fact-to-text generation models except
mT5 and translation baseline, we use a vocabulary size of 64K subword learnt from training
corpus using SentencePiece [50] tokenizer. We use Pytorch-lightning and Huggingface for train-
ing all the models. For the transformer model, we use 6 encoder and decoder layers, input
embeddings of size 512 with 8 attention heads and feedforward dimension of 2048. We opti-
mized the cross entropy loss using the AdamW optimizer. We use an initial learning rate of
1e-4, 4000 warmup steps and the learning rate annealing schedule as proposed in Vaswani et
al. [77]. We finetune the transformer with batch size of 64 for 100 epochs and early stopping
with patience of 15. We finetune mT5-small model with constant learning rate of 3e-5, batch
size of 24, weight decay 0.001 and dropout of 0.1. We optimize cross entropy loss using the
Adafactor optimizer for 30 epochs. For all models, we use beam search with a beam size of 5
and length penalty set to 1.

Evaluation Metrics: We use overall BLEU scores [70] for evaluating the multi-lingual models
for English-Indic fact-sentence pairs. Following previous work, we also use METEOR [7] and
chrF++ [66]. BLEU, METEOR and chrF++ were originally designed to evaluate machine
translation systems. PARENT [27] relies on the word overlap between input and the prediction
text. Since the input and prediction in XF2T are in different languages, we cannot compute
PARENT scores.
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BLEU METEOR chrF++

Vanilla Transformer 21.93 50.21 50.89

IndicBART 23.78 50.80 53.88

mT5 28.13 53.54 57.27

Table 4.1: XF2T scores on XAlignV2 test set using standard Transformer-based encoder-decoder

models. The best results are highlighted.

4.2 Efficient encoding of input facts

Each input instance consists of multiple facts F = {f1, f2, . . . , fn} and a section title t. A
fact fi is a tuple composed of subject si, relation ri, object oi and m qualifiers Q = q1, q2, . . . , qm.
Each qualifier provides more information about the fact. Each of the qualifiers {qj}mj=1 can be
linked to the fact using a fact-level property which we call as qualifier relation qrj . For example,
consider the sentence: “Narendra Modi was the Chief Minister of Gujarat from 7 October 2001
to 22 May 2014, preceded by Keshubhai Patel and succeeded by Anandiben Patel.” This can
be represented by a fact where subject is “Narendra Modi”, relation is “position held”, object
is “Chief Minister of Gujarat” and there are 4 qualifiers each with their qualifier relations as
follows: (1) q1=“7 October 2001”, qr1=“start time”, (2) q2=“22 May 2014”, qr2=“end time”,
(3) q3=“Keshubhai Patel”, qr3=“replaces”, and (4) q4=“Anandiben Patel”, qr4=“replaced by”.

Each fact fi is encoded as a string and the overall input consists of a concatenation of such
strings across all facts in F . The string representation for a fact fi is “⟨S⟩si⟨R⟩ri⟨O⟩oi⟨R⟩qri1⟨O⟩
qi1⟨R⟩qri2⟨O⟩qi2 . . . ⟨R⟩qrim⟨O⟩qim” where ⟨S⟩, ⟨R⟩, ⟨O⟩ are special tokens. Finally, the overall
input with n facts is obtained as follows: “generate [language] f1 f2 . . . fn ⟨T ⟩[t]” where
“[language]” is one of our 12 languages, ⟨T ⟩ is the section title delimiter token, and t is the
section title.

4.3 Approaches

4.3.1 Baseline sequence-to-sequence models

For XF2T generation, we train multiple popular multi-lingual text generation models on the
Train+Validation part of our XAlign dataset. We use a basic Transformer model, mT5-small
finetuned on Xtreme XNLI and the IndicBART [24] for the XF2T task. We do not experiment
with mBART [59] and Muril [47] since their small-sized model checkpoints are not publicly
available. We train these models in a multi-lingual cross-lingual manner. Thus, we train a
single model using training data across languages without requiring translation.
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Table 4.2: Detailed results for standard models across all the 12 languages. The best results

for a (metric, language) combination are highlighted.

Table 4.1 shows BLEU results across different (model, metric) combinations using three
standard Transformer-based encoder-decoder models. Across the 12 languages, on average
for each metric, mT5 performs better than IndicBART which in turn is better than vanilla
Transformer. We observed that IndicBART performed exceptionally well for Bengali but is
exceptionally poor on English. Given that mT5 is better on average amongst the three, we
perform further experiments using mT5.

4.3.1.1 Comparison of monolingual, bilingual, multilingual models

Next, we experiment with different training setups. Traditionally in cross-lingual settings,
it has been observed that bi-lingual models could be more accurate for some language pairs.
Note that in our case, input is always in English while the output could be in any of the 12
languages. Hence, we train bi-lingual models, i.e., one model per language since our input
is always in English. A drawback with this approach is the need to maintain one model per
language which is cumbersome.

Further, we also train two translation based models. In the “translate-output” setting, we
train a single English-only model which consumes English facts and generates English text. The
English output is translated to desired language at test time. In the “translate-input” setting,
English facts are translated to LR language and fed as input to train a single multi-lingual model
across all languages. While translating if mapped strings for entities were present in Wikidata
they were directly used. A drawback with these approaches is the need for translation at test
time.

Table 4.3 shows results when the mT5 model is trained using various bi-lingual, multi-lingual,
and translation-based settings. We observe that across all settings, the initial setting of training
a single multi-lingual cross-lingual model is the best on average across all metrics. That said,
for Bengali, a bi-lingual model, i.e., a model specifically trained for en→bn, is much better.
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BLEU METEOR chrF++

Bi-lingual mT5 (12 models) 25.88 50.91 52.88

Translate-Output mT5 (1 model) 18.91 42.83 49.10

Translate-Input mT5 (1 model) 26.53 52.24 55.32

Multi-lingual mT5 (1 model) 28.13 53.54 57.27

Table 4.3: XF2T scores on XAlignV2 test set using bi-lingual, multi-lingual and translation-

based variants of mT5 model. Best results are highlighted.

Table 4.4: Detailed scores on the test set using bi-lingual, multi-lingual, and translation-based

variants of the mT5 model. The best results for a (metric and language) combination are

highlighted.

Translate-output and translate-input settings lead to slightly improved models for English and
Tamil, respectively. On average, the translate-output setting performs the worst, while the
multi-lingual setting performs the best.

4.3.2 Task-specific pretraining

Pretraining has been a standard method to obtain very effective models even with small
amounts of labeled data across several tasks in natural language processing (NLP). Domain
and task specific pretraining has been shown to provide further gains [39]. We experiment with
the following four pretraining strategies on top of the already pretrained mT5 model before
finetuning it on XAlignV2 dataset.

1. Translation-only pretraining: Wang et al. [80] provide a noisy, but larger corpus (542192
data pairs across 15 categories) crawled from Wikipedia for English F2T task. The dataset
is obtained by coupling noisy English Wikipedia data with Wikidata triples.
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No. Method BLEU METEOR chrF++

1 Multi-lingual mT5 (No pretraining, no fact-aware

embeddings)

28.13 53.54 57.27

2 Multi-stage Pretraining 27.70 51.87 55.32

3 Multi-task Pretraining 28.45 51.87 55.20

4 Translation-only Pretraining 27.53 50.67 53.71

5 Multi-lingual Pretraining 28.71 53.83 57.58

6 Fact-aware embeddings 29.27 53.64 57.30

Table 4.5: XF2T scores on XAlignV2 test set using different pretraining strategies and fact-

aware embeddings for the mT5 model. Best results are highlighted.

2. Multi-lingual pretraining: In this method, we translate English sentences from the Wikipedia-
based [80]’s data to our LR languages. Thus, the multi-lingual pretraining data contains
∼6.5M data pairs. For translating sentences, we use IndicTrans [70].

3. Multi-stage pretraining: Translation is a preliminary task for effective cross-lingual NLP.
Thus, in this method, in the first stage, we pretrain mT5 on translation data corresponding
to English to other language pairs with ∼0.25M data instances per language. In the second
stage, we perform multi-lingual pretraining as described above.

4. Multi-task pretraining: This method also involves training for both translation as well as
XF2T tasks. Unlike the multi-stage method where pretraining is first done for translation
and then for XF2T (multi-lingual pretraining), in this method we perform the two tasks
jointly in a multi-task learning setup.

Table 4.5 (lines 1 to 5) shows results using different pretraining strategies. Translation-
only pretraining is the model obtained using pretraining for translation task only. We observe
that multi-lingual pretraining leads to improvements compared to no XF2T specific pretrain-
ing across 3 of the 4 metrics. Multi-stage pretraining is slightly better than translation-only
pretraining but not as good as multi-lingual pretraining. Finally, multi-task performs better
than multi-stage. For English and Bengali, we found that multi-stage pretraining provided best
results. However, multi-lingual pretraining is the best on average across languages, with biggest
wins for Malayalam and Oriya.

4.3.3 Fusing the fact-aware embeddings

The input to mT5 consists of token embeddings as well as position embeddings. For XF2T,
the input is a bunch of facts. Facts contain semantically separate units each of which play
a different role: subject, relation, object. We extend the standard mT5 input with specific
(fact-aware) role embeddings. Specifically, we use four role IDs: 1 for subject, 2 for relation

37



<S> Roger Federer sport <O> Tennis <R> country <O> Switzerland<R>

POS3 POS10POS9POS8POS7POS6POS5POS4 POS13POS12POS11

ROL3ROL3ROL2ROL2ROL3ROL3ROL2ROL2ROL1ROL1ROL1

hindi

POS2

ROL0

generate

POS1

ROL0

<T> Career

POS14 POS15

ROL0 ROL0

Token 
Embedding

Position 
Embedding

Role-specific 
Embedding

Transformer Encoder Layers

Figure 4.1: English facts being passed as input to mT5’s encoder with token, position and

(fact-aware) role embeddings.

Vanilla mT5 Multi-lingual Pretraining Fact-aware embeddings

BLEU METEOR chrF++ BLEU METEOR chrF++ BLEU METEOR chrF++

hi 44.65 68.58 68.49 43.32 68.19 68.21 42.72 67.49 68.03

mr 26.47 56.85 59.17 27.64 56.34 57.74 29.06 55.40 57.97

te 14.46 43.45 52.58 15.94 42.71 52.40 16.21 42.14 51.25

ta 18.37 46.15 57.42 16.68 42.32 54.88 19.07 43.65 56.01

en 46.94 70.60 65.20 46.61 70.45 65.33 48.29 70.75 65.42

gu 22.69 50.31 51.36 21.39 47.98 50.14 23.27 50.00 50.64

bn 40.38 61.71 68.71 50.89 75.62 77.43 49.48 73.03 76.19

kn 10.66 32.58 46.92 11.61 33.00 47.18 11.57 33.44 46.66

ml 26.22 56.71 57.01 27.38 56.63 57.35 29.04 57.15 57.60

pa 26.96 54.82 52.33 26.04 54.17 52.50 28.65 55.19 53.38

or 47.17 67.82 71.20 44.97 66.49 70.64 41.75 63.77 67.96

as 12.61 32.93 36.91 12.00 32.04 37.15 12.16 31.61 36.44

Avg 28.13 53.54 57.27 28.71 53.83 57.58 29.27 53.64 57.30

Table 4.6: XF2T scores on XAlignV2 test set using vanilla mT5, multi-lingual pretrained mT5

and mT5 with fact-aware embedding models.

and qualifier relation, 3 for object and qualifier tokens, and 0 for everything else, as shown in
Fig. 4.1. We hope that this explicit indication of the role played by each token in the input
facts, will help the model for improved XF2T generation.

We also experimented with (1) separate role embeddings for qualifier relation and qualifier,
and (2) adding fact id embeddings, i.e., if the input contains K facts, we have K fact IDs, and
all tokens corresponding to a fact gets the same fact ID embedding. However, these did not
lead to better results.

Table 4.5 (line 6) shows that fact-aware embeddings lead to improvements over the vanilla
mT5 method without fact-aware embeddings (line 1).

In summary, we note that both the proposed methods (multi-lingual pretraining, fact-aware
embedding) lead to improvements over the vanilla mT5. We also experimented with combi-
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mT5 Our best model

Fluency Factual correctness Extra info Fluency Factual correctness Extra info

hi 4.89 4.75 4.37 4.95 4.79 4.62

te 4.65 4.18 4.14 4.30 3.85 3.80

mr 4.70 4.35 4.44 4.75 4.53 4.32

en 4.69 4.17 4.29 4.90 4.68 4.05

Table 4.7: Human Evaluation Results for mT5 and our best model, on selected languages.

nations of these approaches but did not observe better results. Amongst these, multi-lingual
pretraining performs the best on two of the metrics (METEOR and chrF++), while fact-aware
embeddings perform best on BLEU. Hence, we present a language-wise detailed comparison
across these three models in Table 4.6. We observe that all the models perform well on bn, hi,
en, and or. On the other hand, performance is poor for te, ta, know, and as.

4.4 Results and analysis

Finally, we obtain human annotations to evaluate the perceived quality of the generated
text. Table 4.7 shows comparative results for the mT5 model and our fact-aware embedding
model across three metrics: fluency, factual correctness, and the presence of extra information
in the generated output. Higher, the better. The evaluation has been done on 100 samples
for 3 languages (en, mr, hi) on a 5-point Likert scale per metric. Fluency checks for coherence
and grammar correctness of the generated output. Factual correctness verifies if most facts are
captured in the sentence correctly. The absence of extra information verifies if the model does
not generate any hallucinated information. Fluency, factual correctness, and extra info are 4.76,
4.42, 4.37 for mT5 and 4.87, 4.67, 4.33 for our best model, respectively.

Table 5.9 shows XF2T prediction examples for our fact-aware embedding model. In general,
across examples, we observe that the generated text is fluent and correct. Most of the input
facts are covered by the generated sentence. Sometimes, though, the model hallucinates and
brings in extra information in the output, e.g., for English, “Uttar Pradesh” is not mentioned
as part of input facts.

So far, we have presented results using small-scale models. We also train a large-scale
checkpoint with 12 encoder and 12 decoder layers for the fact-aware embedding model. We
observe that it leads to a BLEU of 30.90, METEOR of 55.12, and chrF++ of 59.17, which is
significantly better than the small model, as expected.
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XF2T: Cross-lingual Fact-to-Text Generation for Low-Resource Languages 17

Lang. Input Reference Text Generated Text
hi generate Hindi <S> Asha Nautiyal <R> member

of political party <O> Bharatiya Janata Party
<R> date of birth <O> 25 June 1969 <R> occu-
pation <O> politician <R> country of citizenship
<O> India <T> introduction

आशा नौिटयाल ( जन्म २५ जून,
१९६९ ) एक भारतीय राजनी˃तज्ञ
हैं जो भारतीय जनता पाटɁ से हैं ।

आशा नौिटयाल ( जन्म २५ जून,
१९६९ ) एक भारतीय राजनी˃तज्ञ
और भारतीय जनता पाटɁ कɃ सदस्य
हैं ।

en generate English <S> Kedarnath Singh <R> date
of death <O> 19 March 2018 <R> date of birth
<O> 07 July 1934 <R> occupation <O> poet
<R> languages spoken, written or signed <O>
Hindi <R> country of citizenship <O> India
<T> introduction

Kedarnath Singh ( 7 July
1934 - 19 March 2018 )
was an Indian poet who
wrote in Hindi.

Kedarnath Singh ( 7 July
1934 - 19 March 2018 )
was a Hindi poet from
Uttar Pradesh, India.

mr generate Marathi <S> Théodore de Banville <R>
date of death <O> 13 March 1891 <R> date of
birth <O> 14 March 1823 <R> occupation <O>
writer <R> country of citizenship <O> France
<T> introduction

थेओदोर िद बॅनǺव्हल ( माचर् १४,
इ. स. १८२३ - माचर् १३, इ. स.
१८९१ ) हा फ्रें च सािहȥत्यक होता.

थॉडेर द बॅनǺव्हल ( माचर् १४, इ. स.
१८२३ - माचर् १३, इ. स. १८९१
) हा फ्रें च लेखक होता.

te generate Telugu <S> Sushmita Sen <R> date of
birth <O> 19 November 1975 <R> place of birth
<O> Hyderabad <T> introduction

ఈమె 1975 నవంబరు 19 న
హౖెదరాబాదులో జనిమ్ంచింది.

సుషిమ్తా సేన్ 1975 నవంబరు 19 న
హౖెదరాబాదులో జనిమ్ంచింది.

ta generate Tamil <S> Kirti Kumari <R> member
of political party <O> Bharatiya Janata Party
<R> date of birth <O> 13 August 1967 <R>
date of death <O> 28 August 2017 <R> occupa-
tion <O> politician <R> country of citizenship
<O> India <T> introduction

கீர்த்தி குமாரி ( 13 ஆகத்து
1967 - 28 ஆகத்து 2017
) பாரதீய ஜனதா கட்சியின்
இந்திய அரசியல்வாதி
ஆவார்.

கீர்த்தி குமாரி ( 13 ஆகத்து
1967 - 28 ஆகத்து
2017 ) ஓர் இந்திய
அரசியல்வாதியும், பாரதிய
ஜனதா கட்சியின் முன்னாள்
சட்டமன்ற உறுப்பினரும்
ஆவார்.

kn generate Kannada <S> Barry C. Barish <R>
award received <O> Henry Draper Medal <R>
point in time <O> 2017 <T> awards and honors

ಮತುತ್ ಬಾಯ್ರಿಷ್ ಅವರಿಗೆ ೨೦೧೭
ರ ಹೆನಿರ್ ಡೆರ್ೕಪರ್ ಪದಕವನುನ್
ನೀಡಲಾಯಿತು.

೨೦೧೭ ರಲಿಲ್ ಅವರು ಹೆನಿರ್ ಡೆರ್ಪರ್
ಪದಕವನುನ್ ಪಡೆದರು.

bn generate Bengali <S> Jim Pothecary <R> mem-
ber of sports team <O> South Africa national
cricket team <R> occupation <O> cricketer
<T> introduction

দিক্ষণ আিĿকা ি¤েকট দেলর
অনয্তম সদসয্ িছেলন িতিন ।

দিক্ষণ আিĿকা ি¤েকট দেলর
অনয্তম সদসয্ িছেলন িতিন ।

gu generate Gujarati <S> Krishnalal Shridharani
<R> date of birth <O> 16 September 1911 <R>
date of death <O> 23 July 1960 <R> occupa-
tion <O> poet <R> occupation <O> playwright
<R> languages spoken, written or signed <O>
Gujarati <T> introduction

કૃષ્ણલાલ શ્રીધરાણી ( ૧૬
સપ્ટેમ્બર ૧૯૧૧ - ૨૩ જુલાઇ
૧૯૬૦ ) ગુજરાતી ભાષાના કિવ
અને નાħકાર હતા.

કૃષ્ણલાલ શ્રીધરાણી ( ૧૬
સપ્ટેમ્બર ૧૯૧૧ - ૨૩ જુલાઇ
૧૯૬૦ ) ગુજરાતી કિવ,
નાħકાર અને નાħકાર હતા.

pa generate Punjabi <S> Orhan Pamuk <R>award
received <O> Nobel Prize in Literature <R>
point in time <O> 2006 <R> date of birth <O>
07 June 1952 <R> occupation <O> novelist <R>
languages spoken, written or signed <O> Turkish
<T> introduction

ਓਰਹਾਨ ਪਾਮੋਕ ( ਜਨਮ 7 ਜੂਨ
1952 ) ਇੱਕ ਤੁਰਕੀ ਨਾਵਲਕਾਰ ਹੈ
ਿਜਸ ਨੇ 2006 ਿਵੱਚ ਸਾਿਹਤ ਲਈ
ਨੋਬਲ ਇਨਾਮ ਹਾਿਸਲ ਕੀਤਾ.

ਓਰਹਾਨ ਪਾਮੋਕ ( ਜਨਮ 7 ਜੂਨ
1952 ) ਇੱਕ ਤੁਰਕੀ ਨਾਵਲਕਾਰ ਹੈ
ਿਜਸ ਨੂੰ 2006 ਿਵੱਚ ਸਾਿਹਤ ਲਈ
ਨੋਬਲ ਪੁਰਸਕਾਰ ਨਾਲ ਸਨਮਾਿਨਤ
ਕੀਤਾ ਿਗਆ .

ml generate Malayalam <S> Naomi Scott <R> date
of birth <O> 06 May 1993 <R> place of birth
<O> London <R> country of citizenship <O>
United Kingdom <T> introduction

1993 െമയ് 6 ന്
ഇംഗ്ലണ്ടിെല ലണ്ടനിലാണ്
േസ്കാട്ട് ജനിച്ചത�്

1993 െമയ് 6 ന്
ഇംഗ്ലണ്ടിെല ലണ്ടനിലാണ്
േസ്കാട്ട് ജനിച്ചത�്

or generate Odia <S> Ajay Swain <R> award re-
ceived <O> Odisha Sahitya Akademi Award <R>
point in time <O> 2012 <T> introduction

େସ ୨୦୧୨ ମସିହାେର ଓଡ଼ିଶା
ସାହିତ୍ଯ଼ ଏକାେଡମୀ ପୁରସ୍କାର ଲାଭ
କରିଥିେଲ।

୨୦୧୨ ମସିହାେର େସ ଓଡ଼ିଶା
ସାହିତ୍ଯ଼ ଏକାେଡମୀ ପୁରସ୍କାର ଲାଭ
କରିଥିେଲ।

as generate Assamese <S> Harishankar Parsai <R>
date of death <O> 10 August 1995 <R> date of
birth <O> 22 August 1922 <R> occupation <O>
writer <R> country of citizenship <O> British
India <R> country of citizenship <O> Dominion
of India <R> occupation <O> author <T> in-
troduction

হিৰশংকৰ পৰসাঈ ( ২২ আগƀ,
১৯২৪ - ১০ আগƀ, ১৯৯৫ )
আিছল িহħী সািহতয্ৰ এগৰাকী
Ĺিসċ েলখক আৰু বয্ংগকাৰ ।

হিৰশংকৰ পৰসাঈ ( ২২ আগƀ,
১৯২২ - ১০ আগƀ, ১৯৯৫ )
এজন ভাৰতীয় েলখক ।

Table 12: Test Dataset Examples with reference text and predictions from our
mT5-small model.Table 4.8: Test examples with reference text and predictions from our fact-aware embedding

model.
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4.5 Summary

In this chapter, we worked on the XF2T problem of generating a sentence capturing the
input fact semantics in the specified language. We investigated several multi-lingual Trans-
former methods with different training setups, pretraining setups, and input representations.
We discussed how to linearize the input before feeding it to the models and the role-specific
embedding layer that helps differentiate the subject, predicate, and object in the triple. We
compared translation baselines, monolingual, and bilingual models and showed the efficacy of a
single multilingual model based on our human-annotated test data results. We obtained models
with the best metrics of 30.90 BLEU, 55.12 METEOR, and 59.17 chrF++ for XF2T.

XAlign deals only with the data instances having a single sentence as the target output.
All our methods above are tested on the single sentence generation task. In reality, a Wikipedia
article or any other document has several sentences in it in a coherent manner. Thus, outputting
longer text is desirable from any text generation system. The approaches implemented above
can also be scaled for longer form text generation, and the performance needs to be tested.

In the upcoming chapter, we explore one more way to generate long-form text for Wikipedia
article generation: Summarization. We perform cross-lingual multi-document summarization
in order to generate Wikipedia article sections in 8 LR languages. We feed as the input a
set of reference URLs, a target section title, and a target output language. The expected
output is then the text suitable for that Wikipedia section in the target language. This is an
extremely challenging task because it involves long text generation, and that too in a cross-
lingual manner. Handling long text input is difficult. We discuss the strategies we adopted to
tackle these challenges in detail in the upcoming chapter.
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Chapter 5

Cross-lingual, multi-document, aspect-based summarization

5.1 Overview

As discussed in previous chapter, although we are able to successfully generate a single
sentence output fluently, generating the long form text in LR languages still remains a challenge.
We explore the same by adopting a novel idea of cross-lingual, multi-document, aspect-based
summarization in this chapter, which we refer to as XWikiGen. As shown in Fig. 1.4, the input
for XWikiGen is a set of reference URLs, a target section title, and a target output language.
The expected output is then the text suitable for that Wikipedia section in the target language.
Analogous to generic summarization versus query-based summarization, XWikiGen involves
section-wise text generation rather than the generation of the entire Wikipedia page. Unlike
existing work on monolingual (English-only) Wikipedia text generation, XWikiGen is cross-
lingual in nature. Lastly, unlike some existing work that generates cross-lingual text using
English Wikipedia pages, XWikiGen focuses on generating cross-lingual text using reference
URLs in multiple languages.

Our first contribution is a novel dataset, XWikiRef towards the XWikiGen task. The
dataset is obtained from Wikipedia pages corresponding to eight languages and five domains.
Languages include Bengali (bn), English (en), Hindi (hi), Malayalam (ml), Marathi (mr), Oriya
(or), Punjabi (pa) and Tamil (ta). Domains include books, films, politicians, sportsmen, and
writers. The dataset spans ∼69K Wikipedia articles with ∼105K sections. Each section has
5.44 cited references on average.

XWikiGen is an extremely challenging task because it involves long text generation, and
that too in a cross-lingual manner. Handling long text input is difficult. Hence, we follow a two-
stage approach. The first extractive stage identifies important sentences across several reference
documents. The second abstractive stage generates the section text. Both stages involve neural
models. We experiment with unsupervised methods like salience [87] and hiporank [28] for
the extractive stage, and mT5 [84] and mBART [59] for the abstractive stage. We experiment
with several training setups like (1) multi-lingual, (2) multi-domain, and (3) multi-lingual-multi-
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domain. We report results using standard text generation metrics like ROUGE-L, METEOR,
and chrF++.

5.2 Leveraging Wikipedia to build a parallel corpus

In this section, we first discuss the procedure for XWikiRef data collection and pre-
processing. Then we present a detailed analysis.

5.2.1 Data collection and pre-processing

XWikiRef contains Wikipedia sections related to five distinct domains (books, films, politi-
cians, sportsmen, writers) spanning across eight languages (bn, en, hi, ml, mr, or, pa, ta). We
start by using Wikidata API1 to filter the domains of interest initially and further fetch the
entities that have Wikipedia pages in our set of languages. Later, we use Wikipedia language-
specific 20220926 XML dumps to extract the Wikipedia pages of filtered entities. Sections and
subsections follow a standard structure in Wikipedia text. We extract sections and subsec-
tions from the text. Text in containers with a depth greater than two is merged into parent
sub-sections.

We also extract the citation URLs in each section using wiki markup. We use the
MediaWikiParserFromHell2 module in Python to clean all the wiki markup in a particular
section and gather clean section text. We filter the URLs to remove file formats other than
HTML and pdf. For each reference URL, we use BeautifulSoup3 in Python to scrape the
<p> paragraph text from the corresponding webpages, and pdfminer4 to extract the text from
pdf. Finally, we tokenize the scraped text into individual sentences using a universal sentence
tokenizer in IndicNLP [45]. We retain only those sections as part of the dataset with at least
one (crawlable) reference URL with non-empty text.

Overall, each sample in the dataset consists of the domain, language, section title, set of
reference URLs, and Wikipedia section text. This dataset is then split into train, validation,
and test in the 60:20:20 ratio, stratified by domain and language. We make these standard
splits publicly available as part of the dataset.

5.2.2 Data analysis

We analyze our prepared dataset across several parameters, the details of which are in the
following tables. Table 5.1 shows the total number of articles per domain per language in the

1https://query.wikidata.org/
2https://pypi.org/project/mwparserfromhell/
3https://pypi.org/project/beautifulsoup4/
4https://pypi.org/project/pdfminer/
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Domain/Lang bn hi ml mr or pa ta en Total

Books 313 922 458 87 73 221 493 1467 4034

Film 1501 1025 2919 480 794 421 3733 1810 12683

Politicians 2006 3927 2513 988 1060 1123 4932 1628 18177

Sportsmen 5470 6334 1783 2280 319 1975 2552 919 21632

Writers 1603 2024 2251 784 498 2245 1940 714 12059

Total 10893 14232 9924 4619 2744 5985 13650 6538 68585

Table 5.1: XWikiRef: Total number of articles per domain per language

Domain/Lang bn hi ml mr or pa ta en Total

Books 434 987 557 111 88 238 598 2972 5985

Film 2139 1363 3737 676 1351 476 4781 4766 19289

Politicians 3261 4478 3719 1384 1404 1524 6431 4780 26981

Sportsmen 9485 8118 2642 3056 485 2624 3769 2698 32877

Writers 2598 2743 3435 1166 896 3034 3113 2409 19394

Total 17917 17689 14090 6393 4224 7896 18692 17625 104526

Table 5.2: XWikiRef: Total number of sections per domain per language

XWikiRef dataset. By the nature of spread of Wikipedia articles across domains, the number
of articles differ across domains per language. Overall, there are ∼69K articles from which we
extract sections for the dataset.

Next, Table 5.2 shows the distribution of number of sections across various (domain, lan-
guage) pairs in the XWikiRef dataset. Further, as mentioned earlier, XWikiRef is a multi-
document summarization dataset. Table 5.3 shows the average number of references per section
for each (domain, language) pair. As can be seen from the table, the dataset contains at least
two references on average for every (domain, language) pair, although a large percent of these
references are not in the LR language.

Fig. 5.1 shows the distribution of the number of reference URLs across domains in the
dataset. The figure shows that there are several samples where the number of reference URLs
is 5+ across all domains showing that multi-document summarization is essential.

Finally, we show word clouds of the most frequent Wikipedia section titles for each of the
five domains in Fig. 5.2. Each word cloud contains the five most frequent titles per language.
Section titles for one language are shown using a single color. Font size indicates relative
frequency. The word clouds show the variety of section titles per (language, domain) pair.
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Domain/Lang bn hi ml mr or pa ta en

Books 3.62 2.61 2.59 2.07 3.46 2.30 2.40 6.34

Film 4.85 7.14 3.34 2.96 3.81 4.10 3.83 12.74

Politicians 4.98 4.09 3.75 3.87 2.07 3.59 3.91 14.21

Sportsmen 6.37 8.30 6.96 4.20 3.93 4.49 6.38 21.88

Writers 5.20 5.46 4.16 3.74 2.85 3.34 4.20 17.61

Table 5.3: XWikiRef: Average number of references per section for each domain and language

5.3 Two stage approach

In this section, we first motivate the need for proposing a two-stage approach for the cross-
lingual multi-document summarization task, XWikiGen. Next, we discuss the details of the
two stages: extractive and abstractive. Finally, we present multiple training setups.

Table 5.4 shows the average number of sentences in references of a section for each domain
and language in our dataset. Combined with the number of references per section as shown in
Table 5.3, the overall text input is very large. Given the quadratic complexity of Transformer-
based methods, it is infeasible to feed such long inputs to an encoder-decoder model and expect
it to be able to output reasonable summaries. Transformers sub-quadratic complexity is an
active area of research with models like Longformer [8], Reformer [48], etc. But we plan to
explore them as part of future work.
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Figure 5.1: Distribution of the number of reference URLs across domains in our XWikiRef

dataset
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Domain bn hi ml mr or pa ta en

Books 4661.44 2910.31 33404.46 4947.84 1599.68 7292.76 6314.11 22373.95
Film 5667.4 8286.46 2365.16 3034.23 14207.18 4494.45 4775.72 31817.34
Politicians 28560.35 11351.84 12764.08 9714.75 1399.16 6744.16 14741.88 40560.36
Sportsman 11319.59 83823.31 12896.93 6364.37 92989.06 9671.83 27351.29 47568.18
writers 14382.66 55515.49 20620.97 9996.911 2949.23 9346.55 38601.78 53739.73

Table 6: Average number of words in references of a section for each domain and language

Domain bn hi ml mr or pa ta en

Books 200.19 117.92 1231.978 225.81 51.875 246.7 302.67 940.83
Film 223.94 320.623 91.92 105.551 345.911 172.64 192.51 1253.59
Politicians 1318.32 467.06 513.32 394.007 54.475 255.36 614.07 1540.85
Sportsman 335.66 1166.25 406.86 167.51 723.97 253.52 714.03 1535
writers 643.2 2032.46 800.05 385.52 118.5 351.03 1279.025 2061.32

Table 7: Average number of sentences in references of a section for each domain and language

created by getting a representation of each sentence via mBERT, by Devlin et al. [7], in our case. We take the mean of all the sen-
tence representations within the sections for the section nodes and
consider it the section representation.2022-10-13 14:25. Page 5 of 1–7.

Figure 5.2: Word clouds of most frequent Wikipedia section titles per domain. Each word

cloud contains titles across all languages. Section titles for one language are shown using a

single color. Font size indicates relative frequency.

Domain bn hi ml mr or pa ta en

Books 200.2 117.9 1232.0 225.8 51.9 246.7 302.7 940.8

Films 223.9 320.6 91.9 105.6 345.9 172.6 192.5 1253.6

Politicians 1318.3 467.1 513.3 394.0 54.5 255.4 614.1 1540.9

Sportsmen 335.7 1166.3 406.9 167.5 724.0 253.5 714.0 1535.0

Writers 643.2 2032.5 800.1 385.5 118.5 351.0 1279.0 2061.3

Table 5.4: Average number of sentences in references of a section for each domain and language

in XWikiRef.
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In order to address the long input problem, we propose a two-stage system where the first
stage identifies promising candidate sentences across all the reference citations for a sample. The
highest-scoring candidate sentences are passed as input to the second stage, which generates
an abstractive summary. In the following, we will discuss the two stages in detail.

5.3.1 Stage 1: Extractive summarization

Given a set of reference URLs, the extractive stage aims to select a subset of sentences
from these URLs that best represent a summary of the set of URLs. While earlier methods
for extractive summarization were position-based or lexical chains-based, neural methods have
become popular in the past decade. We experiment with two different extractive summarization-
based techniques: Salience and HipoRank. For both methods, the input consists of the section
title and a sentence from the set of reference URLs. The output is a summary worthiness score.

5.3.1.1 Salience-based extractive summarization

The main idea of salience-based extractive summarization is to find the top-K salient sen-
tences from the input references based on the relevance of that sentence relative to a particular
section title. Our salience method is inspired by the relevance scoring method in [87], where a
language model was used to calculate the relevance score of each answer entity relative to the
QA (question-answer) context. We first split the reference text into sentences to extract the
top-K sentences. Each sentence is then prepended with a section title and passed as input to a
pretrained XLM-RoBERTa[22] language model. We score each sentence based on the likelihood
from the language model. Top-K sentences with the highest relevance scores are passed on as
output to the next stage.

5.3.1.2 HipoRank-based extractive summarization

Hierarchical and Positional Ranking model (HipoRank) [28] is an unsupervised graph-based
model for the extractive summarization of long documents. A document with multiple sections
creates a directed hierarchical graph with sentence and section nodes and sentence-sentence
and sentence-section edges with asymmetrically weighted edges. The score for a sentence node
is then computed based on a weighted sum of edges incident on the node.

We compute sentence node representations using mBERT [25]. We take the mean of all the
sentence representations within a section to compute the representation for every section node.

Each sentence node is connected to other nodes via intra-sectional and inter-sectional edges.
Intra-sectional connections are between all sentences of the same section, meant to model the
local importance of the sentence. The key idea is that sentences similar to most sentences
within a section are more critical. On the other hand, inter-sectional connections are between
sentences and section nodes, meant to model the global importance of the sentences. Here, the
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idea is that sentences most similar to other sections are the most important. For efficiency,
edges are not allowed between two sentences in different sections.

Cosine similarity between node embeddings is used to compute edge weights. Based on
the hypothesis that essential sentences are near the boundaries (start or end) of a text, intra-
sectional edges have higher weight if they are incident on a boundary sentence. Similarly,
essential sections are near the boundaries of the document. This hypothesis is used to weigh
inter-sectional edges appropriately. Finally, the importance score for a sentence node is com-
puted based on a weighted sum of edges (both intra-sectional and inter-sectional) incident on
the node. We then sort these sentences in descending order based on the importance score and
greedily select the top-K sentences as our extractive summary.

5.3.2 Stage 2: Abstractive summarization

Note that the output from the extractive stage is in the reference text language itself. Also,
since these sentences have been obtained across several documents, they often form an inco-
herent extractive summary. We need an abstractive stage to generate coherent summaries in
the target language. For the abstractive stage, we use two state-of-the-art multi-lingual natu-
ral language generation models viz. mBART-large[59] and mT5-base[84]. mT5 and mBART
are both multi-lingual encoder-decoder Transformer models and have been shown to be very
effective across multiple such NLP tasks like question answering, natural language inference,
named entity recognition, etc. Both these models contain 24 layers (12 layers encoder + 12
layers decoder). For both models, we pass the target language id, article title, section title, and
top-k sentences from the extractive stage (descending sorted based on score) as input.

mT5 [84] was pretrained on mC4 dataset5 comprising of web data in 101 different languages
and leverages a unified text-to-text format. mBART [59] was pretrained on the CommonCrawl
corpus using the BART objective, where the input texts are noised by masking phrases and
permuting sentences. A single Transformer model is learned to recover the texts. Specifically,
our mT5-base model is an encoder-decoder model with 12 layers each for the encoder and de-
coder. It has 12 heads per layer, a feed-forward size of 2048, keys and values are 64 dimensional,
dmodel=768, and a vocabulary size of 250112. Overall the model has 582.40M parameters. Our
mBART-large-50 model [59] also has 12 layers each for the encoder and decoder. It has 16 heads
per layer, a feed-forward size of 4096, dmodel=1024, and a vocabulary size of 250054. Overall
the model has 610.87M parameters. Note that the two models have almost the same size.

Using the training part of our XWikiRef dataset, we fine-tune both these models on the
extractive stage output.

5https://www.tensorflow.org/datasets/catalog/c4#c4multi-lingual_nights_stay
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5.4 Multi-lingual, multi-domain, and multi-lingual-multi-domain

setups and training configuration

XWikiRef contains data for eight languages and five domains. We could perform training in
various ways. We could train one model per (language and domain) pair. Given five domains
and eight languages, we must train, maintain and deploy 40 models. Also, the amount of
training data per (language, and domain) pair is not very large. Thus, such individual models
may not be able to benefit from cross-language or cross-domain knowledge.

Another way of training models is multi-lingual. This means that we train one model per
domain using training data across all languages. Thus, there will be five models. A third way
is to train models in a multi-domain manner. Thus, we will have one model per language using
training data across all domains, leading to eight models.

One last approach is to train a multi-lingual-multi-domain model. We collate training data
across all languages and domains and train a single model. This model can exploit cross-
language and cross-domain clues and learn robust representations.

Previous literature in multi-lingual cross-lingual natural language generation has shown that
multi-lingual models are better than individual ones, especially for low-resource languages.
Since this work is focused on LR languages, we experiment with multi-lingual, multi-domain,
and multi-lingual-multi-domain setups.

The two stages in our approach have different computing requirements. We performed
extractive steps on a machine with one NVIDIA 2080Ti with 12 GPU RAM. For the abstractive
stage, we fine-tuned the model on a machine having NVIDIA V100 having 32GB of GPU RAM
with CUDA 11.0 and PyTorch 1.7.1.

For the salience-based extractive stage, we used XLM-RoBERTa-base[22] model for extract-
ing the sentence representation with 512 as the maximum input length. For HipoRank, we used
the multi-lingual BERT (mBERT [25]) model to get the sentence representation for building
the graph with 512 as the maximum input length. We took a maximum of 50 sentences per
sample as output from the extractive stage.

For the abstractive stage, we fine-tuned mBART[59] and mT5[84] models for 20 epochs
keeping a batch size of 4. We initialize using google/mt5-base and facebook/mbart-large-50
huggingface checkpoints. We kept the maximum input and output length as 512 across all of
our experiments. We used AdamW optimizer with a learning rate of 1e-5. We perform greedy
decoding.

5.5 Metrics, results, and analysis

We evaluate our models using standard Natural Language Generation (NLG) metrics like
ROUGE-L [57], METEOR [7] and chrF++ [66]. Another popular NLG metric is PARENT.
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Extractive Abstractive ROUGE-L chrF++ METEOR

Multi-lingual

Salience mBART 15.59 17.20 10.98

Salience mT5 14.66 15.45 8.92

HipoRank mBART 16.96 19.11 12.19

HipoRank mT5 15.98 17.11 10.08

Multi-domain

Salience mBART 19.88 22.82 15.00

Salience mT5 12.13 13.66 7.27

HipoRank mBART 18.87 20.79 14.10

HipoRank mT5 12.29 13.93 7.36

Multi-lingual-

multi-domain

Salience mBART 20.50 22.32 14.81

Salience mT5 17.31 18.77 11.57

HipoRank mBART 21.04 23.44 15.35

HipoRank mT5 17.65 19.04 11.74

Table 5.5: XWikiGen Results across multiple training setups and (extractive, abstractive)

methods on test part of XWikiRef. Best results per block are highlighted in bold. Overall

best results are also underlined.

But PARENT [27] relies on the word overlap between input and the prediction text. Since the
input and prediction in XWikiGen are in different languages, we cannot compute PARENT
scores.

1. ROUGE-L: ROUGE-L, or Recall-Oriented Understudy LCS is based on statistics using
the longest common subsequence (LCS). The longest common subsequence task auto-
matically determines the longest co-occurring n-grams given a reference sequence and
a machine-generated sequence, while taking sentence-level structure similarities into ac-
count.

2. chrf++: In addition to adding word n-grams, chrF++ is an evaluation measure that
uses the F-score statistic for character n-gram matches.

3. METEOR: METEOR, an automated metric evaluation, is based on a generalized idea of
unigram matching between the text generated by the machine and the reference text cre-
ated by a human. Based on their meanings, surface forms, and stemmed forms, unigrams
can be matched.

Table 5.5 shows results across two extractive methods (salience, HipoRank), two abstractive
methods (mBART, mT5), three training setups (multi-lingual, multi-domain, multi-lingual-
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bn en hi mr ml or pa ta

ROUGE-L 14.49 7.46 29.01 20.67 12.25 25.54 16.89 17.09

chrF++ 18.58 10.55 28.38 20.41 15.30 27.31 13.49 21.90

METEOR 9.71 5.90 25.24 13.72 6.42 22.69 10.12 9.87
Multi-lingual HipoRank+mBART

bn en hi mr ml or pa ta

ROUGE-L 15.30 12.07 36.16 31.25 14.22 29.53 16.91 15.00

chrF++ 19.40 17.41 34.34 32.50 18.34 32.20 14.10 21.65

METEOR 10.34 9.59 31.02 24.86 8.89 26.86 10.01 9.29
Multi-domain Salience+mBART

bn en hi mr ml or pa ta

ROUGE-L 15.21 16.32 36.38 22.71 15.50 27.41 18.64 18.87

chrF++ 19.50 21.34 34.55 21.93 18.65 28.83 16.27 23.99

METEOR 10.24 12.74 31.24 14.88 8.84 23.93 11.6 11.26
Multi-lingual-multi-domain HipoRank+mBART

Table 5.6: Detailed per-language results on test part of XWikiRef, for the best model per

training setup.

multi-domain), and three metrics (ROUGE-L, METEOR, and chrF++) computed as a micro-
average across all test instances in XWikiRef.

The table shows that the best results are obtained using the multi-lingual-multi-domain
training setup. Also, in this setup, the combination of HipoRank with mBART provides the
best overall results. These results are statistically significantly better compared to other rows
in the table. The supremacy of the multi-lingual-multi-domain training setup is expected given
that it combines learning across all languages and domains in the dataset. Also, HipoRank was
expected to perform better since it combines the knowledge of the pretrained (mBERT) model
with the hierarchical document structure. Even for the multi-lingual setup, best results are
obtained using the HipoRank+mBART combination. However, for the multi-domain setup, we
observe that Salience+mBART performs better.

Further, we wish to drill deeper into the performance of the best models for each of the train-
ing setups. Hence, for these three models, we show micro-averaged metrics per language and per
domain for the test set in Tables 5.6 and 5.7, respectively. We make the following observations
from Table 5.6: (1) Multi-domain training is much better than multi-lingual training except for
Tamil (ta). (2) Interesting, relatively richer languages like en and hi seem to benefit most when
we move from multi-lingual to multi-lingual-multi-domain setup. (3) When comparing multi-
domain training with multi-lingual-multi-domain, we observe gains across most languages ex-
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cept for losses in mr and or. From Table 5.7, we observe that across all domains, results improve
as we move from multi-lingual training to multi-domain training to multi-lingual-multi-domain
setup (except for minor drop for sportsmen in the multi-lingual-multi-domain case).

Finally, we present the most detailed per (domain, language) level results for our best model
in Table 5.8. We observe that the best results are obtained for the hi-books combination.
Overall, the model works best for Hindi across all domains. The model also performs reasonably
for mr and or. But more work must be done to improve the model for Bengali and Malayalam.

For a qualitative analysis of our best model outputs, we show some sample outputs in
Table 5.9. In general, our model generates fluent text to a certain length. But, as the length
of the output grows, we see the repeated patterns in the text, breaking the sentence structure.
Pretrained language models usually present this problem of repeating n-grams, and increasing
the training dataset size has been shown to alleviate it. Further, we observe the faithfulness
of content between the generated text and reference text. Despite generating correct sentence
structure, the model is seen to predict value strings incorrectly, like that of date of birth,
names of persons, and related entities. This issue of hallucination is also common in pretrained
language models, and finetuning on more training data should help.

writers books sportsmen politicians films

ROUGE-L 10.12 3.65 20.61 22.01 14.60

chrF++ 10.76 3.58 22.94 24.34 18.36

METEOR 5.77 1.93 14.66 17.61 10.04
Multi-lingual HipoRank+mBART

writers books sportsmen politicians films

ROUGE-L 14.21 20.17 20.65 22.77 20.82

chrF++ 17.24 21.86 22.75 26.14 24.30

METEOR 10.06 16.26 14.71 18.88 14.81
Multi-domain Salience+mBART

writers books sportsmen politicians films

ROUGE-L 14.67 22.03 20.44 23.70 21.60

chrF++ 16.65 22.81 21.57 25.75 24.51

METEOR 9.81 17.55 13.84 18.92 15.11
Multi-lingual-multi-domain HipoRank+mBART

Table 5.7: Detailed per-domain results on test part of XWikiRef, for the best model per

training setup.
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ROUGE-L chrf++ METEOR

writers books sports politi films writers books sports politi films writers books sports politi films

bn 10.61 9.43 15.78 17.46 15.75 14.72 14.19 20.28 21.21 20.03 6.13 5.66 10.56 12.99 10.39

en 13.04 15.62 18.53 13.32 20.15 19.71 18.90 22.80 20.00 24.13 10.65 11.62 13.89 11.47 15.09

hi 33.23 58.71 28.48 53.18 21.46 31.05 51.99 26.99 52.05 19.64 28.49 53.78 21.46 51.65 15.30

mr 15.37 17.00 26.77 20.06 24.15 14.68 16.24 26.84 18.12 21.82 7.40 9.50 20.14 10.74 14.30

ml 8.96 10.93 12.97 14.36 24.19 13.35 12.18 15.42 18.01 26.51 3.92 4.77 6.14 7.73 16.16

or 13.15 12.31 9.38 43.76 26.66 14.44 15.16 10.51 44.17 29.27 5.67 9.14 5.28 40.89 23.30

pa 14.96 12.35 24.54 16.59 17.15 13.42 12.39 21.32 14.02 13.82 8.59 7.48 16.54 9.80 9.63

ta 10.62 11.85 18.94 19.18 24.90 16.43 17.63 23.98 23.77 29.94 4.89 6.29 10.03 11.24 17.05

Table 5.8: Detailed results for every (domain, language) partition of the test set of

our XWikiRef dataset, for our best XWikiGen model: Multi-lingual-multi-domain Hipo-

Rank+mBART. sports and politi indicate sportsmen and politicians respectively.

Domain Reference URLs Entity/Section Lang Reference Text Generated Summary

Books

• https://www.nytimes.com/books/97/07/13/reviews/97071
3.13polklt.html

േകാൾĹ 
െമൗŪൻ/
ആമുഖം

ml

േകാൾĹ െമൗŪൻ 1997 ൽ ŗപസിŴീകരിŚെżŨ ചാൾŏ േŗഫസിയർ എഴുതിയ ഒരു ചരിŗത 
േനാവലാĻ. ഈ േനാവലിŀ യു.എŏ. നാഷണൽ അവാർĹ േഫാർ ഫിŜൻ എŹ 
പുരŏകാരം ലഭിŢിŨƧŪ്.അേമരിŚൻ ആഭŖŵരയുŴŮിൻെറ അവസാനകാലŮ് യുŴŮിൽ 
പെŠടുŮ േകാൺെഫഡേറƃ് േസനയിെല ഡƙിയു. പി. ഇൻമാൻ എŹ മുറിേവƃ 
ൈസനികനാĻ ഈ കഥയിെല േകŗŷകഥാപാŗതം. അേųഹം അഡ മൺേറാെയŹ തൻെറ 
ŗപണയിനിയുെട അടുŮു തിരിെŢŮുവാനായി മാസšേളാളം ഏകനായി നടŮുŹ 
യാŗതയാĻ കഥയുെട ഇതിവൃŮം. േഹാമറിൻെറ ഒഡീസിയുമായി ഈ േനാവലിŀ അേനകം 
സാദൃശŖšളƧŪ്.

ഒരു അേമരിŚൻ േനാവലിƊാĻ േകാൾĹ 
െമൗŪൻ (ജീവിതകാലം: 1798–1831). 
അേųഹŮിŀെറ ഏƃവും ŗപശŏതമായ 
േനാവലായ േകാൾĹ െമൗŪൻ, നŖൂേയാർŚ് 
ൈടംസിŀെറ 1997 െല മികŢ േനാവലിനുƄ 
അവാർĹ േനടി.

Films
• http://www.thehindu.com/features/cinema/cinema-

columns/blast-from-the-past-chandra-mohana-or-
samooga-thondu-1936/article5668076.ece

ச|திர 
ேமாகனா 
(திைர~பட�
)/அறி«க�

ta

ச|திரேமாகனா எ}ப¢ 1936 ஆ� ஆz� ெவள�வ|த தமி�{ திைர~படமா��. «¢ைர ேமாக} 
¬வ�ேடா} நி²வன{தினƬ} தயாƬ~ப�� ெவள�வ|த இ{திைர~பட{தி� எ�. ேக. ராதா, எ�. 
வ�. ெவuகyராம} ம�²� பல¯� ந�{¢�ளனƫ. இ~படமான¢ ெகா{தமuகல� எ�. எ�. 
�~ரமzய� எ}² அ~ேபா¢ அைழtக~பyட ெகா{தமuகல� �~© எ¸திய ச|திரேமாகனா 
அ�ல¢ ச«தாய{ ெதாz� எ}ற ©தின{ைத அ�~பைடயாகt ெகாz� எ�tக~பyட¢.

ச|திர ேமாகனா (Chandra Mohana) 1947 ஆ� 
ஆz� ெவள�வ|த தமி�{ திைர~படமா��. 
எ�. எ�. வாச} இயtக{தி� ெவள�வ|த 
இ{திைர~பட{தி� எ�. ேக. ராதா, �. ஆƫ. 
ராமvச|திர} ம�²� பல¯� 
ந�{தி¯|தனƫ.

Politicians

• https://timesofindia.indiatimes.com/city/patna/all-eyes-
on-4-seats-in-khagaria-district/articleshow/78939785.cms

• https://web.archive.org/web/20201204042405/https://ww
w.jansatta.com/lifestyle/bihar-election-ljp-khagaria-
candidate-renu-kumari-kushwaha-spent-24-and-half-lakhs-
on-jewelry-and-cars-owns-this-much-property/1564879/

• http://164.100.47.194/loksabha/Members/memberbioprofi
le.aspx?mpsno=537&lastls=13

ਰੇਣੂ 
ਕੁ©ਾਵਾਹਾ/ਜਾਣ-
ਪਛਾਣ

pa ਰੇਣੂ ਕ©ੁਾਵਾਹਾ (ਿਜਸ ਨੰੂ ਰੇਣੂ ਕੁਮਾਰੀ ਿਸੰਘ ਵੀ ਿਕਹਾ ਜ�ਦਾ ਹੈ), ਇੱਕ ਭਾਰਤੀ ਿਸਆਸਤਦਾਨ, ਲੋਕ ਜਨ©ਕਤੀ ਪਾਰਟੀ ਦੀ ਆਗੂ ਅਤੇ ਿਬਹਾਰ ਦੀ ਇੱਕ 
ਸਾਬਕਾ ਰਾਜ ਮੰਤਰੀ ਹੈ। ਉਹ ਖਗੜੀਆ ਦੀ ਰਿਹਣ ਵਾਲੀ ਹੈ। ਉਹ ਅਤੀਤ ਿਵੱਚ ਸਮਤਾ ਪਾਰਟੀ ਅਤੇ ਜਨਤਾ ਦਲ (ਯੂਨਾਈਿਟਡ) ਤ� ਲੈ ਕੇ ਭਾਰਤੀ ਜਨਤਾ 
ਪਾਰਟੀ ਤੱਕ ਕਈ ਿਸਆਸੀ ਪਾਰਟੀਆਂ ਨਾਲ ਜੁੜੀ ਰਹੀ ਹੈ। 2015 ਿਵੱਚ ਉਸਨĂ  ਭਾਜਪਾ ਦੀ ਿਟਕਟ 'ਤੇ ਸਮਸਤੀਪੁਰ ਿਵਧਾਨ ਸਭਾ ਸੀਟ ਤ� ਚੋਣ ਲੜੀ, ਿਜੱਥੇ 
ਉਹ ਆਰ.ਜੇ.ਡੀ. ਉਮੀਦਵਾਰ ਤ� ਹਾਰ ਗਈ।

ਰੇਣੂ ਕ©ੁਾਵਾਹਾ ਇੱਕ ਭਾਰਤੀ ਿਸਆਸਤਦਾਨ ਹੈ। ਉਹ ਭਾਰਤੀ ਜਨਤਾ 
ਪਾਰਟੀ ਦਾ ਮ�ਬਰ ਹੈ ਅਤੇ ਭਾਰਤੀ ਜਨਤਾ ਪਾਰਟੀ ਦੀ ਨੁਮਾਇੰਦਗੀ ਕਰਦਾ 
ਹੈ।

Sportsmen
• https://www.icc-cricket.com/news/1939383
• https://www.icc-cricket.com/media-releases/1212091
• http://www.espncricinfo.com/story/_/id/25033717/associa

tes-pathway-2023-world-cup-undergoes-major-revamp

2021 पापुआ 
Ûय ूͬगनी 
ǒğकोणी सीरȣज 
(मई)/पǐरचय

hi
2021 पापुआ Ûय ूͬगनी ǒğकोणी सीरȣज़ 2019–2023 आईसीसी ͩĐकेट ͪवæव कप लȣग 2 ͩĐकेट टूना[मɅट का 8 वां दौर होने वाला 
था, जो मई 2021 मɅ पापुआ Ûय ूͬगनी मɅ खेला जाना था। यह नामीǒबया, पापुआ Ûय ूͬगनी और सयंÈुत राÏय अमǐेरका कȧ 
ͩĐकेट टȣमɉ के बीच एक ǒğकोणीय राçĚ Įृंखला होती, िजसमɅ मचै एक Ǒदवसीय अंतरा[çĚȣय (वनड)े जुड़नार के Ǿप मɅ खेले जाते 
थे। आईसीसी ͩĐकेट ͪवæव कप लȣग 2 2023 ͩĐकेट ͪवæव कप के ͧलए योÊयता माग[ का Ǒहèसा है। हालाँͩक, 12 फरवरȣ 2021 
को, कोͪवड-19 महामारȣ के कारण Įृंखला को èथͬगत कर Ǒदया गया था।

2021 पापुआ Ûय ूͬगनी Ěाई-नेशन सीरȣज़ एक ͩĐकेट टूना[मɅट 
था जो ͧसतंबर 2021 मɅ पापुआ Ûय ूͬगनी मɅ खलेा गया था। 
यह पापुआ Ûय ूͬगनी ͩĐकेट टȣम और पापुआ Ûय ूͬगनी 
ͩĐकेट बोड[ (पीएनसीबी) के बीच एक ǒğकोणीय राçĚ Įृंखला 
थी, िजसमɅ पापुआ Ûय ूͬगनी और सयंÈुत राÏय अमǐेरका के 
बीच एक Ǒदवसीय अंतरा[çĚȣय (वनड)े मचै खेला गया था। यह 
Įृंखला ͧसतंबर 2021 मɅ होने वालȣ थी, लेͩ कन कोͪवड-19 
महामारȣ के कारण इसे èथͬगत कर Ǒदया गया था।

Writers
• http://www.columbia.edu/itc/mealac/pritchett/00ambedk

ar/timeline/graphics/youth.html
• http://www.columbia.edu/itc/mealac/pritchett/00ambedk

ar/timeline/1890s.html
• http://www.columbia.edu/itc/mealac/pritchett/00ambedk

ar/txt_ambedkar_waiting.html

ভীমরাও রামজী 
শাকপাল/Ƶথম 
জীবন এবং 
িশǘা

bn

ভীমরাও রামজী শাকপাল যুবক থাকাকালীন 'ĺমাহ' (Mhow) অǹেলর (বতŪ মান মধƟ Ƶেদশ) এবং ĺকȰীয় সামিরক ĺসনািনবােস িƷǅশ 
কতৃŪ ক ʆািপত শহের আে˘দকর জȶƣহণ কেরিছেলন। িতিন িছেলন রামজী মােলাজী শাকপাল (Ramji Maloji Sakpal) এবং ভীমাবােইর 
(Bhimabai) ১৪তম তথা সবŪকিনɵ পুƯ। তার পিরবার িছেলন মারা˷ অধুƟিষত বতŪ মান কােলর “মহারাɲ”-এর রȔিগির ĺজলার 
“আে˘াভাদ” (Ambavade) শহের। তারা িহȱু সɏদােয়র অিধভুǏ িছল (মহর জািত), যারা অʊৃশƟ জািত িহেসেব এবং Ƶচȉ আথŪ-
সামািজক ĻবষেমƟর িশকার হত। আে˘দকেরর পূবŪপু˙েষরা িছেলন িƷǅশ ইʁ – ইিȨয়া ĺকাɑািনর ĺসনা এবং তার িপতা “রামজী 
শাকপাল” ĺমাহ ĺসনািনবােসর ভারতীয় ĺসনা িহেসেব িনযুǏ িছেলন, িতিন ĺসকােলর গৎবাঁধা িশǘাপȝিতেত মারা˷ এবং ইংেরিজেত 
িডিƣ লাভ কেরিছেলন এবং ĺসইসােথ িতিন Ƶাথিমক িবদƟালেয়র িশǘা লােভ কেঠার পিরƽেম সȭানেদর উʸুȝ কেরন। কিবর পােȮর 
মেত, রামজী শাকপাল তার সȭানেদর িহȱু সংɾৃিত সɑেকŪ  অধƟয়ন করেত উʸুȝ করেতন। যিদও আে˘দকর িবদƟালেয় ĺযেতন, তােক 
অনƟানƟ অʊৃশƟ িশ˝র নƟায় আলাদা কের ĺদয়া হত। িশǘকগণ তােদর Ƶিত অমেনােযাগী িছেলন এবং ĺকােনা˚প সহেযািগতাপূণŪ 
মেনাভাব ĺপাষণ করেতন না। তােদর ĺƽিণকেǘর ĺভতের বসার অনুমিত িছেলা না, এমনিক তােদর যিদ তৃɶা ĺপেতা উǮবেণŪর ĺকােনা 
একজন এমন উǮতা হেত ĺসই পািন ĺঢেল পান করােতা, যােত িনচুজােতর িশǘাথʗরা বা পািন বা পািনর পাƯ ʊশŪ না করেত পাের 
। এই কাজǅ সাধারণত আে˘দকেরর জনƟ করেতা িবদƟালেয়র চাপরাসী (Peon) এবং যিদ িপওন না থাকত বা না আসত, তখন 
সারািদন পািন ছাড়াই কাটােত হেতা, আে˘দকর এই অবʆােক এভােব আখ

ভীমরাও রামিজ আে˘দকর ১৯৪০ সােলর ২৪ĺশ নেভ˘র 
কলকাতায় জȶƣহণ কেরন। তার িপতার নাম ফা˙ক 
আে˘দকর এবং মাতার নাম অǻিলনা আে˘দকর। িতিন 
কলকাতা িব˞িবদƟালয় ĺথেক ʇাতক িডিƣ অজŪ ন কেরন। এরপর 
িতিন কলকাতা িব˞িবদƟালেয় অধƟাপনা ˝˙ কেরন। এরপর 
িতিন কলকাতা িব˞িবদƟালয় ĺথেক ʇাতেকাȑর িডিƣ অজŪ ন 
কেরন।

Films

• https://www.rogerebert.com/reviews/stranger-than-
paradise-1984

Stranger Than 
Paradise/Introd
uction

en Stranger Than Paradise is a 1984 American black-and-white absurdist deadpan comedy film, co-written, directed and co-edited by 
Jim Jarmusch, and starring jazz musician John Lurie, former Sonic Youth drummer-turned-actor Richard Edson, and Hungarian-
born actress and violinist Eszter Balint. It features a minimalist plot in which the main character, Willie, is visited by Eva, his cousin 
from Hungary. Eva stays with him for ten days before going to Cleveland. Willie and his friend Eddie go to Cleveland to visit her, 
and the three then take a trip to Florida. The film is shot entirely in single long takes with no standard coverage.

Stranger Than Paradise is a 1984 American drama film 
directed and co-written by Roger Ebert and starring John 
Lurie and John Travolta. The film tells the story of Willie 
(Lurie) and his cousin Eva (Travolta) traveling from Hungary 
to New York City in search of a place to stay. The film 
received positive reviews from critics, with praise for Lurie's 
performance, his direction, and the film's screenplay. It was 
nominated for the Academy Award for Best Original 
Screenplay.

Table 5.9: Some examples of XWikiGen using our best model (one example for each domain).
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5.6 Summary

This chapter introduced a novel multi-document, cross-lingual, aspect-based summarization
approach to generate Wikipedia article sections. We contributed a large dataset towards the
same, XWikiRef, with ∼105K instances covering eight languages and five domains. Bengali
(bn), English (en), Hindi (hi), Malayalam (ml), Marathi (mr), Oriya (or), Punjabi (pa), and
Tamil(ta) are among the languages supported. Books, movies, politicians, athletes, and authors
are examples of domains. We term our task XWikiGen, and because it involves the generation
of long, multilingual text, XWikiGen is a very difficult task. Long text input can be challenging.
As a result, we adopt a two-stage strategy. The first stage identifies promising candidate
sentences across all the reference citations for a sample. The highest-scoring candidate sentences
are passed as input to the second stage, which generates an abstractive summary.

We experiment with two different extractive summarization-based techniques: Salience and
HipoRank. The main idea of salience-based extractive summarization is to find the top-K
salient sentences from the input references based on the relevance of that sentence relative to a
particular section title. Hierarchical and Positional Ranking model (HipoRank) is an unsuper-
vised graph-based model where the key idea is that sentences similar to most sentences within a
section are more critical. We use two state-of-the-art multi-lingual natural language generation
models for the abstractive stage, mT5, and mBART. We experimented with different training
setups to understand how language-relatedness and domain-relatedness help in the training of
multi-lingual and multi-domain models, respectively. We report results using standard text
generation metrics like ROUGE-L, METEOR, and chrF++. Our multi-lingual-multi-domain
models using HipoRank (extractive) and mBART (abstractive) lead to the best results. The
qualitative analysis reflects the issues that still need to be addressed in the above long-form
generation, such as hallucination and repeating n-grams. Overall, the performance of the SOTA
models on our dataset seems promising and can be used as a benchmark to work upon further
by the research community.
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Chapter 6

Conclusion and future work

In this work, we highlighted the existing lack of resources across the low-resource languages
and proposed using cross-lingual approaches for text generation. We introduce the problem of
XF2T alignment and generation for low-resource languages and also motivate and propose the
XWikiGen problem where the input is (set of reference URLs, section title, language) and the
output is a text paragraph. Chapter 1 and Chapter 2 covered the quantitative study of the
availability of resources across the languages and explained the tasks and related work around
them in detail.

The thesis covered the process of building parallel datasets for both the proposed tasks and
explained in detail the novel NLP architectures suited for these tasks. Chapter 3 covered the
creation of the XF2T dataset, XAlign, consisting of English WikiData triples/facts mapped to
sentences from LR Wikipedia. Our two unique approachesNER-based filtering with Semantic
Similarity and Key-phrase Extraction with Relevance Rankinginclude solid baselines for the
cross-lingual alignment challenge. Later, we scale the dataset across several languages and
suggest more effective methods, such as 1) transfer learning and 2) remote supervision. We
introduce a sizable collection of high-quality XF2T datasets in 12 languages, including English
and a monolingual dataset in Hindi, Marathi, Gujarati, Telugu, Tamil, Kannada, Bengali,
Punjabi, Assamese, Malayalam, and Odiya. In order to assess alignment techniques, we have
also gathered 5402 human-labeled gold test datasets covering all of these languages.

We demonstrate solid baseline results by modifying well-known natural language genera-
tion (NLG) techniques for our suggested innovative XF2T task. First, we test widely used
multilingual encoder-decoder models based on Transformer, such as the vanilla Transformer,
IndicBART, and mT5. The performance of several training configurations, including multi-
lingual, translate-input, translate-output, and bilingual, is then examined. Additionally, we
methodically investigate several techniques for enhancing XF2T creation, including multilin-
gual data-to-text pre-training, fact-aware embeddings, and structure-aware encoding. Detailed
results and analysis of the above experiments are covered in Chapter 4 of the thesis.

55



In Chapter 5, the long-form text generation task is modeled as a multi-document, cross-
lingual summarising problem. A two-stage extractive-abstractive method is suggested. The
best outcomes come from our multilingual, multidomain models using mBART (abstract) and
HipoRank (extractive). We also discussed theăproblems with the aforementioned long-form
generation that still need to be solved, such as hallucinations and repeated n-grams.

Future work:

1. We focus on some very specific challenges in the process of end-to-end text generation
in low-resource languages. Although, our work is still constrained to particular domains
and languages, and it would be interesting to explore how this scales up to the rest of the
domain-language pairs.

2. We can connect different knowledge graphs with non-encyclopedic text available on the
web. It might broaden the uses and diversity of text generation systems. Text creation
capabilities for particular domains might be enhanced by including other data like images
or videos. For instance, to give more signals (over fact) to the text generation engine,
relevant images or videos can be combined with domains like landmarks, cities, chemicals,
paintings, etc. But aligning graphics with text in one’s own language may provide new
challenges.

3. In the task of cross-lingual fact-to-text generation, we still focus on one-sentence gener-
ation. It is worth experimenting with generating more sentences in a single inference.
In this case, maintaining the coherence between the sentences is an important research
problem to explore as well.

4. Current models depict, to a large extent, the problem of hallucination, which is a critical
research question to solve in the future. Repetition of tokens or phrases in the generated
text is also a challenge fequently associated with large language models, and can be
explored as a part of the future work.

5. Coming to the paradigm of experiments, all our methods are end-to-end neural network-
based approaches. But, several other problem settings with partial neural and rule-based
approaches can also be experimented with. Given these neural models’ challenges in
factual correctness, the above idea seems a good thread to explore, where rule-based
methods will prove to be more interpretable in data selection stages.

Overall, there is a lot of scope to extend this work and modify its parts to develop better text
generation models in low-resource languages.
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