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Abstract

The discovery of new molecules and materials helps expand the horizons of novel and innovative
real-life applications. In the pursuit of finding molecules with desired properties, chemists have tradi-
tionally relied on experimentation and recently on combinatorial methods to generate new substances
often complimented by computational methods. The sheer size of the chemical space makes it infeasible
to search through all possible molecules exhaustively. This calls for fast and efficient methods to nav-
igate the chemical space to find substances with desired properties. This class of problems is referred
to as inverse design problems. There is a variety of inverse problems in chemistry encompassing var-
ious subfields like drug discovery, retrosynthesis, structure identification etc. Recent developments in
modern machine learning (ML) methods have shown great promise in being able to tackle problems of
this kind. This has helped in making major strides in all key phases of molecule discovery ranging from
in silico candidate generation to their synthesis with focus on small organic molecules. Optimization
techniques like Bayesian optimization, reinforcement learning, attention-based transformers, deep gen-
erative models like variational autoencoders and generative adversarial networks form a robust arsenal
of methods. The first chapter of this thesis summarizes the development of deep learning to tackle a
wide variety of inverse design problems in chemistry towards the quest for synthesizing small organic
compounds with purpose.
Spectroscopy is the study of how matter interacts with electromagnetic radiations of specific frequen-
cies that has led to several monumental discoveries in science. The spectra of any particular molecule is
highly information-rich; while structure to spectra is straightforward using computational methods, the
inverse relation of spectra to the corresponding molecular structure is still an unsolved problem. Nu-
clear Magnetic Resonance (NMR) spectroscopy is one such critical technique in the scientists’ toolkit
to characterise small organic molecules to biomolecular structures like proteins and nucleic acids. In
the second half of the thesis, a novel machine learning framework is proposed that attempts to solve this
inverse problem by navigating the chemical space to find the correct structure given an NMR spectra.
The proposed framework uses a combination of online Monte-Carlo-Tree-Search (MCTS) and a set of
offline trained Graph Convolution Networks to build a molecule iteratively from scratch. Our method is
able to predict the correct structure of the molecule ∼ 80% of the time in its top 3 guesses. We believe
that the proposed framework is a significant step in solving the inverse design problem of NMR spectra
to molecule that would be a significant step forward in high-throughput molecular synthesis.
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Chapter 1

Introduction

1.1 Motivation

Figure 1.1: Forward problems are those where in we evaluate properties for a molecule x whereas
inverse involve find about the molecule x given the observed properties y

Historically, chemical advancements are driven by experimentation and synthesis of new compounds,
followed by evaluation of their properties and quirks. The intent being the discovery of novel compounds
for novel applications and uses. Understanding of the structure-property relationships plays a major
role in this process. Traditional computational chemistry methods in addition to experiments have been
shown to be invaluable. Methodological improvements are imperative to keep up with the need of novel
molecules that exhibit required properties as time progressed. For instance, the average time for a drug
to reach the market is about 13 years.[1] Fortunately, the vast improvement in computational capacity
in tandem with advancements in artificial intelligence and algorithms has enabled chemists to approach
this problem from a different dimension. One such way is to first look at an application with certain
desired requirements and attempt to design substances directly while keeping the required properties
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Figure 1.2: Pipeline of molecular design to realization

and characteristics in mind. Thus, the problem of molecule discovery has been modelled as an inverse
problem.

Machine Learning(ML) advancements in the recent years has enabled us to approach molecule dis-
covery from such new dimension. ML as a problem-solving paradigm has many important applications
across various fields. This ML boom has been fuelled by both the increase in computational capacity
and the increase in the amount of data available to train the frameworks. There have been various efforts
in expanding the set of available libraries of molecules, and their properties.[2, 3, 4, 5, 6, 7] Contrary
to a traditional knowledge engineering approach where the programmer provides the explicit algorithm
to process the input, ML algorithms try to fit a function to the given data while also generalizing the
pattern. Hence, ML approaches are an effort to enable a machine to ”learn” the underlying science from
examples(dataset). Review articles by Strieth-Kalthoff et al. [8] and Butler et al. [9] give an introduction
to ML from the perspective of synthetic chemistry and also highlight how ML has advanced research in
chemical sciences.

Inverse problem refers to the class of problems wherein the task is to deduce or evaluate the set of
causal factors that led to a particular set of observation or measurements (Figure 1.1).[10, 11] Inverse
problems are of great interest in various fields of science owing to the fact that they reveal a lot about
the underlying relations which are not directly observed.[12, 13, 14, 15] Many of the inverse tasks
pertaining to chemistry belong to the subclass of non-linear inverse problems which are complex to deal
with.[16, 17] In such problems, the forward function y = f(x) is a non-linear relation between the input
x and the output y.

In essence, the need is to do the following tasks in order: discover new molecules, simulate or
evaluate their potential suitability for a task, find methods to synthesize those molecules, followed by
characterizing the molecules generated(Figure 3.2). The final goal would be to be able to do the above
tasks as a seamless process which is otherwise arduous and time consuming. This effective ”closing
of the loop” would lead to an ideal pipeline which would propel the discovery/validation/realization of
novel molecules for novel applications.

In the next chapter, various inverse problems that are relevant to the process of molecule design are
discussed. Once the requirement of the properties are finalized, the first task is to identify molecules and
their structure which would exhibit desired properties, which is termed as molecule generation. Once

2



the structure of a target molecule is known, the next task is to find a viable reaction pathway using a set
of available precursor molecules to synthesize the target molecule, which is the task of retrosynthesis.
Once both the target molecule, and its synthesis logic is attained, the next step to automate is the actual
synthesis of the substance using AI assisted robots. Even though this is not exactly an inverse problem,
we are discussing it briefly in this article as it fits in the overarching task of leading a molecule from
design to realization. Once we have realized a sample of a substance in the lab, it is important to ensure
that the substance synthesized is actually the one which was intended, which is the task of chemical
characterization. The second half of the thesis approaches one such tasks of chemical characterization
using the paradigm of deep reinforcement learning.

The following chapter describes some of the important neural architectures that are commonly used
in the works attempting to solve the inverse problems. The chapter also discusses recent ML based
advancements in each of the four subtasks that we enumerated above.
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Chapter 2

Inverse Problems in Chemistry: Molecular Design to Realization

2.1 Brief Overview of Modern ML Methods used for Inverse Problems

This section gives a brief overview of some of the commonly used modern ML methods which are
essential to understand the recent work in the domain of inverse problems of molecular design.

Figure 2.1: Architecture of (a) Gated Recurrent Unit’s cell and (b) Long-Short-Term-Memory’s cell.
xt, ht and ct are the input token, hidden state and cell state respectively and σ represents the sigmoid
activation function. × and + represent elementwise addition and product. The input tokens and hidden
states are passed through these cells recursively to get the final output.

2.1.1 Recurrent Neural Networks

Recurrent neural networks generalise feed forward neural networks to be able to handle sequential
data. They can remember what was previously seen in the input and help provide context for elements
that occur later in the sequence. The SMILES representation of molecules is formed by strings and is
hence, sequential in nature. A RNN generally consists of what is known as a hidden state which can
be interpreted as a memory unit which remembers what occurred in the sequence. Every token in the
SMILES string is converted to machine readable vector which is combined with the hidden state to
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provide a new hidden state.[18] At time t, The general update rule for an RNN is given by

ht = f(xt, ht−1) (2.1)

where xt is the input token and ht−1 is the hidden state after the previous input.
RNNs are optimized using an algorithm called back propagation through time.[19] During back

propagation, each gradient is calculated with respect to the effects of the gradient in the next step.
However, this also brings a problem: if the magnitude of the gradient at the previous step is small, then
the magnitude at the current step is even smaller which means that the effect of the initial tokens does
not reach the final calculated gradient. This is called the vanishing gradient problem. In order to tackle
these, two specialized RNN architectures have been developed (Figure 2.1) -

• Long Short Term Memory (LSTM): In the LSTM architecture,[20] another state is added along
with the hidden state called cell state. It can be thought of as a memory unit which contains
relative information way down the sequence chain and since, it retains information from earlier
steps, the information from earlier steps is available in the later steps. The information to be
retained and forgotten is controlled using three gates which use the hidden state, cell state and
input at the current step to calculate the hidden state and cell state for the next step.

• Gated Recurrent Unit (GRU): The GRU[21] architecture is similar to LSTM but instead of three,
they use only two gates and do not contain a cell state. Only the hidden state is used to carry
information. Due to the fewer gates, the number of operations is lesser in GRUs in comparison to
LSTMs and are hence, slightly faster but show similar accuracy.

RNNs can be used to generate text by using the hidden state at the current step to forecast the token
that is most likely to appear at the next step and add it to the text generated so far and repeat unless
a token is generated which signifies the end or a maximum specified length is reached. This can be
applied to generate SMILES strings but it posts a problem that the resultant string may not represent a
molecule. Several ML architectures have been proposed to generate valid molecules which have RNNs
as the core of their generator.[22, 23, 24, 25, 26]

2.1.2 Graph Neural Networks

The graph representation of a molecules opens up the avenue for a wide variety of algorithms that can
be used directly on the graph structure. Each atom is represented by a node in a graph and each bond by
an edge. These vertices and edges are differentiated from each other by the presence of a feature vector
corresponding to each vertex and edge. The atom feature xv for an atom v may consist of information
like one hot encoding of atom type, hybridization, formal charge etc. Similary, the bond feature euv for
a bond between atoms u and v contains information like bond type and stereochemistry etc.

Most graph neural networks are different variants of a common architecture. This architecture con-
sists of two phases -
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Figure 2.2: Overview of Graph Neural Networks. A single layer of a simple GNN. A graph is the input,
and each component (V,E,U) gets updated by a MLP to produce a new graph. Each function subscript
indicates a separate function for a different graph attribute at the n-th layer of a GNN model. Figure
from Sanchez-Lengeling et al. [27] under Creative Commons licence

• Message Passing: The message passing phase is responsible for capturing the environmental
information around a node. This phase is run for T timesteps and at the ith timestep, information
from all nodes that are i edges away reaches the respective node. It is defined in terms of the
message function Mt and vertex update function Ut. At every timestep t, each node has a hidden
state htv and h0v = xv and are updated using a message vector mt+1

v according to

mt+1
v =

∑
u∈N(v)

Mt(h
t
v, h

t
v, euv)

ht+1
v = Ut(h

t
v,m

t+1
v )

(2.2)

where N(v) is the set of neighbours of v.

• Readout: In this phase, a feature vector for the entire graph is calculated using some differentiable
readout function R

ŷ = R({hTv |v ∈ G}) (2.3)

where G is the set of vertices in the graph.

A general overview of a single layer in a simple graph neural network is given in Figure 2.2.

Different graph neural networks use different functions for message passing and readout which can
be used for predicting molecular properties or constructing the graph by adding a node at every timestep
taking into account the graph constructed till that timestep. Building molecules in the form of graphs
brings an advantage that unlike intermediate states of SMILES strings being invalid, it is much easier
to make sure that each constructed subgraph is always valid. GNNs have proven to be a great tool to
featurize the molecules and hence the featurized vectors can be used for further downstream prediction
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tasks.[28, 29] Such featurization of the current state of the molecule can also help in driving feedback
to other parts of an architecture to guide the design of molecules.[30, 31]

Figure 2.3: Overview of Variational Autoencoders. The input molecule (x) is encoded in a continuous
latent space by estimating parameters of a normal distribution from which the observation is sampled
e(x). The decoder then tries to reconstruct the input from e(x) such that d(e(x)) and x belong to an
identical probability distribution.

2.1.3 Variational Autoencoders

Autoencoders are mainly designed to encode the input into a meaningful and compressed represen-
tation and then decode it back to get the initial input. In theory, an autoencoder would extract only the
information from the input which is necessary to reconstruct the input from the smaller representation
also known as the latent space representation. Mathematically, the problem is to find two functions
f1 : Rn → Rp and f2 : Rp → Rn which satisfy -

argminf1,f2E[∆(x, f2 · f1(x))] (2.4)

where ∆ is the reconstuction loss.[32, 33]
Variational autoencoders are a variant of this architecture which provide a probabilistic manner for

describing an observation in the latent space (Figure 2.3).[34] Instead of giving a single value for each
latent space attribute like a conventional autoencoder, VAEs provide a probability distribution for each
attribute. A latent space representation is then sampled from, the obtained probability distribution for
each attribute from the encoder providing a continuous latent space representation. The probabilistic
decoder can be assumed to be a generative model conditioned on a random latent variable z with param-
eters θ which gives a prior distribution on latent variables pθ(zi). Similarly, the encoder is equivalent
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to an approximate posterior distribution over z given a datapoint x governed by parameters φ. The ob-
jective function is calculated using the marginal log-likelihood. The first term is the Kullback-Leibler
divergence of the true posterior and the approximate prior. The second term is called the variation lower
bound on the marginal likelihood and is defined as -

L(θ, φ;xi) = −DKL(qφ(z|xi)||pθ(z)) + Eqφ(z|xi)[logpθ(xi|z)] (2.5)

Hence, the above mentioned objective function should be maximized for all data points with respect
to θ and φ. A wide variety of models have been used for the encoder and the decoder including convolu-
tional neural networks, graph convolution neural networks, RNNs and more. RNNs for SMILES strings
and graph convolution for molecular graphs are the conventional encoders and decoders of choice in the
domain of chemistry.[35, 36, 37, 38, 39, 40]

2.1.4 Generative Adversarial Networks

Figure 2.4: Overview of Generative Adversarial Networks. The generator generates fake data samples
and and some samples are picked at random from the actual training set. These samples are then sent to
the discriminator which classifies if the provided samples are real or fake. The generator and discrim-
inator are then trained such that the generator tries to fool the discriminator and discriminator tries to
correctly identify the fake samples.

GANs (Generative Adversarial Networks) are a set of models: a generator and discriminator. The
two models are pitched against each other and trained (Figure 2.4). The generator attempts to capture
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the distribution of a training dataset and create new sample data points similar to the training samples.
The generator model is expected to do so without having direct access to the training samples but with
feedback from the discriminator model. The discriminator is a classifier that is fed input from both the
original training dataset also datapoints created by the generator. The role of the discriminator is to
correctly discriminate and classify these points as either being generated by the generator or being a
true datapoint. The process of training both these models is a mini-max problem wherein the discrim-
inator wants to correctly distinguish all the samples and the generator wants the samples generated by
it to be indistinguishable from the training distribution. This back-and-forth optimisation is said to be
terminated when the models reach a saddle point which is minimum along one axis and maximum along
another. The most impactful paper on GANs by Goodfellow et al. [41] trained their GAN models on the
following objective function:

min
G

max
D

V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))] (2.6)

Where pd(x) is the training data distribution and pz(z) is a predefined normal distribution from
which the generator samples points. It is to be noted that the second term i.e. log(1 − D(G(z))) may
tend to negative infinity when the training starts if the discriminator is stuck in a local minima. This
is commonly referred to as mode collapse. On the contrary, if the discriminator function is trained too
optimally, the model finds it difficult to train the generator since this leads to a weak gradient and hence
slower training. Arjovsky et al. [42] found a way to overcome this issue by using an alternative method
of training. Use of Wasserstein loss motivates the critic to maximise the distance of distribution of its
output to real data and fake data. One of the key points of WGAN is the use of a linear layer instead of
sigmoid layer for the output layer of the critic model. It is recognised in literature that WGANs provide
better stability of training and reduces problems like mode collapse or vanishing gradients. Many of the
papers discussed in the following sections like ORGAN,[43] MolCycleGAN,[44] employ WGANs in
addition to GANs for their studies and evaluations.

2.1.5 Reinforcement Learning

Reinforcement learning is a class of machine learning algorithms which has gotten increasingly
popular. They generally consist of two parts: an agent which performs actions and a critic which
rewards or penalizes those actions (Figure 2.5). The system is described as a variable st which the
agent parameterized by θ uses as input to predict an action at such that it leads to the maximum pos-
sible cumulative reward forming a markov decision process. The trajectory of the system is defined
as (s0, a0, s1, a1........aT−1, sT ) where sT is called the terminal state and states between s0 and sT are
called intermediate states. The total reward for the trajectory is calculated as a sum of rewards from the
intermediate states and the terminal state.[45]

A popular idea in most reinforcement learning based algorithms is the Q function. The Q function
takes the state s and an action a as input and returns the expected reward for the state action pair. If
the strategy for choosing the actions is optimal, then at every state (s) the best action (a) will be taken
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Figure 2.5: Overview of general reinforcement learning methods. An RL pipeline consists of two parts:
the environment and the agent. The agent interacts with the environment by taking actions and these
actions are then rewarded or penalized depending on if they lead to a more promising state. For example,
in a game if the action takes the agent closer to victory, the agent is rewarded and if the action leads to
a loss, the agent is then penalized.

which will lead to the best value of Q(s, a). If the system is small with few states and few actions, we
can ideally create a table which maps state action pairs to the respective Q values and this is is called Q
learning. However, as the systems become larger, enumerating all possible state action pairs becomes
infeasible. Hence, the Deep Q-Learning algorithm was proposed in which the instead of building a
table, an artificial neural network is used to map input states to the (action, Q-value) pair. The best
possible action is chosen with a probability ε and a random action is chosen with probability 1 − ε to
make sure the obtained information is exploited and new regions of the space are explored. This is
called the Epsilon-Greedy Exploration Strategy. The values in the Q table for both cases are updated
using the Bellman Equation where α and γ are the learning rate and discount factor respectively.

Q(s, a) = (1− α)Q(s, a) + α(Rt + γmaxa′Q(s′, a′)) (2.7)

Another popular method for reinforcement learning is maximizing the rewards using policy gradi-
ents. The expected reward can be calculated as a function of the parameters of the machine learning
model (θ) -

J(θ) = Eπ[r(τ)] (2.8)

where τ is the trajectory and π is the policy. The given objective function J(θ) can be maximized
using gradient ascent. The term r(τ) in the equation above is approximated using a wide variety of
algorithms like REINFORCE and Actor-Critic.
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RL frameworks have proved themselves in the application of chemistry related tasks especially to-
wards molecule optimization.[46, 31, 47, 22] They also have shown promise in tasks like reaction and
geometry optimization.[48, 49, 50]

2.2 Inverse Problems in Molecule Discovery

Figure 2.6: An overview of components and advancements in deep learning for the task of molecule
generation: VAEs are an important framework that featurize molecules into an explorable latent space
from which we can sample new points. GANs are useful to generate new data points from a sampled
normal distribution. GANs are frameworks that use adversarial training to create points from a distri-
bution similar to the training dataset. These generative models employ a variety of neural networks like
RNNs and GNNs to do so. Further, QSAR deep predictive models can be used by various RL algorithms
as a form of reward to aid the training of the generative models. These rewards can also be used as a
means to train the models to optimize for properties of interest.

2.2.1 Molecule Generation

A critical step in the journey of finding novel molecules for desired applications is the process of
molecule design. Finding appropriate candidates having a certain set of required properties or charac-
teristics is an exceedingly difficult task in the chemical discovery pipeline. This is due to the enormous
nature of the chemical space to be explored. The number of total drug-like molecules has been estimated
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to be up to 1060.[51] Candidate molecule generation can be modelled as an inverse problem wherein
the intent is to find the optimum molecule and its structure that has a specific set of properties. Tradi-
tionally, computational means to find molecules of interest is to generate a large library of molecules
through combinatorial methods.[52, 53, 54, 55]Then these large library of molecules are screened for
desirable properties or experimental outcomes followed by optimization of the structure based on the
understanding of the property-structure relationship. With advancements and progress in modern ma-
chine learning methods, there are reliable methods to accurately predict many properties for molecules
at a rapid pace.[56]These ML methods try to capture the function that relates molecules to properties
of interest. This has led to development of high throughput virtual screening(VS) methods that make it
possible for us to narrow down possible candidates from a large library of molecules at a much faster
rate than that possible with traditional methods.[57, 58]

In spite of these advancements, a significant computational effort is required to screen these huge
libraries of molecules which may reach sizes beyond billion in number.[3, 4] This calls for methods that
generate molecules in a more targeted way and explore chemical space more efficiently. de novo design
of molecules contrast with the earlier discussed virtual screening method in a way the structure of the
molecules are known a priori. Whereas in de novo design, the molecules are generated from scratch
with optimization as the goal. The intent in de novo molecular design is to consider and evaluate lesser
number of molecules than one would in screening.

One popular method of optimization is the class of variants of Genetic Algorithms.[59, 60] They
involve usage of rule based heuristics and procedures to generate new population of samples. This new
population is generated by ”mutating” the vectors representing each sample. The combined population
is then scored against itself using an appropriate fitness function and best performing set of samples
from the populations are allowed to continue to the next iteration akin to natural selection. Such class of
algorithms have proven to perform on par with leading machine learning approaches when the mutation
heuristics and representation vectors are chosen appropriately.[61, 62, 63]

Deep generative models have been pivotal in driving novel methods for de novo molecular design
methods. They are a class of methods that aim to capture the non-linear relation between the molecular
structures and their properties. Different forms of data are transformed to and from each other using a
series of linear transformation layers with non-linear activation functions between them. By capturing
this information from a large dataset, the models try to emulate or learn the characteristic features of a
molecule that lead to a certain kind of property or behaviour. Generative models have advanced consid-
erably in the recent times with diverse and exciting applications in the fields of image processing,[64]
natural language processing,[65, 66]and audio manipulation.[67]

Majority of deep generative models can be classified in three categories or a combination of those
categories: Variational Auto Encoders (VAE), Reinforcement Learning (RL), and Generative Adver-
sarial Networks (GAN). Figure 2.6 gives a high-level overview of the more recently used deep neural
network architectures in the task of molecule generation. In cases where the motive is to optimize a
given molecular property, there is a need of a gradient estimator which can help to improve the gener-
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ator through back propagation. Neural networks require a gradient through which their parameters are
updated, in anticipation that their performance too improves as the choice of loss reduces. This gradient
estimator may act as a representative of simulations, experimental observation or classical property pre-
diction algorithms. In a simpler approach, the property to be optimized could be modelled via another
neural network and back propagated to the generator model.

Gómez-Bombarelli et al. [35] made an attempt using VAEs to generate novel molecules. The model
was trained on SMILES representations of known chemical structure where it encodes the molecules
into a lower dimensional vector space, and the decoder converts these continuous distribution of vectors
back to discrete molecules. Jin et al. [40] proposed JT-VAE, in which the model generates a molecule
in a two-step process. In this process, first a junction tree is constructed to represent the molecular
substructure composition for the molecule. Then, a message passing neural network is used to decode
the final molecular structure of the molecule. Graph-VAE by Simonovsky and Komodakis [36] is a
graph based generative model which learns to generate the adjacency matrix of a molecule at once
rather than step by step. Liu et al. [39] proposed a constrained graph variational autoencoder which
uses a graph structured VAE to train a sequential generative model. Lim et al. [37] proposed a model
based on the conditional variational autoencoder[68] for molecule generation. They demonstrated the
utility of their method by controlling and imposing five target properties simultaneously on the latent
space. They were also able to adjust a single property while keeping the others constant. Grammar
Variational Autoencoder by Kusner et al. [38] represents SMILES strings as a parse tree from a context-
free grammar. Using this parse trees representation for the VAE to encode and decode from directly
ensures that the generated outputs from the VAE are always valid structures.

Another method for the generation of molecules is the use of GANs wherein the generator is compet-
ing against another discriminative model. The goal of the generator network is to model new data points
close to the original distribution such that the discriminative model is not able to distinguish between
the true and synthetic data better than random chance. Non-differentiability of the data and work around
that limitation is the major point of interest in such methods. druGAN by Kadurin et al. [69] was one of
the initial attempts at using GANs in the context of molecule generation. druGAN demonstrates a proof-
of-concept by using generative adversarial autoencoders (AAE)[70] to identify molecular fingerprints
which have certain anti-cancer properties.

In addition to the generation of molecules through these models, it is important to bias the process
towards required properties. In case of VAEs, the presence of a continuous latent space representation
for molecules opens up the avenue for the application of various global optimization algorithms like
bayesian optimization and particle swarm optimization. These can be used to find the optimal molecule
in the latent space which maximize/minimize the given properties[71, 72]. Blaschke et al. [73] combined
the VAE and GAN approach for generation to create robust molecule generator and then used bayesian
optimization to make sure that the generater creates molecules with specific properties.

In a work from Bagal et al., inspired by Generative Pre-Training (GPT) model that have been shown
to be successful in generating meaningful text, the authors train a Transformer-Decoder on the next token
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Figure 2.7: Distribution of the molecules generated by the generator based on the conditions imposed
on QED vs the initial distribution of the dataset (Bagal et al. 23)

prediction task using masked self-attention for the generation of druglike molecules.[23] Additionally,
they demonstrate that their model can be trained conditionally to control multiple properties of the
generated molecules. An example of such a conditional generation is shown in Figure 2.7 where the
generator is biased to generate molecules with QED close to a particular value.

ReLeaSE by Popova et al. [47] includes two deep neural networks: a generator (G) and a predictor
(P). Initially, both the networks are trained independently with supervision from a separate dataset. In
a later stage, the models are trained jointly using an RL method. The action space of the ”agent” i.e.
the generative model is the set of possible SMILES notation alphabet and the state space is the set
of possible strings in this alphabet. Rather than relying on any pretrained chemical descriptors, the
models are trained on SMILES representation of molecules. The generative model consisted of a stack-
augmented recurrent neural network, and QSAR models were used for the predictions. Goel et al. [22]

Figure 2.8: Distribution of binding affinity of molecules generated by an unbiased generator compared
with the distribution of a generator biased for generating molecules with larger binding affinity to SARS-
Cov-2 Mpro. (Goel et al. 22)

proposed MoleGuLAR, another stack augmented RNN based deep generative model which generates
molecules with optimized binding affinity to a target. As an example, the change in distribution of the
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molecules generated after optimizing for SARS-Cov-2 Mpro is shown in Figure 2.8. The pipeline is
further extended for multi-objective optimization like logP, drug-likeliness, etc. There have been other
studies with similar paradigm that use SMILES notation for molecular generation.[74, 75, 76]

ORGAN by Guimaraes et al. [43] extended the sequence based Generative Adversarial Network in
SeqGAN[77] to include domain-specific objectives in addition to the discriminator reward in order to
generate valid SMILES strings. By modelling the generator as a policy model in RL, this method by-
passes the problem of discrete nature of molecular data since the model can be trained with gradient
policy updates. The final reward of this is a combination of rewards returned by the GAN’s discrimi-
nator and the reward generated by numerical function of the property prediction. This framework was
tested using objective functions like solubility, synthesizability, and druglikeness. Another method,
ORGANIC[78] explores the use case and performance of this model further by analysing how it per-
forms with various other property criteria. Models like RANC, and ATNC uses differentiable neural
computers which have explicit memory banks for generators.[79, 80]

The above models mainly used either learned representation vectors or SMILES strings of molecules
as the descriptor for molecules. MolGAN[81] uses graph-structured data instead to generate molecules.
Like others, the model uses RL objective that biases the model to generate molecules with specific
desired chemical properties. Similarly, another method, Mol-CycleGAN[44] focuses on generating
molecules or compounds that have a specific chemical scaffold while also optimizing for a property.
LatentGAN by Prykhodko et al. [82] combines autoencoder with GAN for molecule generation. The
GAN directly generates vectors in the latent space of the autoencoder and optimises the target properties.
The model was tested in two scenarios: to generate general drug-like compounds and also target-biased
compounds.

Another way to approach the problem is to train a pure RL agent to operate directly on a graph
wherein the agent has to decide the addition of a new bond or atom in each action step amongst the pre-
defined set of valid actions in the current state. You et al. [31] trained a general graph convolutional net-
work based model for molecule generation to optimize domain-specific rewards. DeepGraphMolGen[83]
extended GCPN by using Graph Convolution Networks to design a set of rewards to design small
molecules. These molecules were generated to bind with dopamine transporters but not with nore-
pinephrine. However, this model requires pretraining on specific datasets. Zhou et al. [46] introduced
MolDQN a framework that combines chemistry domain knowledge and RL. Rather than using any kind
of pretraining which could have reduced the search space, MolDQN learning from scratch based on its
own experience. And unlike former methods, MolDQN also allows for multi-objective optimization.

Molecule Representation

A good representation is necessary for any ML method to perform well since the representation dic-
tates what kind of information is available for the model to exploit and navigate the chemical space
efficiently (Figure 2.9). Incorporating invariant and covariant properties of the system in the repre-
sentation itself helps the models greatly since they don’t have to waste training time on learning these
concepts from scratch. A review by David et al. [84] discusses and analyses various representation of
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Figure 2.9: Overview of commonly used molecule representations

molecules in great detail. Concisely, majority of the representations used in generative models fall into
one of the following categories: discrete string based,[22, 47, 74, 75, 76] continuous vector space,[82]
weighted connected graphs.[31, 46, 85, 83]

2.2.2 Retrosynthesis

Retrosynthesis is the process of planning organic syntheses by finding possible readily available and
simple precursors which on reacting produce the target molecule in one or more steps. This is done
through breaking of bonds and functional group interconversion and retrosynthetic analysis has become
an integral part of organic chemistry. Retrosynthesis formulates the organic synthesis process as an
inverse problem by working backwards from the target molecule and systematically dissecting it to reach
the simplest possible precursors as described by Corey.[86, 87] An example of such a retrosynthetic
planning is shown in Figure 2.10.

Conventionally, this would require a chemist to use their knowledge of potentially thousands of
reaction rules to find which possible precursors would lead to the given target followed by ranking
them based on their feasibility. The process can also be done in silico with the reaction rules from
the expert being translated into a program which can detect molecular substructures and the corre-
sponding environmental information like functional group compatibility, stereoselectivity etc. Tools
like Chematica[88, 89] (now Synthia) use hundreds of thousands of reaction rules curated by experts
along with heuristics to terminate exploration of unpromising precursors to find reactants which are
commercially available which can produce the desired product via single or multi-step reactions. How-
ever, manual accumulation of reaction rules is extremely labour intensive and dependent on the expertise
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of the contributors. The rise of readily available, curated datasets has given a boost to the use of data
driven methods for retrosynthesis.[90, 91]

2.2.2.1 Template Based

A wide variety of reaction rules (or templates) can be extracted from datasets like Reaxys1, SciFinder2

and reactions from chemical literature like the one created by Lowe from reactions in U.S. patent
literature.[92] Template extraction is done in two steps: atom-atom mapping (AAM) followed by find-
ing the reaction center. Plehiers et al. extracted the rules from InChI and SMILES representations of
molecules by performing AAM using the Reaction Decoder Tool and then, finding the reactive center
by identifying which atoms’ environments changed during the reaction.[93, 94] Coley et al. defined
strict SMARTS patterns to describe the reaction center, its neighbouring atoms and the corresponding
functional group in the reactants and the product and finally merging the two into an overall retrosyn-
thetic SMARTS pattern.[95] Law et al. took a different approach by first identifying the reaction center
followed by extending it to encompass the relevant neighbouring atoms and these extended reaction
centers are then clustered to get a generalized template.[96] These extracted templates are then applied
to the given product to obtain the precursors.

Figure 2.10: Example of retrosynthetic routes of a molecule as tree representation. The target molecule
can be solved if it can be deconstructed to a set of readily available building blocks shown with a
coloured background. Figure from Hong et al. 97 under Creative Commons licence

Using the extracted rules, there is a requirement for algorithms that can effectively search the ret-
rosynthesis tree for the most promising paths and with the extensive amount of available data they can
be driven by machine learning. For predicting the precursors of a single step reaction, studies by Ishida
et al., Chen and Jung using graph convolutions have shown great promise.[98, 99] However, most prod-
ucts can rarely be derived from a single step and multi-step reactions should also be found for the task.
The most popular algorithm that helps achieve this is Monte Carlo Tree Search (MCTS). Segler et al.
used a variant of this algorithm in which they used three neural networks to first sample a template

1https://www.reaxys.com/
2https://scifinder.cas.org/

17

https://creativecommons.org/licenses/by-sa/4.0/


and apply it to the molecules such that the search goes in the most promising directions followed by
predicting if the proposed reactions are feasible or not and finally estimate if the transformation is a
”winning move” i.e. it leads to commercially available compounds to reward or penalize the neural
networks.[100] In the work by Schreck et al. the authors proposed using a policy learned through rein-
forcement learning such that the policy minimizes the expected synthesis cost (a metric defined by the
authors).[101] The open source AiZynthFinder software by Genheden et al. for retrosynthetic planning
also uses a variant of MCTS.[102] The Retro* architecture by Chen et al. proposed a best first search
algorithm using an ”AND-OR” tree which can be used instead of MCTS.[103]

Template based approaches however, come with the caveat that any possible precursors will not
be identified if the respective reaction does not belong to the extracted rules and it is not feasible to
enumerate the exponential number of outcomes from the retrosynthesis tree. With the advances in
machine learning especially its wide spread use in pattern recognition, template free models have also
been developed which implicitly learn transformation rules between the reactants and the products.

2.2.2.2 Template Free

The SMILES string representation of molecules has its open grammar and semantics opening up
the avenues for applying natural language processing based practices for a wide variety of tasks with
retrosynthesis being one of them. Liu et al. modelled the retrosynthetic prediction task as a neural
machine translation problem and used the seq2seq model to predict the reactant SMILES given the
product molecules.[104, 105] With the advent of transformer models as the state of the art in translation
tasks Karpov et al. proposed using it for single step retrosynthesis following which Zheng et al. and
Kim et al. added different forms of SMILES correctors to make sure that the generated molecules are
valid.[106, 107, 108] Mao et al. and Seo et al. combined information from molecular graphs with the
transformer model to create an even more robust model.[109, 110] Lin et al. combined the transformer
archtiecture with MCTS for the multi-step problem. They used a heuristic score at each reaction step to
see how promising it would be to explore the subtree.[111] In the work by Schwaller et al., the authors
trained a forward model to predict the products from reactants and calculate the reaction likelihood. An-
other transformer model was trained to predict the possible reactants that could lead to the product which
there then ranked using the SCScore[113] and the reaction likelihood and the process was continued till
commercially available precursors were found using the precursors as initial target molecules.[112]

Recently, newer approaches that take advantage of the best of both worlds i.e. templates as well
as the ability of machine learning models to implicitly learn transformation rules called semi-template
based algorithms.

2.2.2.3 Semi-Template Based

These algorithms use a two step process for finding precursors

18



• Using machine learning to identify the reaction center which gives information about the bonds
that can break during the reaction. These bonds are then disconnected to get structures commonly
referred to as synthons in literature.

• The reactants are then obtained through a series of transformations on these synthons.

One such study was reported by Shi et al. who treated the reactants and products as graphs. They used
the R-GCN graph neural networks[115] to predict which bonds would break to produce synthons and
then added new nodes and edges predicted using the same architecture to each synthon to complete their
structures.[114] Similarly, Somnath et al. used the MPN[117] architecture for graph convolutions.[116]

Yan et al. proposed using Edge-enhanced Graph Attention Network for reaction center identification
and the produced synthons were then converted into SMILES format which could be invalid in some
cases. These invalid SMILES strings were then corrected using a transformer model.[118]

With a lot of open source platforms like AiZynthFinder, ASKCOS3 and IBM RXN4, the accessibility
of AI/ML enabled retrosynthetic planners has improved significantly.

2.2.3 AI Powered Robotic Synthesis

Once a candidate molecule is generated and retrosynthetic logic has provided the recipe, the next step
in the pursuit of complete automation is the automated synthesis of complex molecules. The two major
objectives of automated synthesis are increasing reaction throughput commonly called high throughput
experimentation (HTE) and increasing user autonomy so that the user input required becomes minimal.
The latter objective would help in producing systems with the ability to synthesize molecules based
on the provided retrosynthetic steps without necessarily leading to a high-throughput procedure.[119]
A recent analysis of small drug like molecules found a lot of redundancy in the fragments present in
them in terms of heterocyclic motifs.[120] In other words, the estimated number of drug like molecules
is practically infinite, but the number of different fragments that form these molecules are less. Most
autonomous systems are built de novo such that they provide high efficiency and flexibility but require
great investment in terms of software and hardware.

With the obtained retosynthetic pathway for the target at hand, the conditions in which the reac-
tion occurs are still missing. The use of machine learning has shown great promise for predicting the
conditions as well. Gao et al. used fingerprints from the product and the reaction to predict the cata-
lyst, solvents, reagents and temperature most suitable for the reaction.[121] In case of existing literature
for reactions, Vaucher et al. used natural language processing to extract the experimental procedure
from patents and scientific literature.[122] Aided with approaches like these, the pursuit for complete
automation gets a major boost.

The system developed by Li et al. showed the possibility of generalized automated synthesis by using
the same automated workflow for 14 distinct classes of molecules.[123] Steiner et al. developed the

3https://askcos.mit.edu/
4https://rxn.res.ibm.com/
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”Chemputer” architecture, a generalized format for reporting chemical synthesis procedures that could
link the procedure to physical operations. The authors also proposed a framework called ”Chempiler”
to produce specific low-level instructions for the Chemputer architecture. It is responsible for finding
paths between a source flask and target flask as well as address devices like hot-plate stirrers based on the
vessels they are connected to. This architecture was then also applied to a physical platform and tested
on three different drugs with extremely promising results.[124, 125] The AutoSyn automated synthesis
system created by Collins et al. has been predicted to be able to synthesize 87% of FDA approved drugs
with minimal manual intervention along with analytical monitoring during the synthesis process on a
milligram to gram scale.[126] However, most automated synthesis systems require a set of instructions
from the users which can then be followed but in order to close the loop these can be connected to a
robust retrosynthetic planner.

Coley et al. split the automation process into two modules: synthesis planning and and robotic flow.
The synthesis plan from the first module is converted to a chemical recipe file (CRF) which specifies
the fluidic path to be constructed: locations of solutions, sequences of process modules, shutdown flow
rates etc. However, the process is not completely automated and requires human intervention to load
reagents following which the CRF is followed.[127] Another study in which machine learning was used
to aid synthesis planning was presented by Granda et al. They used a machine learning model to predict
the reactivity of a reaction mixture and the selected reaction was then automatically performed by a
connected robot. The obtained results were then used as feedback to the machine learning model making
it more robust as the number of reactions increased.[128] An important aspect of chemical synthesis is
finding the appropriate conditions for a reaction to occur including temperature, solvents and more. Gao
et al. [121] used machine learning to predict the catalyst, solvent, reagent and temperature for a given
reaction. A study by Shields et al. [129] used bayesian optimization for finding the best conditions for
maximum yield.

The RoboRXN platform by IBM5 combines recent advances in cloud infrastructure, AI and chem-
istry to form an end-to-end autonomous system. In the industry, systems developed by companies like
ChemSpeed and Syrris are making robust systems which can be employed in a wide array of reaction
classes. The software for autonomous systems is also being developed with great rigour with platforms
like ChemOS and ESCALATE becoming exceedingly popular.[130, 131]

We have moved very close to the goal of complete autonomy in synthesizing molecules exploit-
ing well established synthesis methodologies but currently cost forms a major roadblock with systems
costing thousands of dollars making them accessible to very few research groups in the world.[132]

2.2.4 Characterization of Molecules

Once the molecule that was designed in silico is realized in vitro, it is important to verify if the
sample attained is actually the planned molecule. This is the problem of chemical characterization,

5https://research.ibm.com/science/ibm-roborxn/
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wherein we can measure properties of a sample and have to determine its unknown molecular structure.
This has been one of the persisting problems in chemistry and is often approached using spectroscopic
techniques which measure how a molecule interacts with electromagnetic waves. Traditionally, experts
manually identify the molecular structure from different kinds of spectra with highly domain specific
knowledge which is time consuming especially in high throughput setting. The problem of chemical
characterization as presented here is actually a kind of non-linear inverse problem. Forward model
y = f(x) here refers to the calculation of measured properties i.e. different kinds of spectra y given
a molecule x. Whereas, the inverse problem is the task of elucidating the structure of an unknown
molecule x from its experimentally observed spectra y.

Even today, majority of the computer based ways to characterize a sample using its spectra rely on
matching the spectra of the unknown spectra with a database of already known spectra.[133, 134] The
obvious drawback of such matching methods is that they restrict the usage to identifying only those
molecules that are already stored in the database.

Infrared Spectroscopy (IR) is an analytical technique that reveals information about vibrational
modes of movement of a molecule. Some vibrational modes in a molecule lead to change in the dipole
moment and absorb light corresponding to those frequencies. IR spectra of a molecule is highly rich
in information. The functional group region beyond 1500cm−1 can be used to identify the different
functional groups present in a compound and the fingerprint region of the spectra < 1500cm−1 forms
intricate pattern that are used like a fingerprint to distinguish molecules.[135, 136] Wang et al. [137] use
traditional ML algorithm support vector machine to do multi-class classification compounds from the
OMNIC database based on their Fourier transform infrared spectra. The trained support vector machine
identified 16 functional groups with prediction accuracy of 93.3%. Fine et al. [138] introduce a multi-
label neural network to identify functional groups present in a sample using a combination of FTIR and
MS Spectra. The work claims that their neural network reveals patterns typically used by chemists to
identify standard functional groups. The model is also validated on compound mixtures while being
trained only on single compounds.

Nuclear Magnetic Resonance (NMR Spectroscopy) is a spectroscopy technique that relies on the nu-
clei’s magnetic properties to respond to externally applied magnetic field. The nuclei responds through
signature electromagnetic waves that are then measured and recorded. There have been a few endeav-
ours to solve the inverse problem of NMR Spectra to its original molecule in the recent times. Zhang
et al. [139] used a tree-based search framework with a SMILES Generator to predict the structure from
computationally generated 1H NMR spectra. Their method included help from computationally expen-
sive DFT Calculations to guide the tree and were able to predict structure from six out of nine given
spectra. In a work by Jonas [85], a graph neural network is trained on molecular graphs with imitation
learning. The NMR spectra is incorporated as per-node information in the molecular graph, and the
molecule is built iteratively by adding edges based on the probabilities returned by the neural network.

The next chapter of this thesis proposes a Monte Carlo Tree Search based framework to approach
this problem.[140] In this framework, value and prior models are pretrained using guided-MCTS runs
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incorporating substructure information. This method was able to have the correct target molecule among
its guesses for 93.8% of the molecules with < 10 heavy-atoms.

Mass Spectroscopy (MS) is another analytical technique that is used for chemical characterization.
It measures the mass-to-charge ratio of ions present in a sample and presents it as a plot of intensity vs
mass-to-charge ratio. Inverse problem of this kind can also be broken down into smaller parts wherein
we try to find an intermediate representation g such that we learn the function f → g. Hoping that
the conversion from g to x is more convenient. Ji et al. [141] present a deep learning based approach,
DeepEI. DeepEI elucidates the structure of an unknown compound from its Electron Ionization Mass
Spectrum. DeepEI predicts molecular fingerprints from a spectrum and searches the molecular structure
database with the predicted fingerprints. MESSAR by Liu et al. [142] takes a rule-based approach to
identify and associate spectral features with substructures taken from databases with a goal of partial
structure identification. Litsa et al. [143] proposed Spec2Mol, a deep learning architecture to be able to
find the correct structure given a Mass Spectra of a molecule. Their approach is based on an encoder-
decoder architecture where in the encoder learns the spectra embeddings, while a pretrained decoder
tries to reconstruct SMILES sequences of the original molecule.

2.3 Summary and Outlook

The advent of modern machine learning algorithms has provided chemists with new tools in the
pursuit of solving different inverse problems. The first task in this subset of inverse problems is to
generate valid molecules, which was achieved by deep generative modelling methods such as RNNs,
autoencoders, graph neural networks, and more recently, transformers. Once this is done, the next step
is to tackle the actual problem of generating molecules that exhibit a specific set of properties. In order
to achieve this, different algorithms like Bayesian optimization and reinforcement learning must be used
to make the aforementioned generator models explore regions of the chemical space where molecules
satisfy the given constraints.

However, generating a molecule in silico is not an end to itself since we still need a way to realize
them. We need methods to find commercially available molecules that can be used to synthesize the
molecule employing viable synthetic methodologies. Conventionally, for a new molecule, this would
require domain knowledge to find possible reaction routes manually. This process has minimal through-
put and depends heavily on the expertise of the scientists. The use of in silico methods to extract reaction
templates essentially make retrosynthesis a pattern recognition problem for which machine learning has
proven to be of great use in domains like natural language processing and computer vision. A collection
of templates can be applied to new molecules to find their precursors, and different heuristics can be
used to explore the most promising branches of the retrosynthesis tree.

A variety of alternate tools and methods to design molecules catering to their specific requirements
are accessible. However, one could argue that the effort in automating the molecular design process
has been disproportionately skewed towards just molecule generation and retrosynthesis. In contrast,
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other vital tasks in the pipeline like automated robotic synthesis and chemical characterization are less
explored. Research that uses spectroscopy data to solve the inverse problem of spectra to the molecule
is sparse, and hence the problem could be considered an open one. The initial attempts at solving this
problem using NMR and MS spectra show great potential, and the authors expect that this potential will
be continued to be explored by many more studies in the coming years. Most of the work for IR spectra
involves using the functional group region to classify molecules based on their functional groups. Even
though Infrared Spectroscopy is known to be highly information-rich, with the fingerprint region of the
spectra often being used to characterize samples in the lab, there are yet to be computational methods
that aim to learn and exploit those relations to determine the target structure. Thus, such an application
to relate IR spectra directly to molecular structures would be an exciting avenue for further research.
Since each of the spectra discussed in this highlight reveals a different kind of information about a
molecule, a method combining different kinds of spectra to evaluate the structure of a sample would
also be of great promise in the molecular design pipeline.

Unlike other subtasks in this highlight which mainly depend on computational resources and novel
architecture for progress, the high cost of robotic equipment and the need for hardware expertise makes
research in AI-assisted robotic synthesis inaccessible to a large section of the community. With spec-
ulations that complex robots would only become cheaper and more accessible, it may not be a distant
dream that this would allow more and more research groups to conduct leading research in this area of
AI-assisted robotic synthesis.[144, 145]

The speed and throughput with which the problems mentioned in this highlight are being solved
today did not seem possible at the beginning of the decade. However, the availability of new algorithms
and reduction in costs of hardware like GPUs that work in conjunction with each other has helped
open up many possibilities in this domain. Democratization of information and ease of accessibility
of leading research to the general population has greatly helped the scientific community develop and
share their work on these problems. Such rapid progress and development is expected to continue as
time progresses and would extensively drive the discovery of novel molecules and their application.
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Chapter 3

Deep Reinforcement Learning for Molecular Inverse Problem of Nuclear

Magnetic Resonance Spectra to Molecular Structure

3.1 Introduction

Spectroscopy in general has played a significant role in diverse applications such as drug discovery,
protein structure determination and material discovery. Nuclear Magnetic Resonance (NMR) spec-
troscopy is one of the most crucial and versatile methods for chemical characterization. It is an analyti-
cal technique based on the nuclei’s magnetic properties that either have an odd mass number or an even
mass number with an odd atomic number. Nuclei with non-zero spin

−→
S would always have a non-zero

magnetic dipole moment, −→µ . NMR relies on this for the nuclei to respond to electromagnetic waves
as perturbations in the presence of an external magnetic field. In addition to small organic molecules,
NMR spectroscopy is a critical method to obtain high-resolution information about proteins, DNA, and
RNA[146, 147]. It can also be used to obtain knowledge of energy minima and barriers by observing
conformational dynamics of proteins [148]. This can be pivotal in the process of drug discovery.

The 13C NMR spectra measures the properties of individual nuclei and consists of peaks that corre-
spond to each carbon atom present in the molecule. The peak position (chemical shifts) and the peak
splits (spin-spin coupling) are dependent on the local environment of that atom. Usually in labs, experts
manually identify the molecular structure from the NMR spectra using highly specific domain knowl-
edge. Till today, most computer-based methods to verify the structure of a sample from its NMR spectra
rely on matching the spectral data with a database of already known spectra [133, 134]. These methods
restrict the usage to identifying only those molecules that are stored in the database.
The problem concerned here is a non-linear inverse problem. Forward model y = f(x), in this context,
refers to the task of calculating the NMR spectra y, given a molecule x. Whereas, the inverse problem
refers to drawing conclusions about an unobserved molecule x from its experimentally observed NMR
spectra y. One of the first attempts in literature at recognizing and modelling this problem as an inverse
problem was done by Jonas 85. (Figure 3.1).
The forward problem f for NMR spectra is relatively well studied with many methods ranging from
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Figure 3.1: Schematic representation of the Forward and Inverse problem of NMR Spectra.As an exam-
ple, 2-methyl butane and its NMR spectra is given. Each carbon and its corresponding peak is indicated
by the same colour.

quantum mechanical calculations and density functional theory [149] to deep learning [150, 151] to
solve the task. Other empirical methods such as featurizing the neighbourhood of a nuclei and then
matching it against a database of known motifs to predict its shift are also common[152, 153].
Recently, there have been many significant studies on the use of modern deep learning and RL methods
to solve problems in chemical sciences ranging from prediction of properties of molecules to de novo
molecule generation with optimized properties[46, 31]. There are various high-throughput combinato-
rial methods to generate organic molecules with desired properties that are well known and essential in
the process of drug discovery[52, 53, 22, 23, 47]. In such a workflow, it would be of great help to have a
framework to verify the structures of samples generated in situ based on easily acquirable spectral data
in a high-throughput manner.
In this work, an effort has been made to determine the structure of a molecule, given its NMR spectra
and molecular formula. There have been a few endeavours to solve this inverse problem. Zhang et al.
[139] used a tree-based search framework with a SMILES generator to predict the structure from com-
putationally generated 1H NMR spectra. Their method included help from computationally expensive
DFT calculations to guide the tree and were able to predict structure for six out of nine given spectra.
In a work by Jonas [85], a graph neural network is trained on molecular graphs with imitation learning.
The NMR spectra is incorporated as per-node information in the molecular graph, and the molecule is
built iteratively by adding edges based on the probabilities returned by the neural network. Their work
was tested on molecules with up to 32 heavy atoms.
In this work, we use a combination of online Monte Carlo Tree Search (MCTS) [154] and a set of offline
trained Graph Convolutional Networks [155] to navigate through the chemical space and find the correct
molecular structure of a given target 13C NMR spectra.
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3.2 Methods

To reiterate, the problem is defined in the following way: given 13C NMR spectra of a molecule
consisting of each carbon’s shift and split values and the molecular formula, identify the structure of the
molecule. The process of solving the problem is modelled as a Markov Decision Process (MDP) wherein
the molecule is built iteratively from scratch by adding atoms and bonds to the current structure at each
step. In this section, different components and details about the proposed framework are explained. The
first part contains information about the dataset used. Then the text gives details of the reinforcement
learning algorithm used followed by information about the neural networks that aid the RL algorithm.
Finally, the last paragraph of this section introduces a novel methodology of training prior and value
networks.

3.2.1 Dataset

We use nmrshiftdb2,[156] which is a database for organic structures and their experimentally ob-
served 13C NMR spectra. In this work, we only consider organic molecules that have less than 10
non-hydrogen atoms (C, O, N, F). Charged molecules and radicals are also excluded. Thus, the dataset
comprises a total of 2134 molecules with experimentally obtained chemical shift and split values of 13C

NMR spectra.

3.2.2 Reinforcement Learning (RL)

In this subsection, we attempt to define the state space and action space for the MDP comprehen-
sively. This is followed by information about the agent which chooses the appropriate actions at a
particular state. Choosing an accurate and appropriate measure of reward is essential for any RL algo-
rithm to perform well. We use a forward NMR prediction model to formulate a reward function defined
at the end of this subsection.

3.2.2.1 State Representation

• The current state in the search process is represented as a Molecular Graph.

• Each atom in the target molecule is present in the current state as a node. The graph of the current
state has n − s + 1 components, where n is the total number of atoms in the target molecule,
and s is the number of atoms present in molecule of the current state. Out of these n − s + 1

components, one is a connected component representing the molecule of the current state, and the
rest of the n− s components are individual atoms that may join the current molecule by addition
of new bonds later on. Here a component is a sub-graph which doesn’t have any outgoing edges
to the rest of the graph.
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• Featurization of the target NMR: Each NMR peak is assigned to a carbon in the beginning when
the state consists only of individual nodes and no edges. The node feature of an atom consists of
the one-hot encoding of the atomic number of the element that the node represents and the current
valency of that atom that is available for further addition of bonds. A Gaussian, with the peak of
the assigned shift centred at the chemical shift value and σ = 2, is discretized into 64 bins. This
feature is then appended to the node feature.

• Since this work uses 13C NMR spectra as an input, it is certain that the target molecule contains
at least one carbon atom. Hence, without the loss of generality, we choose to start building our
molecule from a molecular state containing a single carbon atom i.e. S0 is just a carbon atom.

3.2.2.2 Action Representation

In this work, we formulate a fixed-dimension action space in which each action signifies the addition
of an edge between any two nodes in the graph. The environment ensures the validity of these actions
by checking for the following conditions:

• At least one of the endpoints of the newly added edge must belong to the sub-graph containing
molecule of the current state.

• The addition of this new edge must obey the chemical rules of valency for each atom. If the va-
lency due to connection with other heavy atoms is not enough to complete its octet, it is implicitly
assumed that the rest of the valency is satisfied by hydrogens. These hydrogens are not taken as
nodes in the molecular graph.

• The edge must not lead to formation of a ring with four or three atoms.

• The edge must not lead to a bond within an already present ring. 1

3.2.2.3 Agent

Since the problem is formulated as a Markov Decision Process, we are left to decide on a planning
algorithm that would use some prior knowledge about the problem and explore various branches of the
search tree before taking action a on a state s. A typical RL algorithm has two components: an Agent,
and an Environment. The task assigned to the “agent” is to choose an action given the current state. On
the other hand, the role of the “environment” is to simulate the action which was chosen by the agent
and return the reward for the action which was taken.[157, 158] One such algorithm is Monte Carlo
Tree Search (MCTS) (Figure 3.2). MCTS performs one of the four following steps repeatedly:

1Note that this restriction does not prevent the formation of bicyclo and spiro compounds. It just guides the formation so
that the smaller ring is formed before the larger ring. Doing so proved to be helpful in the initial experiments since this helps
prune some redundant branches of the tree search.
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Figure 3.2: Monte Carlo Tree Search: A heuristic search algorithm where each node in tree is a state of
the environment. One of these 4 steps is taken at each step to navigate the search space. 1. Selection:
New bonds are added to the root based on UCT values until a leaf node is reached, 2. Expansion:
A new node is added to the leaf node after environment checks the validity of new node.3. Rollout:
Value neural network evaluates the value of the newly added node. 4. Back-propagation: The tree then
back-propagates the new information to update the UCT values of all the nodes till the root node.

1. Select : In this stage of MCTS, the tree is traversed from the root according to the UCT (Upper
Confidence Bound for Trees) values at each level until it reaches a leaf node. The UCT value at any
state is calculated based on the following formula:

UCT (s, a) = Q(s, a) + c ∗ πmodel(a|s) ∗
√
N(s) + 1

n(s, a) + 1

Where s: Current state, Q(s, a) : Mean Action Value estimate Q(s, a) = W (s,a)
n(s,a) , W (s, a): the cumu-

lative of all returns R(s′, a′) till the leaf node, πmodel(a|s) : Prior probability by the policy network,
N(s) : Number of times state s has been reached, n(s, a) is the number of times action a was taken
from state s , and c is the constant with which one can manipulate exploration vs exploitation ratio. The
form of UCT value used in this work is inspired by Moerland et al. [159], which proved to improve the
performance of cases with asymmetric trees.
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2. Expand: Once a leaf node s′L is reached by the tree search, the tree is expanded by addition of
a new leaf node sL. The environment simulates this action and ensures its validity and also returns an
intermediate reward.

3. Roll-out: In a typical MCTS, the initial value of the new leaf node is estimated using a series of
random rollouts from the leaf node sL. Due to computational limitations, this work uses a value neural
network Vmodel(s) to estimate the value function.

4. Back propagation: After estimating the value of the newly added leaf node, R(s, a) of the
whole backward trace is updated through back propagation which in turn updates the UCT value of
intermediate nodes belonging to this trace.

R(si, ai) = r(si, ai) + γR(si+1, ai+1)

The above four steps are repeated for nmcts number of times. Then, a real action at is taken by the
environment based on the policy of the tree. The tree’s policy probability is determined by the visitation
count of all the actions at the root node s0.

3.2.2.4 Role of the Forward Predictor

While the inverse problem is defined as the task to determine the molecular structure from the spectra,
it naturally follows that the forward problem is that of calculating the NMR spectra given the molecule
and its structure. Here, a forward NMR prediction model [150] is used for the following:

1. For intermediate reward: Typical MCTS applications also have an intermediate reward returned
by the environment for each action. The step reward is calculated based on how close is the current
state to the target molecule. The forward model predicts the NMR spectra of the current state and
the reward is defined by:

r(s, a) = r(s′) = 2 ∗ (
1

2
−WS(s′))

WS(s′) = First Wasserstein Distance = l1(ST , SC)

l1(u, v) =

∫ ∞
−∞
|U − V |

where U and V are the CDFs for the distribution of some random variables u and v [160], ST is
the NMR spectra of the target molecule, and SC is the NMR spectra of the current molecules′.
The reward r(s′) = WS(s′) is returned whenever the current state s′ is known to be a terminal
state. Otherwise, r(s′) = 0 is returned.

2. For the Scoring Function: Each episode performed by the agent returns one prediction of what
the target molecule is. Since MCTS has some element of randomness, all guesses made by the
agent are not the same. In such cases, after running the agent for a predetermined fixed number
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of times, all the unique guesses are ranked against each other by the means of the reward function
discussed above. Then, the guess which returns the highest reward is taken as the final prediction.

3.2.3 Neural Architecture of the Prior Policy and Value network

There are three modules of neural network used in this work.

3.2.3.1 Graph Featurizer:

Graph Featurizer: This module uses Message Passing Neural Network[155, 161], which provides
a formulation for supervised learning on graph structured data. Consider a molecular graph G(V,E)

with node features xv (having information about the current state and also the target NMR spectra) and
edge features evw. The features of each node at time step t are represented as htv, initialized to xv at
t = 0 . The features of nodes are updated for 3 time steps using messages mt+1

v in the following way:

mt+1
v =

∑
w∈N(v)

Mt(h
t
v, h

t
w, evw)

ht+1
v = Ut(h

t
v,m

t+1
v )

Fv = g(xv, h
t
v) = xv + htv,∀v ∈ V

whereN(v) is the set of neighbouring nodes of v. Mt and Ut are the message function and vertex update
function respectively. The function g is simply taken to be vector addition in this work. Fv is the final
atomic feature for the node which has information about the atomic properties, the local environment,
and also the target NMR shift value that was assigned to this node. The feature (Fv) generated here will
be further used by the policy neural network πmodel(a|s) and value network Vmodel(s) .

3.2.3.2 Policy Head:

Policy Head: N nodes form
(
N
2

)
pairs, each representing a possible edge. For each of these pairs, let

the feature vector of the pair be the concatenation of the feature vector of the two nodes concerned. This
pair’s feature vector is then passed through two fully connected layers to obtain a 3−tuple representing
the possibility of single, double, and triple bond between this pair.

3.2.3.3 Value Head:

Value Head: All the node features received from the graph featurizer are then sum-pooled to attain
a molecule-level feature vector which has information about both the current molecule and the target
NMR. This molecule level feature is then passed through two fully connected layers to finally predict
the value Vmodel(s) of the current state.

30



Figure 3.3: Training Methodology : An example search tree while in the training mode on how subgraph
isomorphism is used to make dataset for the neural networks to train on. The target molecule is shown
on the top left . Assuming that the current state in the environment is n-butane, we see a possible state
of the search tree. Each node in the tree is also accompanied by an illustration showing how it is a
subgraph of the target molecule. Since this can be evaluated when the training mode is on, this is used
to return intermediate reward r(s, a) = 1 when the current state is subgraph isomorphic to the target
state, otherwise r(s, a) = 0 .

3.2.4 Training and Testing Methodology

3.2.4.1 Guided runs for training of the neural networks

While in the training mode, the environment has access to not only the NMR spectra but also the
structure of the target molecule. This can be used to guide the tree by giving a strong positive reinforce-
ment in the form of r(s, a) (Figure 3.3). The tree policy (derived from visitation counts of the actions)
and approximation of Q(s, a) hence obtained is used as the training dataset for the prior policy neural
network πmodel(a|s) and value network Vmodel(s). When any action a at state s leads it to state s′, i.e
s
a−→ s′ , then:

r(s, a) := 1 iff S(st, s
′), else 0

where S(st, s
′) is Boolean function that returns True iff s′ is subgraph isomorphic to the st. This work

employs rdkit[162] to check whether the state s′ is a sub-graph of the target molecule st. With training
mode on, the model was run on system with Intel Xeon E5-2640 v4 processor and Nvidia GeForce GTX
1080 Ti GPU for 23 hours to collect experience and train the neural networks. Five models were trained
on different crossvalidation training sets.

3.2.4.2 Using the Split Information to prune the trees during MCTS runs

Each shift value in the dataset is accompanied by a split value as well. The split value is a categorical
variable that belongs to one of {S,D, T,Q}, and it is dependent on the number of hydrogen atoms that
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Figure 3.4: a) Target state of cyclohexane and current state of 2-methyl-butane along with their splitvec-
tors b) Target state of 4-hydroxy-3-methylpentan-2-one and current state of 3-methylpentan-1-ol along
with their splitvectors

are attached to the carbon. A quaternary carbon (no hydrogen attached) leads to a singlet (S) split, a
tertiary carbon (one hydrogen attached) leads to a doublet (D) split, a secondary carbon (two hydrogens
attached) leads to a triplet (T ) split, and a primary carbon (three hydrogens) leads to a quartet (Q)
split. Let splitvector be the vector that stores the information about the number of carbons of each split
kind in the current state. Since the only action possible in the modelled MDP is that of addition of an
edge(decreases the number of implicit hydrogens), note the following two invariant properties:

• The sum of values in the splitvector would remain constant for states with only 1 connected
component since the total number of carbons can’t increase.

• With addition of bonds, the kind of split made by a particular carbon can only move in the direc-
tion:

S ← D ← T ← Q

As a consequence of this, certain states can be flagged as terminal states if it is known that they can
never lead to the target molecule based on the following criteria:
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Figure 3.5: An example run for the target molecule CC1=CC=NO1 with nmcts = 1000, πtree(ai|sj)
represents the probability of taking action ai according to the policy returned by the MCTS Search with
state sj as the root. In the above figure, each state sj is also accompanied by the splitvector of that state.

• When the number of quaternary carbons in the current state becomes lower than the number of
quartet splits in the target spectra.

• When the number of singlet carbons in the current state becomes more than the number of singlet
splits in the target spectra and so on.

For example, in Figure 3.4 a, the agent can safely terminate search through this branch since once a
duplet has formed in the current state, that carbon can never be transformed back to triplet or quartet
and we know that the target molecule does not have any duplet or singlet carbon. Similarly, in Figure
3.4 b, the agent can safely terminate since the number of quartets in the current state has gone below
the number of quartets in the target molecule and there is no way to produce new quartet carbon atoms.
These chemistry guided conditions greatly prune the search tree and prevents the tree from exploring
branches that can lead to the incorrect structure.
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3.3 Results and Discussion

3.3.1 Accuracy of the Forward model

The forward model used in this work was trained on nmrshiftdb2 dataset [156] as included in the
original work by Jonas and Kuhn [150]. The mean absolute error obtained for the prediction of the
shiftvalue per peak for the predictor was 1.374 ppm.

3.3.2 Crossvalidation

Figure 3.6: Accuracy over 5-fold cross-validation with nmcts = 1000

The total dataset of 2134 molecules was randomly split into 5 equal groups. In each of the five
experiments, one of the groups was chosen as the hold-out test dataset and the model was trained on
the remaining four groups. For each molecule, the agent made a number of guesses depending on how
many episodes it ran. There were 20 processes initiated, with each of them running an episode. An
example of one of such episode runs in illustrated in Figure 3.5. As shown in Figure 3.6, on an average,
the agents guessed the correct structure of the molecule of the target spectra 93.8% of the time. All the
guesses of the agent are then ranked based on the scoring function discussed in the earlier section. The
Top1 ranked structure among the guesses was the target structure 57.2% of the time. Accuracy for Top3,
Top5, and Top7 of the scored guesses can be seen in Figure 3.6. Figure 3.12 shows the Top3 guesses
made by the framework ranked by the criterion mentioned earlier for a couple of examples where the
Top1 ranked molecule is the correct target structure and Figure 3.13 shows examples where the Top1
ranked molecule is not the correct target structure.
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3.3.3 Effect of nmcts on the Accuracy

Figure 3.7: Effect of nmcts(Number of traversal from the root to leaf in MCTS search) on the various
metrics of accuracy

nmcts is the number of times that the search tree is traversed from the root to leaf node to explore
different branches before making a true action in the current state. As expected, it can be observed in
Figure 3.7 that the net accuracy improves as nmcts increases.
It is also seen that the trend for Top1 accuracy is not the same as others and it actually decreases with
increase in nmcts. This can be reasoned with the fact the increasing nmcts increases the exploration of
the chemical space and more potential candidates are scored against the current structure. This down-
ward trend reveals that a better scoring function would improve the TopN accuracy of the agent since it
would be able to rank the candidate guesses in a more accurate way.

3.3.4 Relation with the Forward Model

Even when the agent has the correct structure among its guesses, sometimes the scoring function
ranks it lower than other guesses made which reduces accuracy. Since the scoring function is dependent
on the pretrained forward model, a more capable forward model is expected to increase the accuracy of
the framework. In the event that a better, albeit computationally expensive scoring function is deviced,
the overall practical accuracy can still be improved while being even more time efficient. This can be
done by scoring only the TopN guesses of the agent with the time intensive scoring function. As can
be seen in Figure 3.7, target spectra’s correct molecular structure is present in the Top7 of the guesses
> 85% of the time for all the runs with nmcts > 200. In such a scenario, we can determine the correct
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Figure 3.8: Effect of nmcts on the time taken by the system to predict a molecule

structure for an NMR spectra by scoring only 7 structures while the MCTS search takes less than 100
seconds for most of the molecules.

3.3.5 Holdout Experiment with Training Data

Figure 3.9: Accuracy when the model is trained of molecules with < 7 atoms and tested on molecules
with < 10 atoms.

In another experiment, molecules with< 7 non-hydrogen atoms were filtered from the dataset. After
running the agent on these filtered set of molecules with training mode on, the agent was tested on 200

randomly sampled molecules with ≥ 7 and < 10 heavy atoms. The result of this experiment is plotted
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in the Figure 3.9. However, the system performs well on the class of data that it was never exposed to
before, by guessing the correct structure 86.5% of the time.

3.3.6 Time difference between correctly guessed and incorrectly guessed molecules

Figure 3.10: Histogram of time taken for the model to run on each molecule for nmcts = 1000)

Figure 3.11: Time taken for a molecule when it is guessed correctly and incorrectly (nmcts = 1000)

The histogram of the time taken for the agent to run all the episodes for a molecule can be seen in
Figure 3.10. On an average, it takes≈ 330 seconds for the agent to make all its guesses for a target NMR
spectra. All episodes are run within 300 seconds for 71.8% of the molecules and within 600 seconds
for 88.5% of the molecules. It is observed in Figure 3.11. that the mean time taken for all the episodes
for a molecule that is guessed correctly is ≈ 305 seconds, whereas the mean time for molecules that are
guessed incorrectly is ≈ 780 seconds. This difference of distribution can be used to have more reliable
predictions and improve the potential practical use-case of this framework. Stopping the search at a
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threshold time can improve accuracy for predicted molecules while also saving computational expense.
When the framework makes predictions for all the molecules, i.e without any threshold time, the correct
structure is among the guesses made for 94.8% of the molecules. Having a threshold time of 300 seconds
leads to the framework making predictions for 72% of the molecules and timing-out for the rest of the
molecules. The correct structure is among these guesses for 99% of the molecules. Similarly, when
the threshold is set to 1000 seconds, the framework makes predictions for 94% of the molecules. The
correct structure is among the guesses for 97% of the time.
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(a) Example 1: Top3 ranked guesses by the framework for experimentally observed NMR spectra of
C#CC(=O)OCC#CC

(b) Example 2: Top3 ranked guesses by the framework for experimentally observed NMR spectra of
Cc1ccc(O)c(O)c1

Figure 3.12: Target Molecule and Top3 Guesses as returned by the agent along with the reward and their
predicted spectra for cases when the Top1 guess is the correct guess
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(a) Example 1: Top3 ranked guesses by the framework for experimentally observed NMR spectra of
Cc1c(O)c(=O)oc1=O

(b) Example 2: Top3 ranked guesses by the framework for experimentally observed NMR spectra of
Cc1cc(=O)ccc1=O

Figure 3.13: Target Molecule and Top3 Guesses as returned by the agent along with the reward and their
predicted spectra for cases when the Top1 guess is the incorrect guess
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3.4 Conclusion

This thesis provides a framework using graph convolution networks and reinforcement learning to
solve the inverse molecular problem of NMR spectra. The work also introduces a novel method to train
the policy and value networks apriori in guided MCTS runs (Training Mode on) and demonstrates the
utility of Monte Carlo Tree Searches in navigating the chemical space. Unlike other prior attempts to
solve this problem like the one by Jonas [85] where the model makes a prediction only 50% of the
time (even though their work is tested on molecules with 32 heavy atoms), or the work by Zhang et al.
[139] where the model is tested only on 9 hand-picked target spectra, this model shows good promise by
predicting the correct structure among its Top3 guesses, ∼ 80% of the time. Additionally, it is observed
that the proposed framework performs better than brute-force checking in an enumerated database of
known molecular structures. On average, it is seen that the framework calls the forward model for less
than 7% of the molecules in QM9 which have the same molecular formula as the target structure, while
still identifying the molecule correctly. More information on comparison of the framework against
brute-force enumeration is provided in the supplementary material. Still, there are various avenues
for improvement for future work. Since the RL algorithm is dependent on the forward model for its
intermediate reward, a better scoring function would potentially improve the prediction accuracy. 13C

NMR is just one of the many spectroscopy techniques that are widely used. For example, 1H NMR
spectroscopy has a higher signal to noise ratio owing to the significantly larger abundance of spin-active
isotope. Infrared spectroscopy sheds light on the vibrational transitions in a molecule and is considered
to be complementary to NMR spectroscopy for characterizing small organic molecules. A promising
extension of work presented in this thesis would be to incorporate other spectral data and leverage
different kinds of information to elucidate the correct structure of an unknown molecule. Finally, we
believe that proposed work is a crucial step in high-throughput synthesis, where swift and efficient
verification of structures generated can make the whole process of drug discovery more robust and
reliable.
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Appendix A

Important sets of work discussed in relation to the inverse problems

discussed in Chapter 2

Table A.1: Representative list of publications that have proposed methodologies related to molecular

generation

Title Methods Authors

Automatic chemical design using a
data-driven continuous representa-
tion of molecules

VAE with RNN Encoder and De-
coder

Gómez-
Bombarelli
et al. [35]

Junction tree variational autoen-
coder for molecular graph genera-
tion

VAE with Graph Encoder and De-
coder

Jin et al. [40]

GraphVAE: Towards Generation of
Small Graphs Using Variational Au-
toencoders

VAE with Graph Encoder and De-
coder

Simonovsky
and Ko-
modakis [36]

Constrained graph variational au-
toencoders for molecule design

VAE with Gated Graph NN Encoder
and Decoder

Liu et al. [39]

Molecular generative model based
on conditional variational autoen-
coder for de novo molecular design

VAE with RNN Encoder and De-
coder

Lim et al. [163]

Grammar variational autoencoder VAE with RNN Encoder and De-
coder

Kusner et al.
[164]

Learning continuous and data-
driven molecular descriptors by
translating equivalent chemical
representations

VAE with RNN/CNN Encoder and
RNN Decoder

Winter et al.
[165]
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Table A.1: Representative list of publications that have proposed methodologies related to molecular

generation

Title Methods Authors
Constrained Bayesian optimization
for automatic chemical design using
variational autoencoders

VAE with RNN Encoder and De-
coder with Bayesian Optimization

Griffiths and
Hernández-
Lobato [71]

Efficient multi-objective molecular
optimization in a continuous latent
space

VAE with RNN Encoder and De-
coder with Particle Swarm Opti-
mization

Winter et al.
[72]

druGAN: an advanced generative
adversarial autoencoder model
for de novo generation of new
molecules with desired molecular
properties in silico

Autoencoder with adverserial train-
ing

Kadurin et al.
[69]

Application of generative autoen-
coder in de novo molecular design

Autoencoder with adverserial train-
ing followed by Bayesian Optimiza-
tion

Blaschke et al.
[73]

Deep reinforcement learning for de
novo drug design

RNN with Reinforcement Learning Popova et al.
[47]

MoleGuLAR: Molecule Generation
using Reinforcement Learning with
Alternating Reward

RNN with Reinforcement Learning Goel et al. [22]

Objective-reinforced generative ad-
versarial networks (ORGAN) for se-
quence generation models

GAN with Reinforcement Learning Guimaraes
et al. [43]

Optimizing distributions over
molecular space. An objective-
reinforced generative adversarial
network for inverse-design chem-
istry (ORGANIC)

GAN with Reinforcement Learning Sanchez-
Lengeling
et al. [78]

Reinforced adversarial neural com-
puter for de novo molecular design

GAN with Reinforcement Learning Putin et al. [79]

Adversarial threshold neural com-
puter for molecular de novo design

GAN with Reinforcement Learning Putin et al. [80]

MolGAN: An implicit generative
model for small molecular graphs

WGAN with Reinforcement Learn-
ing

De Cao and
Kipf [81]
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Table A.1: Representative list of publications that have proposed methodologies related to molecular

generation

Title Methods Authors
Mol-CycleGAN: a generative model
for molecular optimization

GAN with Reinforcement Learning Maziarka et al.
[44]

A de novo molecular generation
method using latent vector based
generative adversarial network

Combination of VAE and GAN Prykhodko
et al. [82]

Graph convolutional policy network
for goal-directed molecular graph
generation

Graph NN with Reinforcement
Learning

You et al. [31]

DeepGraphMolGen, a multi-
objective, computational strategy
for generating molecules with
desirable properties: a graph con-
volution and reinforcement learning
approach

Graph NN with Reinforcement
Learning

Khemchandani
et al. [166]

Optimization of molecules via deep
reinforcement learning

Graph NN with Reinforcement
Learning

Zhou et al. [46]
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Table A.2: Representative list of publications related to application of modern ML methods for mapping
retrosynthesis pathways

Title Methods Authors
Efficient syntheses of diverse, medici-
nally relevant targets planned by com-
puter and executed in the laboratory

Only Reaction Templates Klucznik et al.
[89]

Prediction and interpretable visualization
of retrosynthetic reactions using graph
convolutional networks

GCN with Reaction Templates Ishida et al.
[98]

Deep retrosynthetic reaction prediction
using local reactivity and global attention

GLN with Reaction Templates Chen and Jung
[99]

Planning chemical syntheses with deep
neural networks and symbolic AI

MCTS with Reaction Templates Segler et al.
[100]

Learning retrosynthetic planning through
simulated experience

MCTS with Reaction Templates Schreck et al.
[101]

AiZynthFinder: a fast, robust and flex-
ible open-source software for retrosyn-
thetic planning

MCTS with Reaaction Templates Genheden et al.
[102]

Retro*: Learning Retrosynthetic Plan-
ning with Neural Guided A* Search

Best First Search with Reaction Tem-
plates

Chen et al.
[103]

Retrosynthetic reaction prediction using
neural sequence-to-sequence model

Template Free RNN Liu et al. [104]

A transformer model for retrosynthesis Template Free Transformer Karpov et al.
[106]

Predicting retrosynthetic reactions us-
ing self-corrected transformer neural net-
works

Template Free Transformer Zheng et al.
[107]

Valid, Plausible, and Diverse Retrosyn-
thesis Using Tied Two-Way Transformers
with Latent Variables

Template Free Transformer Kim et al.
[108]

Molecular graph enhanced transformer
for retrosynthesis prediction

Template Free GNN and Transformer Mao et al.
[109]

GTA: Graph Truncated Attention for Ret-
rosynthesis

Template Free GNN with Attention Seo et al. [110]

Automatic retrosynthetic route planning
using template-free models

Template Free Transformer with MCTS Lin et al. [111]

Predicting retrosynthetic pathways using
transformer-based models and a hyper-
graph exploration strategy

Template Free Transformer with Beam
Search

Schwaller et al.
[112]

A graph to graphs framework for ret-
rosynthesis prediction

Template Free Graph Convolutional Net-
work

Shi et al. [114]

Learning graph models for template-free
retrosynthesis

Template Free Message Passing Network Somnath et al.
[116]

Retroxpert: Decompose retrosynthesis
prediction like a chemist

Semi-Template Based Graph Attention
Network

Yan et al. [118]
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Table A.3: ML based studies that attempted to decipher spectra to molecule inverse problem

Title Methods Authors
Chiral Molecular Structure Determina-
tion for a Desired Compound Just from
Its Molecular Formula and Vibrational
Optical Activity Spectra

SVM Wang et al.
[137]

Spectral deep learning for prediction
and prospective validation of functional
groups

MLP Fine et al.
[138]

NMR-TS: de novo molecule identifica-
tion from NMR spectra

Tree Search, DFT Calculations Zhang et al.
[139]

Deep imitation learning for molecular in-
verse problems

MLP, GCN Jonas [85]

Spectra To Structure : Deep Reinforce-
ment Learning for Molecular Inverse
Problem

MCTS, GCN Sridharan et al.
[140]
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Appendix B

Supplementary Information To Chapter 3

Table 1 : Crossvalidation Accuracy

The total dataset of 2134 molecules was randomly split into 5 equal groups. In each of the five
experiments, one of the groups was chosen as the hold-out test dataset and the model was trained on
the remaining four groups. For each molecule, the agent made a number of guesses depending on how
many episodes it ran. There were 20 processes initiated, with each of them running an episode. The
accuracy of the 5 experiments ran are given in the table below:

Table B.1: Crossvalidation accuracy for 5 different folds

set1 set2 set3 set4 set5
Top1 56.7% 56.2% 57.9% 58.3% 56.8%
Top3 81.0% 79.2% 78.4% 78.0% 79.8%
Top5 87.1% 86.4% 84.7% 85.9% 84.7%
Top7 89.7% 88.5% 87.6% 89.0% 86.7%

All Guesses 94.8% 93.9% 92.5% 92.0% 95.8%

Table 2 : Dependence of Accuracy on nmcts

nmcts is the number of times that the search tree is traversed from the root to leaf node to explore
different branches before making a true action in the current state.The dataset was divided in train-test
split of ratio 90-10 and trained. During the test time, the agent was ran with varying value of the variable
nmcts for its MCTS Searches. The accuracy of each of these experiment is shown in the table below:
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Table B.2: nmcts vs Accuracy

ncmts −→ 50 100 200 400 1000
Top1 59.8% 57.6% 59.8% 55.4% 55.2%
Top3 71.9% 76.8% 78.1% 78.1% 77.1%
Top5 75% 80.1% 83.5% 83.9% 83.3%
Top7 77.2% 83.9% 87.1% 87.5% 87.1%

All Guesses 77.2% 85.3% 89.7% 92.9% 94.8%

Table 3 : Holdout testing by training on molecules with number of atoms

< 7 and testing on molecules with number of atoms < 10

In another experiment, molecules with< 7 non-hydrogen atoms were filtered from the dataset. After
running the agent on these filtered set of molecules with training mode on, the agent was tested on 200
randomly sampled molecules with ≥ 7 and < 10 heavy atoms. The accuracy of the agent on the test in
this experiment is shown in the table below:

Table B.3: Accuracy in holdout testing

Accuracy
Top1 48.5%
Top3 72.5%
Top5 78.0%
Top7 80.5%

All Guesses 86.5%

Table 4 : Comparison with forward model operated on enumerated QM9

dataset

The first column in the above table contains the SMILES of the target molecule for a few randomly
chosen examples. The second column shows the number of molecules in the QM9 database with the
same molecular formula as the target structure. An endeavour that tries to search for the correct structure
of spectra by ranking an enumerated database would have to rank all these candidate molecules using the
forward model. The third column shows the number of times the framework discussed in the manuscript
calls for the forward model while resolving the unknown spectra. We note that less than about 7% of
all the molecules in QM9 have the forward model called on them on average, yet the correct molecular
structure was found by the framework.

It is observed that even after enumerating the chemical space, only a part of the problem is solved.
For instance, the spectral distance between the experimentally observed spectra and the one predicted
by the forward model is sometimes not the ideal way of ranking potential candidates, as discussed
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Table B.4: Comparing forward calls on a bruteforce method

Target
Smiles

Total Mols in
QM9 with the

same molecular
formula as target

Number of
Forward calls
made by the
framework

COC(=O)C(C)=O 915 21
CCOC(=O)CC(C)=O 7082 73

COC(CCC#N)OC 14329 155
C1=CCOCOC1 498 218

Cc1ccc(O)c(O)c1 16325 172
CCCCC=CC(C)=O 13572 169

CC=CCCCO 570 64
O=C(O)C1CC(O)CN1 3916 510

CN(C)c1nccnn1 1128 341

in the manuscript. Often, it is because of the inaccuracy of the forward model that the correct target
molecules are ranked lower. This problem would only get enhanced when the entire QM9 database is
ranked against each other. For example, more than 7,000 molecules have the same molecular formula
as the target molecule CCOC(=O)CC(C)=O in the qm9 database; ranking all of them using the forward
model is potentially expensive and time-consuming. On the other hand, the framework mentioned in
this manuscript makes only 73 forward prediction calls in the process of correctly identifying the target
structure. Another consequence of the above is that the rank of the correct structure when ranking
against the 7000 molecules in the qm9 database is 13th where as the correct structure is ranked 1st
among the candidate structures as returned by our framework.

Similarly, in another example, the molecule CC(=O)N1CC=CC1=O has more than 14,000 molecules
with the same molecular formula in qm9. Ranking all of them takes 10m 12s, with the target molecule
being at the rank of 43 after ranking using the scoring reward. Whereas the framework in the manuscript
takes 105 seconds to complete all of its runs, the target molecule is at the rank of 7 among the output
candidate structures.

This is again indicative of the model’s ability to interpret spectral data and navigate the chemical
space efficiently and return only the most promising candidate structures.
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[71] Ryan-Rhys Griffiths and José Miguel Hernández-Lobato. Constrained bayesian optimization for
automatic chemical design using variational autoencoders. Chemical science, 11(2):577–586,
2020.

[72] Robin Winter, Floriane Montanari, Andreas Steffen, Hans Briem, Frank Noé, and Djork-Arné
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Szymkuć, Manishabrata Bhowmick, Karol Molga, Yubai Zhou, Lindsey Rickershauser, Ewa P
Gajewska, et al. Efficient syntheses of diverse, medicinally relevant targets planned by computer
and executed in the laboratory. Chem, 4(3):522–532, 2018.

[90] Yuning Shen, Julia E Borowski, Melissa A Hardy, Richmond Sarpong, Abigail G Doyle, and Tim
Cernak. Automation and computer-assisted planning for chemical synthesis. Nature Reviews
Methods Primers, 1(1):1–23, 2021.

[91] Connor W Coley, William H Green, and Klavs F Jensen. Machine learning in computer-aided
synthesis planning. Accounts of chemical research, 51(5):1281–1289, 2018.

[92] Daniel Mark Lowe. Extraction of chemical structures and reactions from the literature. PhD
thesis, University of Cambridge, 2012.

[93] Pieter P Plehiers, Guy B Marin, Christian V Stevens, and Kevin M Van Geem. Automated
reaction database and reaction network analysis: extraction of reaction templates using chemin-
formatics. Journal of cheminformatics, 10(1):1–18, 2018.

[94] Syed Asad Rahman, Gilliean Torrance, Lorenzo Baldacci, Sergio Martı́nez Cuesta, Franz Fen-
ninger, Nimish Gopal, Saket Choudhary, John W May, Gemma L Holliday, Christoph Steinbeck,
et al. Reaction decoder tool (rdt): extracting features from chemical reactions. Bioinformatics,
32(13):2065–2066, 2016.

[95] Connor W Coley, William H Green, and Klavs F Jensen. Rdchiral: An rdkit wrapper for han-
dling stereochemistry in retrosynthetic template extraction and application. Journal of chemical
information and modeling, 59(6):2529–2537, 2019.

58

https://proceedings.neurips.cc/paper/2019/file/b0bef4c9a6e50d43880191492d4fc827-Paper.pdf
https://proceedings.neurips.cc/paper/2019/file/b0bef4c9a6e50d43880191492d4fc827-Paper.pdf
https://www.sciencedirect.com/science/article/pii/S0025619612010427
https://www.sciencedirect.com/science/article/pii/S0025619612010427


[96] James Law, Zsolt Zsoldos, Aniko Simon, Darryl Reid, Yang Liu, Sing Yoong Khew, A Peter
Johnson, Sarah Major, Robert A Wade, and Howard Y Ando. Route designer: a retrosynthetic
analysis tool utilizing automated retrosynthetic rule generation. Journal of chemical information
and modeling, 49(3):593–602, 2009.

[97] Siqi Hong, Hankz Hankui Zhuo, Kebing Jin, and Zhanwen Zhou. Retrosynthetic planning with
experience-guided monte carlo tree search. arXiv preprint arXiv:2112.06028, 2021.

[98] Shoichi Ishida, Kei Terayama, Ryosuke Kojima, Kiyosei Takasu, and Yasushi Okuno. Prediction
and interpretable visualization of retrosynthetic reactions using graph convolutional networks.
Journal of chemical information and modeling, 59(12):5026–5033, 2019.

[99] Shuan Chen and Yousung Jung. Deep retrosynthetic reaction prediction using local reactivity and
global attention. JACS Au, 1(10):1612–1620, 2021.

[100] Marwin HS Segler, Mike Preuss, and Mark P Waller. Planning chemical syntheses with deep
neural networks and symbolic ai. Nature, 555(7698):604–610, 2018.

[101] John S Schreck, Connor W Coley, and Kyle JM Bishop. Learning retrosynthetic planning through
simulated experience. ACS central science, 5(6):970–981, 2019.

[102] Samuel Genheden, Amol Thakkar, Veronika Chadimová, Jean-Louis Reymond, Ola Engkvist,
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