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Abstract

In recent times, the popularity of gym culture has witnessed a remarkable surge. The pursuit of a
healthier lifestyle, increased awareness of the benefits of regular exercise, and the desire for physical
well-being have contributed to the widespread embrace of gym activities. Individuals across diverse age
groups and backgrounds are increasingly recognizing the importance of incorporating fitness into their
daily routines, leading to a higher interest in gym memberships and fitness classes.

One crucial aspect of effective workouts is the importance of exercise form. Whether engaging in
weightlifting, cardio exercises, flexibility routines, or even yoga, the proper execution of movements is
crucial for maximizing benefits and preventing injuries. Maintaining correct posture, alignment, and
technique not only enhances the efficiency of the workout but also safeguards against potential strains
and stresses on the body.

Recognizing the significance of exercise form, there is a growing demand for innovative solutions that
can assist individuals in ensuring they perform exercises correctly. The need for a device that checks and
monitors one’s form has become evident in the fitness landscape. This thesis presents a suit that provides
real-time feedback, offering guidance on posture, movement range, and overall form during exercises.
By integrating this technology into the fitness routine, individuals can optimize their workouts, reduce
the risk of injuries, and enhance the overall effectiveness of their training sessions.

This innovative suit employs pressure sensors to precisely calculate the flexion of individual muscle
groups, thereby assessing the form of exercise. Utilizing piezo-resistive material, namely velostat, for
our pressure sensors ensures dynamic responsiveness. The resistance varies proportionally based on
the degree of muscle stretching, enabling the identification of over-stretching or under-stretching that
may indicate suboptimal form. By comprehensively analyzing data from all sensors, we can accurately
evaluate the proficiency of the exercise form.

The focus of this thesis centers on a specialized suit designed to analyze the form of the back muscles

during various exercises such as squats, deadlifts, and rows. The suit incorporates multiple sensors
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strategically placed on the back, seamlessly connected to the ESP32 microcontroller. This setup enables
real-time feedback, with all necessary calculations performed on the microcontroller itself. Notably,
the suit prioritizes user comfort by offering flexibility and durability without any rigid components that
might impede the workout experience. Additionally, the suit features a detachable battery, ensuring its
complete washability.

Impressively, our suit demonstrates an accuracy range of 72% to 90% across the three specified
exercises, highlighting its efficacy in precisely evaluating exercise form. This research not only contributes
to the growing field of wearable technology in fitness but also underscores the potential for real-time,

personalized feedback to enhance users’ workout experiences.
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Chapter 1

Introduction

Physical fitness has gained unprecedented significance in contemporary society, with weight training
emerging as a cornerstone for muscle development[1]], weight management[2], and overall body enhance-
ment. Central to weight training is the principle of progressive overload, emphasizing the systematic
increase in resistance to stimulate muscle growth[3]]. However, achieving optimal results requires not
only dedication but also a keen focus on proper form and technique during exercises. The significance of
maintaining correct body posture while engaging in weightlifting cannot be overstated, as it not only
maximizes the benefits of the workout but also plays a crucial role in preventing injuries[4].

Despite the acknowledged importance of correct form, a significant challenge exists for individuals
undertaking weight training — the lack of access to qualified instructors who can monitor and guide
them in real-time. This limitation is particularly worrying in exercises such as the deadlift and squat,
compound movement targeting multiple muscle groups simultaneously, including the lower back, legs,
and core[S} 6]. Unfortunately, these exercises are notorious for their potential to cause injuries, ranging
from muscular strains to more severe complications affecting the spine, hips, and knees[7, 18, |9, [10]. Even
the most experienced powerlifters face potential risks, as evidenced by a study involving 104 expert
powerlifters. Surprisingly, 31% reported injuries during deadlifts, while a staggering 43% experienced
injuries during squat training[[11]. This heightened risk is attributed to the demanding nature of these
powerful lifts, where heavy weights are inherently part of the training. Thus, there is a pressing need
for innovative solutions that can address the dual challenge of optimizing exercise form and minimizing
injury risks. In response to this challenge, the fitness landscape has witnessed a surge in the use of
technology to aid individuals in monitoring their exercise routines.

This research thesis introduces a groundbreaking approach to real-time form assessment during weight

training through the development of a wearable pressure sensor suit. Leveraging the innovative concept



of piezoresistivity[12], our suit utilizes a flexible material known as velostat [[13]], ensuring adaptability
to various body shapes and exercise modalities. The primary objective of this research is to offer an
accessible, user-friendly, and effective solution for individuals seeking to optimize their exercise form
and mitigate the risks of injuries. The suit integrates seamlessly into the workout routine, providing
instant feedback on posture and form through a detachable microcontroller and a Bluetooth-enabled
connection to a mobile phone. Moreover, this technology is not only flexible and washable but also
cost-effective, addressing the current gaps in existing methodologies.

As we delve into the subsequent sections of this thesis, we will explore the theoretical underpinnings
of piezoresistivity, the development and design of the pressure sensor suit, its integration with real-time
processing units, and the results of empirical testing. Through this research, we aim to contribute to the
evolving landscape of wearable technology in the fitness domain, offering a novel solution that combines

technological innovation with practical utility.

1.1 Thesis Layout

The thesis is organized as follows:

e Chapter 1: In this chapter, we discuss the prerequisites or background work that is necessary
to understand the work presented in later chapters. The chapter gives a brief introduction to the

research and states the contribution of each member.

* Chapter 2: In this chapter, we discuss the current scenario and available solutions. We also look

into few researches in similar domain, and discuss how our research differs from it.

* Chapter 3: In this chapter, we discuss the design and architecture of the suit. The chapter goes
into detail about the requirements and each component of the suit. Discussion about the pressure

sensors, the different types of pressure sensors, their working principles, etc. is also done here.

* Chapter 4: This chapter explains the experiments and their corresponding result. The section
explains the exercises we will be analyzing and the precautions taken during the data collection.

Then we go into the details of both experiments.

* Chapter 5: In this chapter, we conclude with a summary of the methods and results discussed in

this thesis.



Chapter 2

Literature Review

2.1 Video on Demand

Video-on-demand (VOD) platforms have become a popular choice, with 44% of gym-goers incor-
porating them into their weekly workout routines[[14]]. However, while VOD platforms offer valuable
visual instruction, they lack the immediacy and interactivity required for real-time corrections during
weightlifting sessions. Moreover, these platforms often fall short of providing comprehensive assess-
ments, particularly in cases where equipment is limited and environmental factors may compromise their
effectiveness. Research by Sokolova et. al.[15] discusses the intentions and consistency of people who
watch fitness-related content on YouTube. It also, talks about the effectiveness of posture correction.

Vancini et.al [[16]] also discuss the limitation of using video clips for workout form.

2.2 Computer Vision

Posture detection through computer vision has emerged as a notably effective method for identifying
improper exercise posture with a high level of accuracy [2.2]17]. This sophisticated technique involves
meticulously calculating distances and angles between key anatomical points such as the back, knee,
and the loaded weight, providing users with valuable feedback [18]]. This technique has its own major
setbacks. One significant limitation arises from the requirement for specialized equipment and the need
for meticulously optimized scene settings. This specialized setup implies that these techniques may not
be seamlessly integrated into public gym environments, which are usually crowded and diverse.

The drawbacks include a limited capture zone, which will restrict the system’s ability to monitor users

across different workout areas comprehensively. Moreover, the presence of various reflective surfaces
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((a)) Exercise form check using IMU sensor[19] ((b)) Exercise form check using SEMG device[20]

Figure 2.1: Wearable Exercise Correction device

Figure 2.2: Exercise form check using computer vision[[17]



and objects in a gym setting introduces the risk of marker occlusions, hindering the accurate tracking
of key points during exercises. The effectiveness of this techniques peaks in a controlled environment,

which means their seamless integration into public gym spaces challenging [21]].

2.3 Wearble suit using SEMG and IMU sensors

Various wearable methods have been explored for real-time form detection, and among them are
devices incorporating Inertial Measurement Unit (IMU) sensors or surface electromyography (SEMG)
sensors [20, 22| 23]. A noteworthy approach by Michaud et al. involves the utilization of a 9-degree-
of-freedom (9-DOF) IMU sensor adept at approximating the intricate motion of multiple joints
in three-dimensional space to assess the correctness of exercise posture [21]. However, it is crucial
to acknowledge that IMU sensors, despite their capabilities, exhibit susceptibility to drift, even with
meticulous offset elimination through magnetometers [19]]. This inherent limitation necessitates frequent
recalibration to maintain optimal accuracy, adding a layer of complexity to their practical deployment
in real-world scenarios. Furthermore, the rigid nature of IMU sensors renders them less suitable for
exercises such as bench presses and various seated exercises where the load is positioned directly atop
the sensor, compromising their versatility across a spectrum of workout routines.

In a parallel trajectory, alternative investigations by Wang et al. and Hannan et al. delve into the realm
of SEMG sensors for real-time form detection @] [20l 24]]. These sensors aim to capture muscle
fiber activity across various muscle groups as a means of discerning and evaluating exercise posture. Yet,
this process comes with its own set of challenges. The intricate nature of the electromyography (EMG)
signal poses a formidable hurdle in accurately representing posture and spinal dynamics. Achieving a
comprehensive understanding of exercise form based on muscle fiber activity alone remains a complex

task, which needs further exploration and refinement of methodologies [25]].

2.4 Posture detection for domains outside gym

Research by Yang et al. [26] delves into the use of wearable sensor suits for posture detection and
correction, focusing specifically on neutral standing and sitting positions. The study highlights how sensor
suits equipped with accelerometers and gyroscopes can monitor the angles and movements of different

body parts. The data collected from these sensors are then processed to determine deviations from



neutral postures, enabling real-time feedback and corrections. This approach is particularly beneficial in
ergonomic applications, where maintaining proper posture can prevent musculoskeletal disorders.

Nagarkoti et al. [27] explores real-time posture analysis during indoor workouts using machine
learning and computer vision techniques. The paper primarily focuses on yoga and other bodyweight
exercises. By employing convolutional neural networks (CNNs) to process video data, the system can
identify and evaluate various poses. The research emphasizes the importance of accurate posture detection
in exercise routines to ensure correct form, which is crucial for effectiveness and injury prevention. This
method leverages the accessibility of cameras and the computational power of modern processors to
provide a cost-effective solution for posture monitoring.

Ze Wu et al. [28] investigate the use of Inertial Measurement Unit (IMU) sensors for recognizing
and quantitatively evaluating yoga postures. IMU sensors, which include accelerometers, gyroscopes,
and magnetometers, are attached to key body parts to capture detailed motion data. The collected data
is processed on a high-capability device using a back-propagation artificial neural network (ANN) to
classify different yoga poses and assess their quality. This research highlights the precision of IMU
sensors in capturing subtle movements and the effectiveness of ANNs in interpreting complex motion
data, making it a robust solution for posture detection in controlled environments.

In the study conducted by Xiaoou et al. [29], the authors present a method for human posture detection
using wearable suits equipped with surface electromyography (sSEMG) sensors. These sensors measure
muscle activity, providing insights into the movements associated with different postures. The research
evaluates normal human movements such as standing, sitting, and bending using Support Vector Machine
(SVM) models to classify the data. This method not only captures the posture but also offers a deeper
understanding of the muscular engagement involved, making it valuable for both medical and athletic
applications.

Nadeem et al. [30] employ computer vision techniques to evaluate posture during sports activities,
specifically tennis and football. The study utilizes video analysis to capture and assess the movements of
athletes, ensuring that their posture aligns with optimal performance standards. By using algorithms that
can detect and track body parts, the system provides real-time feedback on posture, helping athletes to
improve their form and reduce the risk of injuries. This approach demonstrates the potential of computer

vision in enhancing athletic performance through detailed posture analysis.



Chapter 3

Design Process and Architecture of Suit

3.1 Introduction

The design and selection of components play a pivotal role in the development of the suit. Every
aspect of the suit, from its structural elements to the embedded technology, contributes to its effectiveness
and user experience. Firstly, the design of the suit must prioritize comfort and flexibility to ensure a
seamless integration into the user’s workout routine. A well-thought-out design considers the body’s
natural movements, minimizing restrictions while providing necessary support to enhance performance.
The choice of components, such as sensors and data processing units, is equally crucial. High-quality
sensors embedded strategically in the suit can accurately capture biomechanical data, enabling precise
form analysis. Selecting advanced data processing components ensures real-time feedback, allowing
users to make instant corrections and optimize their workout sessions. In this chapter, we will design the
suit step-by-step. We will first discuss the requirements a user expects from the suit and then we will

discuss each component and why it was chosen in detail.

3.2 Requirements for the suit

In pursuit of crafting an innovative exercise suit tailored for the everyday gym enthusiast, our primary
objective is to ensure optimal comfort throughout the entire exercise routine, from wearing to washing.
The envisioned wearable must be user-friendly, allowing individuals to effortlessly put it on without the
need for external assistance. This ease of donning is not merely a convenience but an essential aspect of

the user experience, promoting independence and efficiency.



Emphasizing the importance of comfort during workouts, the exercise suit should not impede the
natural movements and performance of the user. A key facet of this is the suit’s weight — it must be
lightweight to facilitate unhindered movement and agility. Additionally, recognizing the inevitability of
perspiration during intense workouts, the suit needs to be equipped with sweat-resistant materials. A
critical consideration here is safeguarding any embedded electronics or metallic components from direct
exposure to sweat, as sweat-induced corrosion could compromise the durability and functionality of the
suit over time.

Striking a delicate balance between flexibility and power consumption is imperative for the success of
the exercise suit. Maximum flexibility ensures that the user can seamlessly engage in a diverse range of
exercises without any constraints. Simultaneously, minimizing power requirements is crucial to prevent
the inconvenience of a bulky battery hindering the user’s overall gym experience.

Furthermore, the design philosophy of the exercise suit states the exclusion of rigid components. This
decision serves a dual purpose: firstly, to enhance the suit’s resilience by eliminating vulnerable points of
potential damage, and secondly, to ensure the suit doesn’t interfere with exercises that require the user to
be in a certain position. The absence of rigid parts in critical areas is essential for accommodating the full
spectrum of exercises, preserving the suit’s integrity, and promoting an uninhibited workout experience.

Beyond the exercise session, we recognize the importance of aftercare. The exercise suit must not
be a source of inconvenience when it comes to cleanliness. To address this, a thoughtfully designed
mechanism for washing and sterilizing the suit is important. This mechanism should not only maintain
hygiene standards but also preserve the longevity of the suit, ensuring that it remains a reliable companion

for the user’s fitness journey.

3.3 Architecture of our suit

Our suit’s design architecture can be broken down into 3 parts:

¢ Sensor

¢ Micro-controller

» Connectivity



((a)) Dissected view of the 3 layers of the sensor ((b)) The sensor in bent position

Figure 3.1: Pictures of a single sensor

3.3.1 Sensor

A sensor is a device that translates any physical measurement into a signal, in most cases into an
electrical signal. We are using Piezoresistive pressure sensors that generate a signal as a function of the

pressure applied on it.

Piezoresistivity is an electromechanical effect that is characterized by a change in electrical resistivity
in a material with applied mechanical change. This change is commonly a reversible microstructural
change, such as a change in the degree of electrical continuity in the material [13]. We will be discussing

about the sensor in detail in the coming section.

We are using Piezoresistive pressure sensors, with velostat as the diaphragm. We are engineering our
sensor using the crossbar architecture. It typically consists of three layers. [3.1(a)] The top and bottom
layer contain the electrodes, with a pressure sensing layer sandwiched in between the two. The top and
bottom electrodes are orthogonal to each other in orientation, thus forming a mesh-like structure. The
middle layer being a piezoresistive sensor, in our case velostat, will act as an insulator until an external
pressure is applied. One of the layers, let’s say the top layer will be set at a constant DC voltage while the
other layer, the bottom layer, will be connected to a microcontroller which will read any voltage that is
applied to the bottom layer. When an external pressure is applied on the sensor, the velostat’s resistance

will decrease and thus change the potential difference between the top and bottom layer.



Each sensor is a 4cm x 4cm pressure sensor matrix with three layers. The top layer and the bottom
layer were plastic sheets with copper electrodes in a vertical and horizontal alignment respectively[31].
Copper tapes were selected as electrodes because they have high conductivity. The middle velostat layer
has a thickness of 106 £2 um The plastic sheet thickness was found to be 169 +1 um each, hence the
total thickness of the pressure sensor matrix was approximately 440 um, making it highly flexible.
The copper electrodes of 1 cm width were stuck onto the top and bottom layer facing the diaphragm in
between. Cables were soldered onto copper tapes and all the sides of the pressure sensor were sealed
thoroughly.

This sensor is flexible and, when sealed properly, is completely washable. We are using the sensor to
measure the flexion of each muscle group. The degree of contraction and expansion of the muscle group

will be directly correlated to the change in resistance from the neutral position.

3.3.2 Micro-controller

The microcontroller serves as the intricate brain of our innovative system, orchestrating all the essential
computations required for evaluating the correctness of the user’s form during exercise. Our overarching
objective is to provide users with a seamlessly wearable suit, ensuring a hassle-free experience in the
gym. To accomplish this, a pivotal requirement emerges—the imperative need for the exercise suit to be
wireless.

While it may be challenging to completely eliminate the wired connections between sensors and the
microcontroller, we have strategically focused on enhancing the user experience by enabling wireless
communication and a wireless power source. This strategic approach aims to alleviate any discomfort
associated with wired connections, facilitating unrestricted movement and flexibility during workouts.

Delving into the specifics, our sensors, engineered with efficiency in mind, boast low power consump-
tion, allowing them to be effortlessly powered by a compact battery pack. This not only contributes to
the overall portability of the suit but also aligns with our vision of creating an exercise companion that
requires minimal effort to wear.

The crux of our wireless design revolves around three key principles: wireless connectivity, low power
consumption, and user-friendly functionality. In pursuit of these objectives, we have chosen to implement
the ESP32 microcontroller. The ESP32 is a versatile microcontroller renowned for its dual support of

both Wi-Fi and Bluetooth technologies, enabling seamless communication with the user’s mobile phone
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Figure 3.2: Connection of sensor to microcontroller

or other compatible devices. This ensures real-time feedback delivery, a crucial aspect for enhancing the
effectiveness of the user’s workout routine.

An additional advantage of the ESP32 lies in its low average power consumption during active mode,
measuring at a mere 78.32 mW.[32] This renders the suit compatible with a wide range of regular battery
packs, such as 6V or 9V, eliminating the need for bulky power sources. The lightweight nature of the
ESP32 further contributes to the overall comfort of the suit, as it can be inconspicuously and securely
integrated into the fabric of our innovative exercise ensemble.

In essence, our meticulous consideration of wireless functionality, low power requirements, and
user-friendly design, coupled with the incorporation of the ESP32 microcontroller, epitomizes our
commitment to creating an exercise suit that seamlessly integrates with the user’s routine, promoting

both comfort and effectiveness in their fitness journey.

3.3.3 Connectivity

In our research, the connectivity aspect plays a crucial role in enhancing the effectiveness and accuracy
of our exercise suit. We have meticulously integrated 5 sensors in prototype 1 and expanded to 6 sensors
in prototype 2, strategically placed to capture comprehensive data on muscle activity and movement
patterns during exercise routines.

Our primary objective revolves around identifying and rectifying flaws in exercise form, with a specific
focus on the flexion of the back. This deliberate choice stems from two pivotal factors. Firstly, the

back constitutes one of the largest muscle groups in the human body, harboring significant implications
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Figure 3.3: Placement of sensor for our prototype 1

for overall physical performance and health. Secondly, it shoulders the brunt of weight loads during
compound exercises, rendering it particularly susceptible to injuries spanning from minor muscle pulls to
severe spinal dislocations.

The strategic placement of sensors emerges as a critical consideration in our methodology. Our
approach emphasizes positioning the sensors on muscle tissue that experiences the most pronounced
stretches and contractions throughout the exercise repetition cycle. By conducting a meticulous differen-
tiation of muscle fiber activity across various points of its stretched length, we gain invaluable insights
into exercise form and technique.

The process of pinpointing the muscle group in the back that undergoes maximal stretching across
exercise repetitions necessitates a systematic approach. To achieve this, our test subjects wear a white
shirt adorned with a precisely marked black dot matrix in their most relaxed state. The evenly spaced
dots serve as reference points for capturing images of the subject in both the fully contracted and fully
stretched positions during exercise repetitions.[33]

Through meticulous analysis of these images, we identify the section of the dot matrix that exhibits the
most significant flexion between the contracted and stretched positions. This meticulous approach allows

us to pinpoint the 7 most stretched muscle groups across repetitions of deadlifts and squats, averaged for
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comprehensive insights. These muscle groups include the left and right latissimus dorsi muscle, left and
right teres major muscle, left and right deltoid muscle, and the thoracolumbar fascia muscle, arranged in
decreasing order of stretch magnitude.

Now that we have identified the points to attach sensors let’s look at the connectivity of the sensor.
To capture the flexion in the sensors, we employ a method involving the creation of a voltage divider.
This is achieved by incorporating a bias resistor across the sensor, forming a bridge. The flexion-
induced resistance change is measured by assessing the voltage drop across the sensor. Remarkably, our
observations revealed a direct correlation between pressure and resistance, where the absence of pressure
resulted in significantly high resistance and zero output voltage. Conversely, as pressure increased, the
output voltage demonstrated a proportional rise. The mathematical representation of this relationship is

encapsulated in the formula:

Vout = Vin * [Rp/(Rs + Rp)]

where V,,,; is the output voltage, V;,, is the input voltage (which was fixed at 5 V), R}, is the bias resistor
and R, is the resistance of the sensor.|3.4

Now, transitioning to the broader system design, our approach involves embedding these sensors
strategically onto a t-shirt, as previously detailed. The interconnected sensors are configured in the voltage
bridge method, as elucidated above, ensuring a comprehensive and accurate measurement of flexion. This
network of sensors is intricately linked to the ESP32, a powerful microcontroller, facilitating real-time
monitoring and data processing. The ESP32 acts as the central hub, collecting data from the sensors and
transmitting it wirelessly for further analysis. This wireless connectivity enables seamless communication
with our dedicated device through WiFi, establishing a robust link between the wearable technology
and our analytical framework. This holistic connectivity design not only enhances the efficiency of data
collection but also enables a user-friendly and versatile system for in-depth analysis of exercise-related

metrics.

3.4 Pressure Sensors

A sensor is a device that responds to a physical stimulus (such as heat, light, sound, pressure,
magnetism, or a particular motion) and transmits a resulting impulse (for measurement or operating

a control). For the pressure sensor, the physical stimulus is the pressure applied and a corresponding
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Figure 3.4: Connection of sensor to microcontroller
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Figure 3.5: Schematic illustration of three common transduction mechanisms and representative devices:

(a) piezoresistivity; (b) capacitance; and (c) piezoelectricity

electric impulse is outputted. Generally, pressure sensors are of 3 types - piezoelectric [34]], piezoresistive

[12], or capacitive sensors [35} 36,37, 38} 39].

Let us discuss these three types of pressure sensors in more detail.

* Piezoelectric Sensors: Piezoelectric sensors capitalize on the remarkable phenomenon of piezo-
electricity, whereby they generate an electric charge in response to applied mechanical stress.
The core of these sensors features a transduction element constructed from materials like lead
zirconium titanate (PZT) ceramic or aluminum nitride (AIN) [41]. In the operational context, a
typical configuration involves a sensing element that conveys fluid pressure to this transduction
component. Critical to a well-designed piezoelectric pressure sensor is the maintenance of a
constant diaphragm area. This design parameter ensures a direct proportionality between the force
transferred to the transduction element and the applied pressure. Effectively, the force is then
converted into a corresponding electric charge [42]]. However, it’s crucial to acknowledge that
the use of piezoelectric sensors introduces a complexity—the need for a sophisticated electronic
interface. The electronic interface complexity stems from the requirement of a charge amplifier.
This component plays a pivotal role in converting the high-impedance charge output of the sensor

into a more manageable and interpretable voltage signal [43]]. Despite the intricate interface
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demands, piezoelectric sensors find application in various sectors, including medical devices (e.g.,

ultrasound transducers), industrial machinery, and pressure-sensitive consumer electronics.

Piezoresistive Sensors: Piezoresistive sensors harness the electromechanical phenomenon of
piezoresistivity, where the electrical resistivity of a material undergoes changes in response
to applied mechanical stress. This effect involves a reversible microstructural transformation,
affecting the material’s electrical continuity. In the context of piezoresistive pressure sensors,
the sensing material comprises a diaphragm positioned on a silicon substrate. This diaphragm
flexes under applied pressure, causing a deformation in its crystal lattice. The strategically
placed piezoresistors on the diaphragm experience alterations in their band structure due to this
deformation, resulting in a discernible change in the resistivity of the material. For effective
piezoresistivity, the material must exhibit electrical conductivity, leading to the prevalent use of
metals and carbons. Composite materials, particularly polymer—matrix composites, dominate this
arena due to their cost-effective fabrication [44]]. Beyond the technical intricacies, piezoresistive
sensors find diverse applications, playing vital roles in automotive systems, industrial machinery,
and medical devices. The robust nature of piezoresistive sensors underscores their resilience in
various operational environments. However, it’s imperative to acknowledge their susceptibility to

temperature variations, a consideration that necessitates careful integration in specific applications.

Capacitive Sensors: Capacitive pressure sensors operate by gauging the alteration in electrical
capacitance resulting from the movement of a diaphragm when pressure is applied. The fun-
damental principle involves a capacitor composed of two parallel conducting plates separated
by a small distance. In this setup, one plate serves as the diaphragm, displaced under pressure,
consequently modifying the capacitance within the circuit. These sensors offer versatility, capable
of functioning across a broad temperature range, ensuring good repeatability in measurements.
Moreover, their applicability spans a wide pressure spectrum, accommodating measurements from
vacuum levels to high-pressure environments [31]. Capacitive sensors are categorized into normal,
transition, touch, and saturation modes, providing adaptability to various operational contexts [435].
Despite their advantages, capacitive sensors exhibit non-linear output characteristics, necessitating
sophisticated conditioning circuits and intricate computations for accurate interpretation. This
non-linearity poses a notable challenge in certain applications, emphasizing the importance of

careful consideration in sensor selection and system integration [46, 47]].

16



Fig. by Xu et al. summarizes the above accurately. Due to factors like simplicity, low cost,
more durability, and a higher resolution output, piezoresistive sensors are chosen as the pressure-sensing

material in this dissertation.

3.4.1 Velostat

Velostat stands as a noteworthy member of the force sensing resistor (FSR) category, falling within the
realm of piezoresistive sensors. Operating as an analog sensor, the Force Sensing Resistor (FSR) exhibits
a unique functionality wherein compression force induces a change in resistance. When force is applied
to the FSR, its resistance decreases due to the conductive polymer it is constructed from. Under pressure,
conductive particles within the polymer make contact, increasing the current flow through the sensor
[48]]. Yuan et al. provide detailed insights into Velostat through Scanning Electron Microscope (SEM)
images at 5000x magnification. These Fig.[3.6] vividly depict the physical alterations Velostat undergoes
under stress. Carbon particles are represented by white spots, while the black spots signify gaps in
polymer clusters. Notably, the average gap between polymer clusters reduces from 1um to 0.6pum when
external pressure is applied [49]]. Velostat has found widespread application in diverse research scenarios,
including finger gesture recognition [50]], smart chairs [51] , footprint pressure system [52]], in-socket
pressure sensing [S3]], wearable sensors [54]], real-time tracking system [53]], etc. Its popularity stems
from its cost-effectiveness compared to other piezoresistive materials like graphene-based polymeric
composites, porous graphene, and carbonized melamine, which pose fabrication challenges [56]]. A
comprehensive study by Del Prete et al. delves into the metrological properties of Velostat, reporting
commendable performances in response function, calibration, repeatability, sensitivity, time drift, hys-
teresis, and dynamic response. This substantiates Velostat’s efficacy as a pressure sensing material and

its suitability for a range of applications, combining affordability with reliable performance [157]].

3.4.2 Related Works

Several implementations of the sensor design mentioned above have been reported in the literature.
Sundholm e al. present a flexible pressure sensing mat with a sensing area of 80 cm x 80 cm that is
used to detect gym exercises [58]]. They used 80 electrodes with a pitch of 1cm for each of the two
layers with a conductive textile as a sensing element. From the pressure readings collected by this mat,
they were able to classify between 10 different gym exercises with an accuracy of just less than 90%.

Suprapto et al. created a 16x 16 sensor matrix in the crossbar architecture for foot pressure measurements
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Figure 3.6: SEM image of Velostat material at 5000 times magnification, (a) without pressure and (b)

with pressure. [49]]

[48]. They used velostat as the piezoresistive material. The sensor matrix they developed was compared
against the gold standard of human plantar pressure detection and reported satisfactory results. Gala et
al. developed a system that can detect user presence in a chair using velostat-based pressure sensors
that send real-time pressure data to a website which can then be used to set customizable alerts. These
sensors can not only detect the presence of a user but can provide details on the anatomical well-being of
the user, like detecting scoliosis [59]. Yuan er al. developed a 27x27 velostat-based pressure sensing
array that can be used for object recognition. From the pressure images collected from the mat, they used
the neural network ResNet-PI to classify 10 objects and reported an accuracy of 0.9854 for the same [49].
Our lab group has done several projects on the same. In [56, 60, [61] a 4 x4 low-cost, flexible pressure
sensing matrix was developed for activity monitoring and tracking recovery in stroke patients. Anis et al.
further tested the mechanical reliability of these velostat-based sensors in [62]. They report an observed
deviation in output voltage was 0.95% for 15 mm, 0.95% for 20 mm, 0.97% for 25 mm, and 2.2% for
30 mm bending radii, for 150 bending cycles, with respect to the flat position. They also proposed a
two-parameter calibration model which can be used to minimize these deviations further. Mohee et al.
[63] developed a flexible writing pad. The writing area is 5 cm X 5 cm with an effective pixel area of

0.06 mm?
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Chapter 4

Method and experimentation

4.1 Introduction

In this section, we will be dwelling on the details of experiments we have done to confirm the
practicality and accuracy of the suit. We are testing on the basis of accuracy, usability, and feasibility.
We will be discussing 2 experiments done. The first experiment was done with prototype 1, which has 5
sensors - The left latissimus dorsi muscle, Right latissimus dorsi muscle, Left teres major muscle, Right
teres major muscle, and the thoracolumbar fascia muscle. The experiment was done only on deadlifts.
The second experiment was done with prototype 2, which has 6 sensors - Left latissimus dorsi muscle,
Right latissimus dorsi muscle, Left teres major muscle, Right teres major muscle, Left deltoid muscle,
and Right Deltoid muscle. The experiment was done only for 3 exercises - “deadlift”, “squat” and “rows”

- and was tested on 3 people.

4.2 EXPERIMENT 1

Let’s look at the exercise we are analyzing for this experiment. The deadlift, an essential compound
exercise within the realm of weight training, serves as a powerhouse for targeting various muscle
groups, predominantly focusing on the lower back and legs.[64] The intricacies of this exercise delve
into the engagement of specific muscles such as the lower latissimus dorsi, hamstrings, glutes, hips,
knees, ankles, and the core. Its execution involves lifting a barbell from the floor to mid-thigh height,
achieved by extending the ankles, knees, and hips while maintaining a neutral to slightly extended spine,
complemented by fully extended elbows[63]]. Below Diagram shows the step-by-step movement of

the Deadlift from start to finish.
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Figure 4.1: Step-by-Step Motion of Deadlift

Despite its effectiveness in muscle engagement, the deadlift stands out as one of the exercises
notorious for its potential to induce injuries. Various studies have underscored the prevalence of
injuries associated with the deadlift, affecting muscle groups like the pectoralis major, hamstrings,
anterior superior iliac spine, lumbosacral region, and the knee meniscus. These injuries, stemming from
improper form or posture, are not exclusive to beginners; even seasoned experts face the risk of such
complications.[7, 8, [0} [10]

A comprehensive exploration of the risks associated with the deadlift is explained by the study
conducted on 104 expert powerlifters. The findings revealed that a significant 31% of injuries occurred
during deadlift training sessions. This statistic underscores the universal vulnerability to injuries during
the execution of the deadlift, transcending skill levels and expertise.[11]

The intricacies of maintaining proper form during the deadlift cannot be overstated, and researchers
have consistently emphasized the role of torso positioning in injury prevention. Notably, a more upright
torso has been proven to be instrumental in reducing the risk of injuries associated with the deadlift. This
underscores the importance of not only engaging in this powerful exercise but doing so with meticulous

attention to form and technique, particularly regarding the alignment of the torso.

4.2.1 Data collection

Data was collected from an expert subject with experience in weightlifting (with consent and following
the Institute’s policy). The participant engaged in a series of 20 repetitions of deadlifts, skillfully executing

both correct and incorrect forms. Notably, to mitigate any potential risk of injuries, the repetitions
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Figure 4.2: The difference between good and bad physical form for a repetition of deadlift along with the

corresponding sensor outputs for four reps.

were performed without any external weights. This precautionary measure aimed at safeguarding the
participant’s well-being allowed for a focused examination of the exercise suit’s connectivity without
compromising safety. The sampling rate of the sensor is S0Hz and 20 repetitions were done with each
repetition taking about 6-10 seconds. So we have about 8000 data points (400 data points for each

repetition) for good posture and bad posture each.

The ensuing analysis delved into this raw data extracted from sensors during both instances of good
and bad repetitions. The mean peak values were meticulously calculated, revealing a discernible contrast
between the sensor readings associated with proficiently executed reps and those marked by improper
form. .2 To enhance the interpretability of the gathered data, a thorough processing methodology was
applied to distill essential patterns. This transformative step facilitated the classification of each repetition

into two distinct categories: good or bad.
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4.2.2 Data analysis

The initial phase of data analysis/processing involved a meticulous effort to extract meaningful
information while mitigating the impact of external noise. This crucial undertaking was accomplished

through the strategic application of a moving average filter (MAF).

The moving average filter operates by smoothing out fluctuations in data over a specified window
of observations. At its core, the moving average filter aids in noise reduction and trend identification
within time-series data. By computing the average of adjacent data points within a sliding window, abrupt
spikes or erratic variations in the dataset are attenuated, revealing underlying patterns and trends with
greater clarity.[[66, 67, 68] This proves especially crucial in scenarios where the inherent noise in the data
obscures meaningful information. Moreover, the moving average filter is instrumental in mitigating the
impact of outliers, anomalies, or irregularities that may distort the true nature of the data. It provides
a means of emphasizing the underlying trends while dampening the influence of transient fluctuations,

contributing to a more accurate and robust representation of the dataset.

The next step is to decide the width of the MAF. Selecting the appropriate width for a moving average
filter is a critical aspect of optimizing its performance in data smoothing and trend identification.[[69]
The width of the filter, often referred to as the window size or span, dictates the number of adjacent data
points considered in the averaging process. The choice of this parameter is essential as it significantly

influences the filter’s ability to capture relevant trends while filtering out noise and fluctuations.

One primary consideration in determining the width of the moving average filter is the inherent
trade-off between sensitivity and smoothness. A narrower window, representing a smaller span, renders
the filter more responsive to short-term fluctuations but may result in a less smooth representation of
long-term trends. On the other hand, a wider window, encompassing more data points, promotes a
smoother output but may compromise the filter’s ability to adapt to rapid changes in the data.[70] The
method we are using to determine the appropriate filter width is the ”sum of absolute differences” (SAD)
technique. This approach provides a quantitative measure to assess the performance of the filter across
different window sizes.

To implement the SAD method, the process begins by applying the moving average filter to the
dataset under consideration with a range of window sizes. For each window size, the absolute differences
between the filtered values and the original data points are calculated and summed. The objective is to

identify the window size that minimizes this cumulative sum of absolute differences.[71]
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Essentially, the SAD method enables a systematic comparison of how well the moving average filter
aligns with the original data across various window sizes. A lower sum of absolute differences indicates

a closer match between the filtered and original data, suggesting that the chosen window size is better.

The flattening of the graph occurred notably when the window width surpassed the threshold of 35.

So an average filter with a width of 40 is chosen.

The next step of processing is thresholding. As seen in the diagram the peak value for the data
stream differs for a rep with a good posture versus a bad posture. Using the peak differences, we obtained
a threshold value separating the bad rep from the good one for each sensor. In the context of classification,
thresholding proves invaluable by effectively segregating data points into predefined groups. This binary
categorization simplifies data interpretation and creates a clear decision boundary.[72, 73, [74] Now the
critical task is to find the threshold value. This was done by taking the set of peak values for good
and bad reps data. The mean of these values gave us the threshold of the particular sensor data stream.
These thresholds were used as clippers. Clipper, in the context of thresholding, serves as a dynamic
filter, selectively retaining or excluding data points. Data points below the threshold are effectively
clipped or set to zero. On the other hand, data points exceeding the threshold retain their original values,
preserving the intrinsic differences between the data and the threshold. By employing a value as clippers,
the thresholding process not only simplifies data interpretation but also enhances the effectiveness of

subsequent analyses or classifications by isolating the most relevant information.

After thresholding, the five sensor data streams were combined into a single stream using the weighted
sum of the values. The weight coefficient of each sensor can be calculated using two methods.[75]
Method A: Based on the difference between the mean good peak value and the mean bad peak value.
What this infers is that a sensor with a higher difference between the mean good peak value and the
mean bad peak value can separate the good and bad forms making classification easier. Therefore their
weighted coefficient should be higher. So in the core, the weight coefficient is directly proportional to the

difference between the mean good peak value and the mean bad peak value.

or Method B: Based on the accuracy of feedback from each sensor. Sensor with a higher accuracy of

prediction from the threshold is given higher weight.

For this experiment, we have used the latter method. Weight coefficients for each sensor were found
by going through the tagged data and finding the accuracy by taking the difference between the number

of correct and incorrect classifications. For every correct classification, 1 was added to the weight, and
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Figure 4.3: The data flow diagram for the algorithm used to classify the reps. The plots show the data

stream for four reps after different stages
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Table 4.1: Values for thresholds and weights for each sensor data stream

Sensors
S1 S2 S3 S4 S5
Threshold 30.04 | 121.21 | 91.94 | 111.28 | 43.69

Weight (x107°) | 58408 | 24116 | 24906 | -8236 | 751

for each incorrect verdict, 1 was subtracted. The weights were then normalized such that ) W; = 1. The
maximum value of the weighted sum was then compared with a threshold to give the final classification.

The data flow diagram for the algorithm is shown in Figure [{.3] along with plots of the data stream at
various points. The values for thresholds and weights for each sensor stream are given in Table 1 [.1]
The threshold of the classification of the peak weighted sum was chosen based on the values of the two
least weights because with these values, the bad rep classification happens only if at least two of the five
sensors flag it as a bad rep. If the peak weighted sum was above this threshold, the rep was classified as a

bad rep.

4.2.3 Results and discussion of experiment 1

The completion of the architectural framework, encompassing both software and hardware compo-
nents, lays the groundwork for a comprehensive examination of the accuracy achieved by the developed
exercise suit. Our evaluation focuses on Subject-1, who underwent a structured regimen consisting
of 100 repetitions of deadlift exercises, comprising 50 good and bad reps. The sensor data derived
from this exercise regimen was subjected to the classification model we devised. Remarkably, the
classifier exhibited a noteworthy accuracy rate of 100% in identifying good repetitions, while achieving a
commendable 90% accuracy in distinguishing suboptimal ones. As we delve into the assessment of the
exercise suit’s performance, a critical juncture emerges — the need for a solution that caters to a broad
spectrum of users, holding both scientific and commercial significance.

While achieving pinpoint accuracy for an individual user is indeed commendable, there exists a need
for prioritizing a more generalized approach in form and posture assessment. The inherent biomechanical
variations among human bodies, influenced by factors such as body composition, flexibility, and muscle

strength, brings out the necessity for a flexible and adaptable exercise suit. By adopting a generalized
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Figure 4.4: The peak weighted sum for each rep for three subjects. The blue dots and red dots represent

the true value of the reps, while the threshold is used by the algorithm to classify the reps as good or bad.

approach, the technology becomes more inclusive, accommodating the diverse range of physiologies
encountered within the user demographic. Such a generalized exercise suit has the potential to foster
widespread health improvements by benefiting a larger population. Catering to diverse users ensures
that the technology addresses a broader spectrum of fitness levels, making it a versatile tool for a larger
audience. In line with this, our primary objective is to develop suits across various size ranges (XXS, XS,
S, M, L, XL, XXL), promoting inclusivity over specificity. Beyond the health benefits, a more generalized
approach proves economically advantageous. The scalability inherent in a generalized design facilitates
economies of scale, rendering the technology more affordable and accessible to a wider audience. This
strategic shift not only enhances the commercial viability of the technology but also ensures its availability
to a larger demographic. To ascertain the robustness and adaptability of our developed model, we sought
to evaluate its performance on other individuals. Subjects 2 and 3 were made to perform 40 repetitions
of deadlift exercises, with 20 bad reps and 20 good reps. Utilizing the calibration results obtained from
Subject 1, including thresholds and weight vectors, we applied the same parameters to analyze the data

streams from Subjects B and C.

Encouragingly, the analysis revealed a noteworthy accuracy of 100% for both Subject 2 and Subject 3

in identifying bad posture, albeit with marginal variations in false positive rates (10% for Subject 2 and
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5% for Subject 3). Fig. visually depicts the experimental outcomes, highlighting the peak weighted
sum threshold with dotted lines, and differentiating true values of good and bad repetitions through
blue and red dots, respectively. Our comprehensive analysis yields an impressive overall classification
accuracy of 95.5%, reinforcing the efficacy and versatility of the developed exercise suit across diverse

individuals and reinforcing its potential as a valuable tool in the pursuit of optimal fitness.

4.3 EXPERIMENT 2

In this iteration of the experiment, notable modifications were made to the suit, as evident in the
accompanying image [4.5] The adjustments primarily pertain to the repositioning of sensors, strategically
placed on the Left and Right latissimus dorsi muscles, Left and Right teres major muscles, as well as the
Left and Right deltoid muscles. This shift in sensor placement is an evolution from the insights gained in
the white T-shirt with a dot matrix experiment discussed previously.

The pivotal motivation behind this adjustment was to extend the applicability of the sensor system
beyond the confines of deadlift analysis. Drawing inspiration from the earlier experiment with the white
T-shirt and dot matrix, our research aimed to investigate sensor positions conducive to classifying a
spectrum of exercises, not limited to deadlifts alone. The experimentation involved a dynamic approach,
with the test subject donning a T-shirt embedded with a black dot matrix and engaging in a diverse array
of exercises.

The selection of exercises was deliberate, focusing on those where the posture of the back plays a
critical role. The chosen exercises included deadlifts, squats, barbell rows, shrugs, and T-Bar pulls. Each
of these exercises demands precise postural control of the back muscles during execution. To pinpoint the
optimal sensor placement for capturing these nuances, our investigation honed in on the muscle groups
displaying the most significant flexion between the contracted and stretched positions.

The six identified muscle points—Left and Right latissimus dorsi muscles, Left and Right teres
major muscles, and Left and Right deltoid muscles—emerged as the focal areas experiencing the most
pronounced flexion. Consequently, these specific positions were earmarked for sensor attachment,
forming the basis for our experiment’s sensor placement strategy.

For a more comprehensive analysis, a novel approach will be adopted for this experimental phase,
building upon the insights gained from the initial experiment. The calculation employed in the first

experiment primarily focused on variations in peak values. However, this experiment will broaden its
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Figure 4.5: The suit design and position of the sensors.

scope to encompass two critical indicators: the disparity in peak values and the rate of change of these
values. The inclusion of the rate of change as a secondary indicator is significant. An examination of
sensor readings during the execution of the deadlift exercise reveals distinctive patterns between good
and bad repetitions. [4.2] For the latter, observable sharp spikes in the sensor data denote a remarkably
high rate of change. We will be able to incorporate this behavior/ pattern when considering the rate
of change and its integration into our classification methodology. By incorporating the rate of change
as an additional metric, the potential benefits extend beyond an increase in accuracy. Notably, this
calculation proves invaluable in scenarios where the disparity in peak values alone might not suffice for
a precise classification. The utilization of the rate of change serves as a nuanced and discriminating
factor, allowing for a more refined categorization of exercises. Consequently, this multifaceted approach
not only amplifies the precision of our classification but also underscores the versatility of the proposed
methodology, especially in exercises with minimum variations in peak values. We will be looking at this

method in detail in the following sections.
Now let’s look at the 2 extra exercises we will be analyzing - Squats and rows.

A squat is a strength exercise in which the trainee lowers their hips from a standing position and
then stands back up. During the descent, the hip and knee joints flex while the ankle joint dorsiflexes;

conversely the hip and knee joints extend and the ankle joint plantarflexes when standing up. Squats

28



STRONGLIFTS

Figure 4.7: Step-by-step execution of a proper barbell row

also help the hip muscles. Squats are considered a vital exercise for increasing the strength and size of
the lower body muscles as well as developing core strength. The primary agonist muscles used during
the squat are the quadriceps femoris, the adductor magnus, and the gluteus maximus. The squat also
isometrically uses the erector spine and the abdominal muscles, among others. Below Diagram [4.6]

shows the step-by-step movement of a barbell from start to finish. 76} [77]

Barbell Bent Over Rows are a foundational compound exercise in strength training, concentrating on
upper back development. To execute, one stands with feet shoulder-width apart, hinges at the hips to
lean forward, and pulls the barbell towards the lower chest or upper abdomen, engaging muscles such as
the latissimus dorsi, rhomboids, and trapezius. This movement also involves secondary muscles like the

biceps and posterior deltoids, contributing to overall arm and upper back strength. The exercise promotes
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improved posture through targeted muscles responsible for scapular retraction. Diagram shows the
step-by-step movement of barbell rows from start to finish.[78, [79]]

In both exercises, the form of the positioning and movement is critical to avoid injuries. In rows,
practitioners are urged to exercise caution, emphasizing the maintenance of a neutral spine and proper
form while steering clear of excessive swinging. It is imperative to avoid arching the back and ensure that
it remains parallel to the ground throughout the entire motion, mitigating the risk of injuries associated
with improper alignment. Similarly, squats demand a heightened awareness of form to safeguard against
potential injuries. The emphasis here lies in bracing one’s core effectively, with the back slightly caved in
to maintain balance and a robust foundation. Deviating from this proper form by curving the back outward
can place undue stress on the spine, leading to discomfort and a heightened risk of injuries. Despite the
undeniable effectiveness of squats in engaging various muscle groups, the exercise is notorious for its
potential to induce injuries when executed without due diligence to form and posture.

The pitfalls associated with squats are underscored by a plethora of studies, revealing the prevalence
of injuries affecting muscle groups such as the pectoralis major, hamstrings, anterior superior iliac spine,
lumbosacral region, and the knee meniscus. These injuries, often stemming from deviations in form,
are not exclusive to beginners; even seasoned experts face the omnipresent risk of complications when
executing squats improperly.[80]

A comprehensive exploration of the risks associated with powerlifting unveils a pertinent study
conducted on 104 expert powerlifters. The findings revealed that a significant 42% of injuries occurred
during squat training sessions among this cohort of seasoned individuals. This statistic underscores
the universal vulnerability to injuries during the execution of the squat, transcending skill levels and

expertise.

4.3.1 Data collection

The research data for this study was meticulously gathered from a cohort of three expert subjects, each
possessing a profound background in weightlifting, all of whom participated willingly and in accordance
with the protocols established by the Institute. Prior to the data collection process, explicit consent was
obtained from each participant, ensuring their informed and voluntary participation. The participants
engaged in a structured series of 20 repetitions of bad and good form each, of deadlifts, squats, and rows.
It is crucial to underscore the participants’ expertise, as they adeptly executed both correct and incorrect

forms. An essential precautionary measure was implemented during the data collection phase to mitigate
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any potential risk of injuries to the participants. Notably, the repetitions were performed without the
addition of external weights. While this may deviate from a conventional weightlifting scenario, this
deliberate choice was made to prioritize the safety and well-being of the participants. By excluding
external weights, the focus of the study shifted towards a meticulous examination of the connectivity and

responsiveness of the exercise suit.

4.3.2 Data Analysis

In this section we will talk about the new analysis we are doing, why we are taking this extra step,
and the improvement it causes.

As we have mentioned in the earlier section we are going to analyze the rate of change. Let’s look at
the Diagram and [4.29] Here we can see that the peak value between the good and bad rep is not
much different, so we will be compromising on the accuracy if we just do the classification based on the
peak value. If we look closely at the figure what we notice straight away is that the shape is different,
so if we are able to quantize the shape of the signal then we will be able to improve our accuracy. One

method to classify these shapes is convolution, let’s look at it in detail.

4.3.2.1 Convolution

Convolution is a fundamental operation in signal processing that plays a crucial role in analyzing and
extracting information from various types of signals. What it does is that, it combines two functions to
produce a third function, providing insights into the relationships between signals.[81}, 82, 183]] In the
context of signal processing, convolution is used in tasks such as filtering, feature extraction, and most
notably, shape classification. In signal processing domain, it is commonly employed to analyze how
one signal modifies another[83]]. The convolution operation is denoted by the symbol ’*’, and for two

functions f(t) and g(t), their convolution h(t) is defined as:

) = 10+ o) = [ " f(n)glt - 7y

In discrete form, for two sequences f[n] and g[n], the convolution is represented as:
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Figure 4.8: Numerous features are extracted from the image and are passed through CNNI1 to extract
view-based features. These are then pooled across views and passed through CNN2 to obtain a compact

shape classifier.

4.3.2.2 Convolution in Shape Classification

Shape classification is a critical aspect of signal processing, particularly in fields such as computer
vision and pattern recognition. Convolution is harnessed for shape classification commonly by convolu-
tional neural networks (CNNs). CNNs are a type of deep learning architecture inspired by the human
visual system, where convolutional layers play a pivotal role.

In shape classification, a group of signals, often represented as images, is input into a CNN for
analysis. The convolutional layers of the network use convolution operations to detect and emphasize
specific features within the signals, effectively learning hierarchical representations of the input data. As
the signals pass through subsequent layers, more abstract and complex features are extracted.[84, [85]The
convolutional layers utilize learnable filters or kernels, small-sized matrices that slide over the input
signals to capture local patterns. These filters are responsible for identifying edges, textures, and other
discriminative features that contribute to shape classification. The output of the convolutional layers
is then fed into fully connected layers for final classification. Diagram [.§] shows the step-by-step
classification of images that happens in a CNN network.[86]] In the Diagram, we can see multiple CNN

neurons extracting features from the images. Then classification is done based on the extracted feature.

4.3.2.3 Advantages and Disadvantages of Convolution in Shape Classification

The advantages of using convolution are listed below [86), 87, 88]]:
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* Local Feature Extraction: Convolution enables the extraction of local features, allowing the
network to focus on specific aspects of the signals. This is crucial for capturing intricate details in

the shapes, contributing to accurate classification.

* Translation Invariance: The use of convolutional operations provides a degree of translation
invariance. This means that the network can recognize shapes regardless of their position within

the input signals, enhancing the robustness of the classification process.

* Parameter Sharing: Convolutional layers share parameters across the input signals, reducing the

number of trainable parameters and improving the efficiency of the learning process.

The disadvantage of convolution is that the computation is very high when using it for shape classifi-
cation. Our aim of doing the classification in the microcontroller will be hampered due to computational

constraints. So we need to explore other methods of signal classification.

4.3.2.4 Analysis of rate of change of signal

Taking the derivative of a signal plays a significant role in shape classification, and its analogy to the
second derivative of Taylor’s series provides insights into the curvature and fine-grained details of the

signal. Let’s explore how this process aids in shape classification:

» Rate of Change Information: The first derivative of a signal measures its rate of change at each
point. Peaks and troughs in the derivative correspond to significant changes in the original signal.
In shape classification, distinctive features of a shape are often associated with points where the

signal undergoes rapid changes. The first derivative identifies these crucial points in the signal.

» Edge Detection: Peaks and troughs in the first derivative can be indicative of edges or boundaries
in the signal. By identifying edges through the first derivative, the shape classification algorithm

can focus on critical regions, enhancing its ability to identify the shape of the signal.

» Feature Extraction: The derivative operation acts as a feature extraction mechanism. It transforms
the signal into a new representation that emphasizes aspects relevant to the shape classification
task. These extracted features can then be fed into a classification algorithm for more effective

pattern recognition.

Analysis of the Rate of Change of the signal is a very feasible analysis. It can easily be done on our

edge device. So let’s walk through our analysis methodology.
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4.3.3 Double Check Analysis Explained

We are aiming at a 2-step analysis. The problem with the analysis of experiment 1 is the following.

 If we are just looking at the peak value, it will be difficult to classify half reps. Half reps are the
repetitions that didn’t reach the extreme point of the movement. This is not exactly the wrong form.

Half reps usually happen when doing a rep with a heavy weight.

* Just identifying bad reps with its peak value, will neglect some bad repetition. By avoiding the
shape of the graph we neglect details of the movement and also other information like rep speed

and tempo.

To rectify these limitation, we propose a refined two-step analysis that delves deeper into the sensor
readings of each repetition. The initial check revolves around the peak value, acknowledging its
importance while recognizing the need for a more nuanced approach. To reduce the false negatives, the
peak value threshold is deliberately reduced in this first check.

The second check is introduced as a crucial step to provide a final verdict on the quality of each
repetition, classifying them as either good or bad. This second check serves as a double-check mechanism,
ensuring a more robust evaluation that incorporates the often-overlooked aspects of the exercise, such
as the shape of the graph, rep speed, and tempo. By incorporating these additional parameters into our
analysis, we aim to enhance the accuracy and feasibility of our classifier, offering a more comprehensive
understanding of the nuances associated with different repetitions. Diagram [4.9]shows the overall flow
of our analysis. In the diagram, the top section represents the first check- Peak value analysis, and the
bottom section represents the second check - Rate of Change analysis. The result of both these steps will

give our final verdict.

4.3.3.1 First check - peak value analysis

We passed our 6 sensor readings through a moving average filter. The moving average filter op-
erates by smoothing out fluctuations in data over a specified window of observations. At its core,
the moving average filter aids noise reduction and trend identification within time-series data. Dia-

gram [4.10|[4.11} [4.12] [4.13] [4.14] [4.15| shows the sensor reading when the user does rows with a good

form. The Diagram shows the readings before passing through a moving average filter. This reading

is from one subject and each colour in the subplot represents each set done by the subject. Diagram
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Figure 4.9: Block Diagram of the 2-step classification.

d.16| [4.17 [4.18] [4.19] [4.20] 21| shows the above sensor reading after passing through a moving average
filter. Diagram [4.22] [4.23| [4.24] [4.25] 4.26] [4.27| shows the sensor reading when the user does rows with a

bad form. The Diagram shows the readings before passing through a moving average filter. This reading
is from one subject and each colour in the subplot represents each set done by the subject. Diagram
4.28] [4.29] [4.30} [4.31] [4.32] [4.33] shows the above sensor reading after passing through a moving average

filter.

This step is exactly similar to the one done in experiment one. Further details about the moving

average filter can be found in that section.

The next step is clipping of each sensor reading. We aim to find the threshold of each sensor to get
individual verdicts from each sensor about the rep quality. In our last experiment, the threshold was
found by just taking sets of peak values for good and bad reps data. The mean of these values gave us
the threshold of the particular sensor data stream. This method can be optimised using the concept of
gradient descent. Our goal is to enhance threshold accuracy by maximizing true positives and minimizing

false positives. We perform a simple gradient descent on our threshold value with the loss function
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Figure 4.10: Readings from sensor 1 while doing rows with optimal form. Each colour represents

different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.

Figure 4.11: Readings from sensor 2 while doing rows with optimal form. Each colour represents

different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.
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Figure 4.12: Readings from sensor 3 while doing rows with optimal form. Each colour represents

different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.
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Figure 4.13: Readings from sensor 4 while doing rows with optimal form. Each colour represents
different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.
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Figure 4.14: Readings from s r 5 while doing rows with optimal form. Each colour represents
different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.

Figure 4.15: Readings from sensor 6 while doing rows with optimal form. Each colour represents
different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.
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Figure 4.16: Readings from sensor 1 while doing rows with optimal form after passing through a moving
average filter. Each colour represents different sets. The X-axis represents the timescale and the Y-axis

represents the analog sensor readings.

good rows sensor2
1200

1000

800 1

600

400 1" |

0 1000 2000 3000 4000 5000 6000

Figure 4.17: Readings from sensor 2 while doing rows with optimal form after passing through a moving
average filter. Each colour represents different sets. The X-axis represents the timescale and the Y-axis

represents the analog sensor readings.
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Figure 4.18: Readings from sensor 3 while doing rows with optimal form after passing through a moving

average filter. Each colour represents different sets. The X-axis represents the timescale and the Y-axis

represents the analog sensor readings.
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Figure 4.19: Readings from sensor 4 while doing rows with optimal form after passing through a moving

average filter. Each colour represents different sets. The X-axis represents the timescale and the Y-axis

represents the analog sensor readings.
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Figure 4.20: Readings from sensor 5 while doing rows with optimal form after passing through a moving
average filter. Each colour represents different sets. The X-axis represents the timescale and the Y-axis

represents the analog sensor readings.
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Figure 4.21: Readings from sensor 6 while doing rows with optimal form after passing through a moving
average filter. Each colour represents different sets. The X-axis represents the timescale and the Y-axis

represents the analog sensor readings.
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Figure 4.24: Readings from sensor 3 while doing rows with sub-optimal form. Each colour represents

different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.

Figure 4.25: Readings from sensor 4 while doing rows with sub-optimal form. Each colour represents

different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.

43



VR
M 't M

Figure 4.26: Readings from sensor 5 while doing rows with sub-optimal form. Each colour represents

different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.

Figure 4.27: Readings from sensor 6 while doing rows with sub-optimal form. Each colour represents

different sets. The X-axis represents the timescale and the Y-axis represents the analog sensor readings.
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Figure 4.28: Readings from sensor 1 while doing rows with sub-optimal form after passing through a
moving average filter. Each colour represents different sets. The X-axis represents the timescale and the

Y-axis represents the analog sensor readings.
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Figure 4.29: Readings from sensor 2 while doing rows with sub-optimal form after passing through a
moving average filter. Each colour represents different sets. The X-axis represents the timescale and the

Y-axis represents the analog sensor readings.

45



bad rows sensor3

1200 —

1000 —

Figure 4.30: Readings from sensor 3 while doing rows with sub-optimal form after passing through a
moving average filter. Each colour represents different sets. The X-axis represents the timescale and the

Y-axis represents the analog sensor readings.

bad rows sensor4
3500 —

A

f “

3000 [t \‘:‘
2500
2000
1500 ff
1000

500 ||

Figure 4.31: Readings from sensor 4 while doing rows with sub-optimal form after passing through a
moving average filter. Each colour represents different sets. The X-axis represents the timescale and the

Y-axis represents the analog sensor readings.
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Figure 4.32: Readings from sensor 5 while doing rows with sub-optimal form after passing through a
moving average filter. Each colour represents different sets. The X-axis represents the timescale and the

Y-axis represents the analog sensor readings.
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Figure 4.33: Readings from sensor 6 while doing rows with sub-optimal form after passing through a
moving average filter. Each colour represents different sets. The X-axis represents the timescale and the

Y-axis represents the analog sensor readings.
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as num(false positive) - num(true positive) for all periods of 0.2 seconds. By iteratively adjusting the
threshold value, our methodology aims to refine the accuracy of classification.

After thresholding, the five sensor data streams were combined into a single stream using the weighted
sum of the values. The weight coefficients of each sensor are calculated based on the accuracy of feedback
from each sensor. Sensors with a higher accuracy of prediction from the threshold are given higher
weight. This is the same approach we have used in experiment one. Further details about the weighted
sum can be found in previous sections.

The final step in the first check is to determine the threshold for our combined sensor stream. In the
previous experiment, this value was based on the two least weights, reflecting the requirement for at
least two of the five sensors to flag a repetition as bad. However, in the current experiment, designed
as a 2-step check, we introduce a reduction in the threshold. This will reduce the false negatives but
also reduce the accuracy. This reduction in accuracy is acceptable in light of the subsequent check that

ensures a comprehensive and nuanced assessment of repetition quality.

4.3.3.2 Second check - Rate of Change analysis

The second check in our comprehensive analysis is dedicated to Rate of Change (RoC) analysis,
refining the classification process initiated by the first check. The RoC analysis works best with a rep
detector. This is a system that identifies when a rep is completed. This detector is based on the value
when a user is standing normally. When a rep is detected, the smoothed rep reading is passed for the RoC
analysis. The reading is passed through a differentiator to get the Rate of Change readings. This RoC
readings encapsulates crucial information about the shape of the graph, contributing to a more nuanced
understanding of the repetition dynamics, as explained in the previous sections.

The differentiated data is then subjected to thresholding by each sensor, providing individual verdicts
on the RoC data. The process of determining the threshold is akin to our first check, involving the
calculation of the mean peak values for both good and bad reps. Subsequently, a gradient descent method
is applied to adjust the threshold value iteratively. Here also the loss function is taken as num(false
positive) - num(true positive) for all periods of 0.2 seconds. By iteratively adjusting the threshold
value, the accuracy of the classification improves. After thresholding, the five sensor data streams
were combined into a single stream using the weighted sum of the values. The weight coefficients are
determined based on the accuracy of feedback from each sensor, employing a methodology consistent

with our approach in the previous experiment. This weighted sum ensures that sensors with a higher
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prediction accuracy hold more influence in the final verdict, a technique proven effective in our prior
analysis. Next, we calculate the threshold for our combined sensor stream.

Now we have verdict from both the checks, the peak value check (D1) and the RoC check (D2). Both
these verdicts are combined to give the final verdict. This final verdict is a simple weighted sum of D1
and D2 and a threshold to give the final decision. The weights are calculated based on the decision. The
weight came out to be 0.67 for D2 and 0.33 for D1, which can be inferred as the accuracy of RoC analysis

was double the accuracy of peak value analysis.

4.3.4 Results and discussion of experiment 2

Now that the analysis is explained, in this section we will be discussing the results. The Tables
shows each rep of each set of each subject doing rows. This figure gives a clear view of the
accuracy of the output. The figure first shows how well the rep detection is working. Then the figure
compares how the accuracy has changed after adding the RoC analysis. Tables [4.6]4.7|4.8] shows similar
data for squats and Tables for deadlifts. Table shows all information about the
accuracy. It shows the True Positive, True Negative, False Positive, and, False Negative. The Table
shows all these details for analysis done without the RoC analysis and with it. It also shows the subject’s
accuracy information. Here S1, S2, S3 stands for subject 1, subject 2 and, subject 3. Table shows
similar data for squats and Table §.13|for deadlifts.
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Table 4.2: Rep-wise analysis for Rows. The table shows subject-wise decisions made by the rep detector

Set Repl Rep2 Rep3 Rep4 Rep5S Rep6 Rep7 Rep8 Rep9 ReplO
S1 Badl 1 1 1 1 1 1 1 1 1 1
S1Bad2 1 1 1 1 1 1 1 1 1 1
S2 Badl 1 1 1 1 1 1 1 1 1 1
S2Bad2 1 1 1 1 1 1 1 1 1 1
S3Badl O 1 1 1 1 1 1 1 1 1
S3Bad2 1 1 1 1 1 1 1 1 1 1
S1 Goodl 1 1 1 1 1 1 1 1 1 1
S1Good2 1 1 1 1 1 1 1 1 1 1
S2 Goodl 1 1 1 0 1 1 1 1 1 1
S2 Good2 1 1 1 1 1 1 1 1 1 1
S3 Goodl 1 1 1 1 1 1 1 1 1 1
S3 Good2 1 1 1 0 0 1 1 0 1 1
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Table 4.3: Rep-wise analysis for Rows. The table shows subject-wise decisions made by the peak

analyzer
Set Repl Rep2 Rep3 Rep4 Rep5S Rep6 Rep7 Rep8 Rep9 ReplO
S1 Badl 1 0 1 1 1 0 0 0 1 1
S1Bad2 O 0 0 0 1 0 0 0 0 0
S2 Badl 1 1 1 1 1 1 1 1 1 1
S2Bad2 1 1 1 1 1 1 1 1 1 1
S3 Badl 1 1 1 1 1 1 0 1 1 1
S3Bad2 O 1 1 1 1 1 1 1 1 1
S1 Goodl 1 0 0 0 0 0 0 0 0 0
S1 Good2 0 0 0 0 0 0 0 0 0 0
S2 Goodl 1 0 0 1 1 0 1 1 1 0
S2 Good2 O 1 1 1 1 1 1 1 1 0
S3 Goodl 1 0 1 1 0 0 0 1 1 0
S3 Good2 1 0 1 0 0 0 0 0 1 1
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Table 4.4: Rep-wise analysis for Rows. The table shows subject-wise decisions made by the RoC analyzer

Set Repl Rep2 Rep3 Rep4 Rep5S Rep6 Rep7 Rep8 Rep9 ReplO
S1 Badl 1 1 1 1 1 1 1 1 1 1
S1Bad2 1 1 1 1 1 1 1 1 1 1
S2 Badl 1 1 1 1 1 1 1 1 1 1
S2Bad2 O 1 1 1 1 1 1 1 1 1
S3 Badl 1 1 1 1 1 1 1 1 1 1
S3Bad2 1 1 1 1 1 1 1 1 1 1
S1 Goodl O 1 0 0 0 0 0 0 0 1
S1 Good2 0 0 0 0 0 0 0 0 0 0
S2 Goodl O 0 0 0 0 0 0 0 0 0
S2 Good2 0 0 0 0 0 0 0 0 0 0
S3 Goodl O 0 0 0 0 0 0 0 0 0
S3 Good2 0 0 0 0 0 0 0 0 0 0

Table 4.5: subject-wise result for Rowing

No RoC analysis | with RoC analysis

No Roc | With RoC | S1 | S2 S3 S1 |82 S3

True Positive 45 59 7 120 18 20 | 19 20

True Negative 36 58 19| 6 11 18 | 20 20
False Positive 24 2 1 |14 9 210 0
False Negative 15 1 130 2 0 1 0
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Table 4.6: Rep-wise analysis for Squats. The table shows subject-wise decisions made by the rep detector

Set Repl Rep2 Rep3 Rep4 Rep5S Rep6 Rep7 Rep8 Rep9 ReplO
S1 Badl 1 1 1 1 1 1 1 1 1 1
S1Bad2 1 1 1 1 1 1 1 1 1 1
S2 Badl 1 1 1 1 1 1 1 1 1 1
S2Bad2 1 1 1 1 1 1 1 1 1 1
S3 Badl 1 1 1 1 1 1 1 1 1 1
S3Bad2 1 1 0 0 1 1 1 1 1 1
S1 Goodl 1 1 1 1 1 1 1 1 1 1
S1Good2 1 1 1 0 1 1 1 1 0 1
S2 Goodl O 1 1 0 1 1 1 1 1 1
S2 Good2 1 1 1 1 1 1 1 1 1 1
S3 Goodl 1 1 1 1 1 1 1 1 1 1
S3 Good2 1 1 0 1 0 1 1 1 1 1
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Table 4.7: Rep-wise analysis for Squats. The table shows subject-wise decisions made by the peak

analyzer
Set Repl Rep2 Rep3 Rep4 Rep5S Rep6 Rep7 Rep8 Rep9 ReplO
SI1Badl O 1 1 1 1 1 1 1 1 1
S1Bad2 1 1 1 1 1 1 1 1 1 1
S2Badl O 1 0 1 1 1 1 1 1 1
S2Bad2 1 1 1 1 1 1 1 1 1 0
S3 Badl 1 1 1 1 1 1 1 1 1 1
S3Bad2 1 1 0 1 1 1 1 1 1 1
S1 Goodl O 0 0 0 0 1 1 0 0 0
S1 Good2 0 0 0 1 0 0 0 0 1 0
S2 Goodl O 0 0 0 0 0 0 0 0 0
S2 Good2 O 0 0 0 0 0 0 0 0 0
S3 Goodl 0 0 0 0 0 0 0 0 0 0
S3 Good2 0 0 0 0 1 0 0 0 0 0
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Table 4.8: Rep-wise analysis for Squats. The table shows subject-wise decisions made by the RoC

analyzer
Set Repl Rep2 Rep3 Rep4 Rep5S Rep6 Rep7 Rep8 Rep9 ReplO
S1 Badl 1 1 1 1 1 1 1 1 1 1
S1Bad2 1 1 1 1 1 1 1 1 1 1
S2 Badl 1 1 1 1 1 1 1 1 1 1
S2 Bad2 1 1 1 1 1 1 1 1 1 1
S3 Badl 1 1 1 1 1 1 1 1 1 1
S3Bad2 1 1 1 1 1 1 1 1 1 1
S1 Goodl 0 0 0 0 0 0 0 0 0 0
S1 Good2 0 0 0 0 0 0 0 0 0 0
S2 Goodl 0 0 0 0 0 0 0 0 0 0
S2 Good2 0 0 0 0 0 0 0 0 0 0
S3 Goodl 0 0 1 0 0 0 0 0 0 0
S3 Good2 0 0 0 1 0 0 0 0 0 0
Table 4.9: subject-wise result for Squats
No RoC analysis | with RoC analysis

No Roc | With RoC | S1 | S2 S3 S1| 82 S3

True Positive 55 60 19 | 17 19 20 | 20 20

True Negative 55 58 16 | 20 19 20 | 20 20

False Positive 5 2 410 1 010 2

False Negative 5 0 1 3 1 0] 0 0
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Table 4.10: Rep-wise analysis for Deadlifts. The table shows subject-wise decisions made by the rep

detector
Set Repl Rep2 Rep3 Rep4 Rep5S Rep6 Rep7 Rep8 Rep9 ReplO
S1 Badl 1 1 1 1 1 1 1 1 1 1
S1Bad2 1 1 1 1 1 1 1 1 1 1
S2 Badl 1 1 1 1 1 1 1 1 1 1
S2Bad2 1 1 1 1 1 1 1 1 1 1
S3 Badl 1 0 1 1 1 1 1 1 1 1
S3 Bad2 1 1 0 1 1 1 1 1 1 1
S3Bad3 O 0 1 1 1 1 1 1 1 1
S1 Goodl 1 1 1 1 1 1 1 1 1 1
S1 Good2 1 1 0 1 1 1 1 1 1 1
S2 Goodl O 1 1 1 1 1 1 1 1 1
S2 Good2 1 1 1 1 1 1 1 1 1 1
S3 Goodl 1 1 1 1 1 1 1 1 1 1
S3 Good2 1 1 1 1 1 1 1 1 1 1
S3 Good3 O 1 1 1 1 1 1 1 1 1
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Table 4.11: Rep-wise analysis for Deadlifts. The table shows subject-wise decisions made by the peak

analyser
Set Repl Rep2 Rep3 Rep4 Rep5S Rep6 Rep7 Rep8 Rep9 ReplO
S1 Badl 1 1 1 1 1 1 1 1 1 1
S1Bad2 1 1 1 1 1 1 1 1 1 1
S2 Badl 1 1 1 1 1 1 1 1 1 1
S2Bad2 1 1 1 1 1 1 1 1 1 1
S3 Badl 1 1 1 1 1 1 1 1 1 1
S3 Bad2 1 1 1 1 1 1 1 1 1 1
S3 Bad3 1 1 1 1 1 1 1 1 1 1
S1 Goodl O 1 0 0 1 0 0 0 0 0
S1 Good2 0 1 0 1 0 0 0 0 0 0
S2 Goodl O 0 1 0 0 1 1 0 0 0
S2 Good2 O 0 1 0 0 0 0 1 0 0
S3 Goodl 1 0 0 1 0 1 0 0 0 0
S3 Good2 1 0 0 1 0 1 0 1 0 0
S3 Good3 O 0 1 1 0 0 0 0 0 0
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Table 4.12: Rep-wise analysis for Deadlifts. The table shows subject-wise decisions made by the RoC

analyzer
Set Repl Rep2 Rep3 Rep4 RepS Rep6 Rep7 Rep8 Rep9 ReplO
S1 Badl 1 1 1 1 1 1 1 1 1 1
S1Bad2 1 1 1 1 1 1 1 1 1 1
S2 Badl 1 1 1 1 1 1 1 1 1 1
S2Bad2 1 1 1 1 1 1 1 1 1 1
S3 Badl 1 1 1 1 1 1 1 1 1 1
S3 Bad2 1 1 1 1 1 1 1 1 1 1
S3 Bad3 1 1 1 1 1 1 1 1 1 1
S1 Goodl 0 0 0 0 0 0 1 0 0 0
S1Good2 0 0 0 0 1 0 0 0 0 0
S2 Goodl 0 1 0 0 0 1 0 0 0 0
S2 Good2 0 0 1 0 0 0 0 0 0 1
S3 Goodl 0 0 0 0 0 1 0 0 0 0
S3 Good2 0 0 0 0 0 0 1 0 0 0
S3 Good3 0 0 1 1 0 0 0 0 0 0
Table 4.13: subject-wise result for Deadlift
No RoC analysis | with RoC analysis

No Roc | With RoC | S1 | S2 S3 S1 |82 S3

True Positive 70 70 20 | 20 30 20 | 20 30

True Negative 52 60 16 | 15 21 18 | 17 26

False Positive 18 10 415 9 2 |3 4

False Negative 0 0 0] 0 0 010 0
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Chapter 5

Conclusion

As a part of this dissertation, we presented the design and fabrication of a Wearable Pressure Sensor
Suit for Real-Time Detection of Incorrect Exercise Techniques using a piezoresistive material, velostat, as
the pressure-sensing element. The first experiment was done on deadlifts with classification done based
on the peak value analysis. The experiment gave an accuracy of 100% in identifying good reps and a 90%
accuracy in distinguishing bad reps. We quickly realized that person-to-person is not something scalable.
So we tested on 2 other subjects using the first subject’s calibration. The result was very positive, with an
accuracy of 95%.

We did our next experiment with 3 exercises - deadlift, squat, and rows. We used a 2-step classification
process to improve the quality of the result. The first step is the peak-value classification, and the next
step is a "Rate of Change’ analysis. This analysis will help us incorporate information about the shape of
the sensor readings. This will not just improve our accuracy but it will reduce the need for person-wise
calibration further. The accuracy of the analysis for squats is 98%, the accuracy for deadlifts is 96%, and,

the accuracy for rows is 96%.

5.0.1 Future Works

Presently, the suit’s verdict system primarily relies on monitoring the posture of the back muscles.
However, to augment its utility and provide a more comprehensive assessment, we plan to extend its
capabilities to include verdicts based on other critical muscle groups such as the chest, shoulders, glutes,
and more. By incorporating multi-dimensional feedback from various muscle groups, the suit will offer a
more holistic evaluation of an individual’s exercise form, thereby enhancing its effectiveness as a tool for

optimizing workouts and preventing injuries.
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A pivotal future milestone in the evolution of the suit is its integration with a dedicated mobile
application. This innovative feature will facilitate seamless connectivity between the suit and the user’s
smartphone or tablet, enabling real-time data transmission and analysis. By leveraging the power of
mobile technology, users will gain access to a wealth of features including logging and tracking of
their workout progress, personalized recommendations for improvement, and even real-time alerts for
improper form during exercises. This wireless connection not only enhances user convenience but also
promotes accountability and motivation in achieving fitness goals.

In addition to its current focus on specific exercises such as deadlifts, squats, and rows, our vision for
the suit encompasses broader functionality that extends to tracking a diverse range of exercises. Whether
it’s cardiovascular activities like running and cycling, or resistance training exercises targeting different
muscle groups, the suit will be equipped with the capability to accurately monitor and assess form across
various workout routines. This versatility ensures that users can benefit from the suit’s feedback and
guidance across their entire fitness regimen, promoting consistency and effectiveness in achieving their

fitness objectives.

60



Chapter 6

Related Publications

¢ I. Kuriakose, S. Chauhan, A. Fatema and A. M. Hussain, ”Wearable Pressure Sensor Suit for
Real-Time Detection of Incorrect Exercise Techniques,” 2022 IEEE Sensors, Dallas, TX, USA,
2022.

* A. Fatema, I. Kuriakose, R. Gupta and A. M. Hussain, ”Analysis of Interpolation Techniques for a
Flexible Sensor Mat for Plantar Pressure Measurement,” 2023 IEEE Applied Sensing Conference
(APSCON), Bengaluru, India, 2023.

* A. Fatema, I. Kuriakose, D. Devendra and A. M. Hussain, “Investigation of the Mechanical
Reliability of a Velostat-based Flexible Pressure Sensor,” 2022 IEEE International Conference on
Flexible and Printable Sensors and Systems (FLEPS), Vienna, Austria, 2022, pp. 1-4.

Other Publications

* Datta Gupta, M., Mishra, R.B., Kuriakose, I. and Hussain, A.M., 2022. “Determination of
thermal and mechanical properties of SU-8 using electrothermal actuators.” MRS Advances, 7(28),

pp.591-595.

¢ S. Chauhan, A. Fatema, I. Kuriakose and A. M. Hussain, "Efficient Calibration of Velostat-Based
Flexible Pressure Sensor Matrix,” 2023 IEEE International Conference on Flexible and Printable

Sensors and Systems (FLEPS), Boston, MA, USA, 2023, pp. 1-4.

61



20

21

22

23

24

25

26

27

28

29

30

Appendix A

Codes

A.0.1 Arduino code to extract the sensor reading

const int sensorl = 34;
const int sensor2 = 35;
const int sensor3 = 32;
const int sensor4 = 33;
const int sensor5 = 25;
const int sensor6 = 26;
const int sensor7 = 27;

int right_top = 0;
int left_bottom = 0;
int left_top = 0;
int left_middle = 0;
int centre = 0;
int right_middle
int right_bottom = 0;

Il
o
~

void setup () {
Serial .begin (115200) ;
delay (1000) ;

void loop () {
left_bottom = analogRead (sensorl);//left bottom
right_top = analogRead(sensor2); // right top
right_bottom = analogRead (sensor3);//right bottom
right_middle = analogRead (sensord);//right middle
centre = analogRead (sensorb) ;
left_middle = analogRead (sensor6);//left middle
left_top = analogRead (sensor7);//left top
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31

32

33

34

35

36

37

38

39

40

41

Serial

Serial

Serial.

Serial
Serial
Serial
Serial

Serial

delay (10);

.print (right_top);Serial.print (", ");
.print (left_top);Serial.print (", ");

.print (left_middle) ; Serial.print (", ");
.print (right_bottom) ; Serial.print (", ");

(
(
(
(
(
(

.print (left_bottom); Serial.print (",");
.print (centre); Serial.print (", ");

.println () ;

right_middle);Serial.print(",");

A.0.2 Python code to load the Arduino output to a text file

import tkinter

import serial

import numpy as np; np.random.seed(0)
import matplotlib.pyplot as plt
import datetime

ser = serial.Serial('COM5', 9600)
top = tkinter.Tk()
top.geometry ("200x200")

last_received = "'

buffer_string = "'

def read_sensor():
global last_received
global buffer_string
buffer_string = buffer string + ser.read(ser.inWaiting()) .decode('ascii')
if '\n' in buffer_string:
lines = buffer_string.split('\n"')
last_received = lines[-2]

buffer_string = lines[-1]

if last_received != "':
X1l= last_received[:-2]
arr2 = Xl.split(",")
arr=[]
for i in arr2:

arr.append(float (i))

reading_string = "\n"
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reading_stringt+=str (datetime.datetime.now())

reading_string+=",6"

reading_stringt=str(arr[0])

reading_string+=","

reading_stringt=str(arr([1l])

reading_string+=","

reading_stringt=str(arr([2])

reading_string+=","

reading_stringt=str(arr([3])

reading_string+=","

reading_stringt=str (arr([4])

reading_string+=","

reading_string+=str (arr[5])

filel = open("ivin-recalib-gooddeadlift2.txt",

filel.write (reading_string)

filel.close ()

def loop (toggle=False) :
global tracking_var
if toggle:
if tracking_var:
tracking var =
else:

tracking_var =

if tracking var:
read_sensor ()
top.after (10, loop)
else:
plt.close ()

tracking var = False

False

True

B = tkinter.Button (top, text ="Go!",

B.pack ()
top.eval ('tk::PlaceWindow
top.mainloop ()

ser.close ()

center')

command=lambda :

nau)

loop (True) )
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