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Abstract

Think of a situation where you put yourself in the shoes of a visually impaired person who wants
to buy an item from a store or a person who is sitting in their house and watching the news on the
television and wants to know about the content of the news being broadcast. Motivated by many more
such situations where creating systems capable of understanding and reasoning over textual content in
the videos, in this thesis, we tackle the novel problem of text-based video question answering.

Vision and Language are broadly regarded as cornerstones of intelligence. Though each of these
has different aims – language has the purpose of communication, and transmission of information, and
vision has the purpose of constructing mental representations of the scene around us to navigate and
interact with objects. When we study both of these fields jointly, it can result in applications, tasks,
and methods that, when combined go beyond the scope compared to when they are used individually.
This inter-dependency is being studied as a newly emerging area of a study named “multi-modal under-
standing”. Many tasks such as image captioning, visual question answering, video question answering,
text-video retrieval, and more fall under the category of multi-modal understanding and reasoning tasks.
To have a system that can reason over both text-based information and temporal-based information,
we propose a new task. The first portion of this thesis focuses on the formulation of the text-based
VideoQA task, by first analyzing the current datasets and works and thereby arriving at the need for
text-based VideoQA. To this end, we propose the NewsVideoQA dataset where the question-answer
pairs are framed on the text present in the news videos. As this is a new task proposed, we experi-
ment with existing methods such as text-only models, single-image scene text-based models, and video
question-answering models. As these baseline methods were not originally designed for the task of
video question-answering using text in the videos, the need for a video question-answering model that
can take the text in the videos into account to obtain answers became the need. To this end, we repur-
pose the existing VideoQA model to incorporate OCR tokens namely – OCR-aware SINGULARITY, a
video question-answering framework that learns joint representations of videos and OCR tokens at the
pretraining stage and also uses the OCR tokens at the finetuning stage.

In this second portion of the thesis, we look into the M4-ViteVQA dataset which aims to solve the
same task of text-based video question-answering but the videos belong to multiple categories such
as shopping, traveling, vlogging, gaming, and so on. We perform a data exploratory analysis where
we analyze both NewsVideoQA and M4-ViteVQA on several aspects that look for limitations in these
datasets. Through the data exploratory experiment, we show that most of the questions in both datasets
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have questions that can be answered just by reading the text present in the videos. We also observe
that most of the questions can be answered using a single to few frames in the videos. We perform
an exhaustive analysis on a text-only model: BERT-QA which obtains comparable results to the multi-
modal methods. We also perform cross-domain experiments to check if training followed by finetuning
on two different categories of videos helps the target dataset. In the end, we also provide some insights
into creating a dataset and how certain types of annotations can help the community come up with better
datasets in the future.

We hope this work motivates future research on text-based video question-answering in multiple
video categories. Furthermore, the pretraining strategies and combined representation learning from
these videos and the multiple modalities that videos provide us will help create scalable systems and
drive future research towards better datasets and creative solutions.
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Chapter 1

Introduction

Being fortunate by having vision and working on the problems related to computer vision and multi-
modal reasoning has motivated us to assist people who are visually impaired. These applications may
range from overcoming their daily visual challenges to performing everyday tasks to being able to enjoy
most of the facilities, which are not just for non-physically challenged people. Researchers have come
up with many tools that empower people to snap a picture of an object and recognize what it is as well
as where it can be purchased. Videos are multi-modal by nature, i.e., they are made up of visual, audio,
and textual elements that make them information-rich.

To enrich this multi-modal approach to solving problems, researchers have introduced many tasks
such as Image Captioning – where the task is to transcribe an image into natural language by describing
what is in the image and Visual Question Answering (VQA) – where the task is to obtain an answer
given an image and a question about the image, furthermore extended to videos i.e. Video Question
Answering (VideoQA) – where the question about the entire video is asked and the task is to obtain
the answer by having reasoning over multiple frames. To extend the usage of multi-modal content in
the scene, two groups, [46] and [4], pointed out that VQA models fail catastrophically on questions
requiring reading. Specifically, the VizWiz study [13] found that up to 21% of these questions involve
reading and reasoning about the text captured in the images of a user’s surroundings such as - ‘What
temperature is my overset to?’, ‘What denomination is this bill?’. Considering these questions, the
models need to learn aspects such as: detecting the text, jointly reasoning about the detected text and
the visual content, and deciding what is the appropriate answer to the question. Not to forget to mention
that these were the questions [13] that were asked by visually impaired users for their assistance.

The reasoning processes required to tackle these challenges are not trivial to incorporate into a model.
Taking into account the temporal dimension of an unfolding event requires reasoning over the evolution
of certain actions, retrieving information from a specific time in the sequence, or a combination of the
two. At the same time, recognizing the fact that the world around us is littered with textual information
that often carries important semantics necessary to interpret the scene has spawned a new direction
in VQA. Introducing the scene text modality in the process requires incorporating error-prone reading
systems and connecting scene text semantics and literal transcriptions with the answer space.
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Figure 1.1 Comparison of tasks in VQA space. We address the task of text-based Video Question
Answering, incorporating VideoText (VideoText is the textual content embedded in the videos) infor-
mation (bottom right). We propose a new dataset of News Videos along with QA annotations grounded
on video text and explore VQA models that jointly reason over temporal and text-based information.

In this work, we attempt for the first time to join these two lines of research and introduce the Video-
Text (VideoText is the textual content embedded in the videos) modality into Video Visual Question
Answering. Various attempts to apply VQA to the video setting have been proposed [12, 26, 48, 58, 65].
Such VideoQA methods have put forward datasets and methods focusing on recognizing actions, emo-
tions, activities, and reasoning over temporal, causal correspondences and knowledge graphs. However,
they fall short in reasoning over the text appearing in the videos. Scene Text VQA [4, 46], on the other
hand, focuses on methods that allow VQA systems to incorporate scene text in the reasoning process.
On one hand, this entails extracting semantics from noisy textual input, and on the other hand, it re-
quires dynamically expanding the answer space to incorporate new answer tokens afforded by the scene
text [4,33,35,46,50]. Nevertheless, all scene text VQA methods are limited to processing a single image
and cannot be readily extended to a multi-frame video input.

In the first part of this work, we attempt to combine multi-frame-based, VideoQA architectures with
the scene text modality. To explore this novel research direction, we define a new task and associated
dataset: NewsVideoQA. Motivated by the prominent function of scene text in news video snippets,
and the complementary information it carries to the visual modality, we consider that Visual Question
Answering over News Videos is an adequate task to advance in models that jointly reason over temporal
and scene-text-based information. Since the proposed problem deals with answering questions based on
reading text present in the videos, we start by building the dataset needed. We do this by first defining
the task mathematically and explaining the major components of the ideal system for this setup. We also
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present multiple baselines that are used as question-answering methods for related tasks in other areas,
such as natural language processing, and also single frame-based VQA methods, and VideoQA models.
We also repurpose the original VideoQA model to incorporate OCR tokens to process them along with
the visual and question features.

In the second part of this work, we attempt to explore multiple other datasets, such as M4-ViteVQA,
for the task of text-based video question-answering. This dataset contains videos from multiple cate-
gories, such as shopping, vlogging, traveling, and so on. We perform data exploratory analysis which is
aimed to check for the distributions and different types of question-answer pairs in both NewsVideoQA
and M4-ViteVQA datasets. The analysis aims to look into the type of question-answer that occurs the
most in the datasets. This experiment allows us to gain a deeper understanding of the dataset by identi-
fying the common structure in question-answer pairs and their distribution. It also helps to design and
evaluate different methods. By analyzing question-answer types, we also aim to reveal potential bias
in the dataset that can be improved in the later stages of creating bigger datasets. We later perform an
exhaustive analysis of the text-only model BERT-QA model and its different variants. By doing so, we
show that the current datasets lack in true multi-modal nature of the task setup. Towards the end, we
present some possible directions that might lead to building better datasets that are truly multi-modal in
nature.

1.0.1 Contributions

As mentioned in the previous sections, this thesis deals with video question-answering based on text
present in videos. To this end, the following are our core contributions:

1. We introduce a new task of text-based Video Question Answering, in which models must have
the ability to read and reason about the text in the videos (multi-frame input) to answer questions.

2. In the first work, We propose a new dataset: NewsVideoQA to explore the proposed task. This
dataset comprises questions defined over the textual content in news videos and requires models
to read and reason over it to obtain an answer.

3. We evaluate various baselines on the NewsVideoQA dataset. These baselines include simple
heuristic methods, like text-only (machine comprehension) models, Scene-text VQA models, and
VideoQA models. We also repurpose a video question-answering model to incorporate OCR
tokens for the proposed task.

4. In the second work, we empirically show that current text-based VideoQA datasets have certain
limitations, such as reasoning over only textual information and information from a single frame
to obtain the answer to the question. We then provide insights on how to construct better datasets
to make the task more realistic. We show that a simple repurposed text-only model like BERT-
QA can achieve SOTA performance on both NewsVideoQA and M4-ViteVQA datasets. Along
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with the NewsVideoQA dataset, we experiment with another text-based video question-answering
dataset, M4-ViteVQA.

5. We provide possible guidelines that might lead to better formulation and data collection in the
future that can boost the true nature of text-based video question-answering tasks.
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1.1 Organization of the Thesis

The rest of the thesis is organized as follows:

1. In Chapter 2, we summarise existing works on VQA, Scene-text VQA, and Video Question An-
swering for both methods and datasets.

2. In Chapter 3, we shed light on the need for the newly proposed task of text-based Video Question
Answering. We propose the NewsVideoQA dataset, its collection process, statistics, and data
analysis, and repurpose different baselines to cater to NewsVideoQA.

3. In Chapter 4, we explore another dataset: M4-ViteVQA. We revisit NewsVideoQA and M4-
ViteVQA and check for their limitations. We repurpose a text-only model that achieves almost the
same performance and is better in most cases when compared to multi-modal methods, showcas-
ing the limitations and bias in the current datasets. We also experiment on recent vision-langauge
models like LLaVA and Gemini on these two datasets. We further detail some related works that
explain the bias in the dataset and provide new guidelines that might help researchers come up
with better datasets in the future.
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Chapter 2

A Review: Utilizing of Text present in the Scene, Video Question

Answering and Beyond

In this chapter, we first have a look at existing works on visual question answering, followed by
works of text-based visual question answering and later works on video question answering. We discuss
their shortcomings and provide the motivation for the need of the proposed task.

Figure 2.1 Timeline of VQA and VideoQA works. We present a timeline (does not contain all VQA
works) of Visual Question Answering and major milestones over a couple of years.

2.1 Visual Question Answering

Visual Question Answering is a task of generating natural language answers when a question in nat-
ural language is asked related to an image. In recent years, many datasets, methods, and metrics have
been proposed to enrich the research in this field of multi-modal learning. Researchers have looked into
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different aspects of VQA, ranging from simple image question-answering, commonsense-based VQA,
external-knowledge-based VQA, and scene-text-based VQA. Each of these different types brings in new
contributions to the field and important applications which in turn help our society. Realizing the impor-
tance of scene-text understanding, Biten et al. [4] and Singh et al. [46] introduced two datasets on VQA
on scene text. Specifically, text-based visual question-answering systems focus on scene text present in
the images and reason over both textual and visual information in the scene to obtain answers. Another
natural application of computer vision is to assist blind people, whether that may be to overcome their
daily visual challenges or to break down their social accessibility barriers. In order for any research
community to progress, it should begin with large-scale publicly-shared datasets that might help in the
task of VQA for the visually impaired [13].

Methods. One of the first architectures in VQA was a method proposed in [2]. In this architecture,
the image embedding is done using VGGNet [44] and question embeddings using LSTM. MLP was used
to obtain the answer. Furthermore, a number of attention-based models [43] were proposed. These meth-
ods were based on generating spatial maps to highlight image regions that are relevant to answering the
question. After the usage of transformers in the language domain, it was natural that multi-modal tasks
like image captioning, VQA, and VideoQA also used transformer-based architectures. With the notable
advancements in pretraining, vision and language community started building models that used vision-
and-language pretraining (VLP) [47]. These VLP tasks typically adopt image-text matching (ITM) and
masked language modeling (MLM) objectives on images and their corresponding captions during pre-
training and then finetuned on downstream tasks such as VQA. Initial models such as LXMERT [47],
UNITER [6], OSCAR [29] employed object detectors like Faster R-CNN [41] and YOLO [40] which
were pretrained on the visual genome dataset [22].

2.2 Text-based Visual Question Answering

As we know traditionally VQA works in the literature focus on the visual content, and ironically fall
short in answering the questions that require reading the text in the image. Knowing the importance
of text in the images for answering visual questions, researchers have started focusing on text-based
VQA [4, 33, 35, 46, 50]

2.2.1 Scene-text VQA

Two popular benchmarks for English scene text VQA are STVQA and TextVQA. These two datasets
were introduced in parallel in 2019 and were quickly followed by more research on Multi-modal graph
neural networks for joint reasoning on vision and scene text [11], Knowledge-Aware Visual Question
Answering (KVQA) [42], and works on bilingual scene-text visual question answering [56].

ST-VQA is a dataset that contains a series of tasks of increasing difficulty for which reading the scene
text in the context provided by visual information is necessary to reason and generate an appropriate

7



Table 2.1 Statistics of ST-VQA dataset. This table shows the number of images and questions from
each dataset present in the ST-VQA [4] dataset.

Original Dataset Images Questions

Coco-text 7,520 10,854
Visual Genome 8,490 11,195
VizWiz 835 1,303
ICDAR 1,088 1,423
ImageNet 3,680 5,165
IIIT-STR 1,425 1,890

Total 23,038 31,791

answer. This dataset contains 31,791 questions over 23,038 images collected from different public
datasets namely: ICDAR 2013 [19], ICDAR 2015 [18], ImageNet [8], VizWiz [13], IIIT Scene Text
Retrieval [34], Visual Genome [22], COCO-Text [55]. Table. 2.1 shows the statistics of the number of
images and questions obtained per dataset. There are 19,027 images - 26,308 questions for training and
2,993 images - 4,163 questions for testing. The dataset contains three tasks of increasing difficulty that
stimulate different degrees of availability of contextual information.

The TextVQA dataset has 45,336 questions over 28,000+ images sampled from specific categories
of OpemImages dataset [20], that are expected to contain text. It uses the Open Images v3 dataset [20]
as the source. It uses several categories in Open Images that fit the criterion which requires images
containing text such as billboards, traffic signs, whiteboards, etc. Both these datasets consider the text
present in real scenes to answer questions.

Methods. Along with the TextVQA dataset, Singh et. al. [46] introduced an approach: Look, Read,
Reason & Answer (LoRRA). This model incorporates the regions (bounding boxes) in the image
containing text as entities to attend to (in addition to object proposals). It is important to consider the
fact that ST-VQA is a dataset that comprises images from other datasets specific to scene text, unlike
TextVQA where the questions don’t need to require scene text understanding. This means that the subset
of questions in the ST-VQA dataset is larger when compared to the TextVQA dataset.

In the previous methods like LoRRA, the models were trained for the classification task to predict
answers. The vocabulary used to train such methods restricts them from generating answers in an open-
ended setting. These methods rely on the distribution of answers present in the training set which might
not always be the ideal case, as the answers are scene text present in the image in most cases. Hu et. al.
[16] proposes M4C that uses a multi-modal transformer-based model for STVQA and TextVQA. Unlike
LoRRA, this model can generate answers of any length by combining tokens from a fixed vocabulary or
the scene text tokens found in the image. In [63], Yang et al. introduce a text-aware pre-training (TAP)
for TextVQA and Text-Caption tasks. TAP is designed to follow text-aware pre-training tasks to better
fuse scene text (including both scene text words and their visual regions detected by OCR) with the text
words (question tokens) and visual objects. The scene-text language includes two scene-text language
pretraining tasks based on masked language modeling (MLM) and image-text (contrastive) matching
(ITM) tasks. Specifically for MLM on the extended text input w with a probability of 15% random
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Figure 2.2 Text-based VQA Dataset examples. Examples from different Text-based VQA datasets
such as TextVQA [46], ST-VQA [4], DocVQA [33] and many others.
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tokens are masked. For ITM, words from one image are polluted 50% of the time by replacing a text
subsequence with a randomly selected one from another image.

2.2.2 Document VQA

Research in Document Analysis and Recognition has traditionally focused on information extraction
tasks. Yet recently there have been works that look into document understanding through a Visual
Question Answering perspective.

2.2.2.1 DocVQA

Mathew et al. [33] introduced Document Visual Question Answering (DocVQA) as a high-level task
driving DAR algorithms to conditionally interpret document images. In Fig. 2.2, we show an example
from the DocVQA dataset. DocVQA is a large-scale dataset of 12,767 document images of varied types
and content, over which there are 50,000 question-answer pairs. The questions defined are categorized
based on their reasoning requirements. The data is split randomly in an 80:10:10 ratio to train, vali-
dation, and test splits. The train split has 39,463 questions and 10,194 images, the validation split has
5,349 questions and 1,286 images and the test split has 5,188 questions and 1,287 images. A challenge
[DocVQA challenge](https://www.docvqa.org/) on the same dataset was introduced to encourage more
researchers to explore this new area. There are nearly 70+ submissions in the challenge, presenting mul-
tiple methods to solve this important task. The methods are ranked based on Accuracy score and ANLS
(average Levenshtein distance). The majority of the questions in this dataset focus on information in
tables, forms, and paragraphs among others.

2.2.2.2 Infographic VQA

InfographicsVQA [32] extended the task of DocVQA to infographic images. As infographics com-
municate information using a combination of textual, graphical, and visual elements, it becomes an
important problem to build systems that can jointly reason over elements such as document layout, tex-
tual content, and, graphical elements. With more visually rich elements and answers that can be either
extractive from a set of multiple text spans in the images, a multiple choice given in the question, or the
result of a discrete operation resulting in a numerical non-extractive answer. Mathew et al. propose a
dataset InfographicVQA that contains a diverse collection of infographics and question-answer annota-
tions. It contains 30,035 questions over 5,484 images. The dataset contains four types of answer-source:
image-span, question-span, multi-span, and non-extractive.

2.2.2.3 Others

DocCVQA [50] was a step towards better understanding document collections which was beyond
just word spotting. The objective of DocCVQA was to extract information from a document image
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collection by asking questions and expecting the methods to provide the answers. The dataset comprises
14,362 document images sourced from the Open Data portal. DocCVQA dataset has a setup of retrieval-
answering tasks.

Landeghem et al. [23] propose a challenge that seeks to benchmark progress in understanding visu-
ally rich documents (VRDs). It presents a new dataset (DUDE) that contains novelties in terms of types
of questions, answers, and document layouts based on multi-industry, multi-domain, and multi-page
VRDs from various origins and dates. The variability of the dataset is such that, it motivates models that
can answer natural yet highly diverse questions (e.g. regarding document elements, their properties, and
compositions) for any VRD (e.g. drawn from potentially unseen distributions of layouts, domains, and
types).

”Document Visual Question Answering” (DocVQA) challenge in ICDAR 2023 [38], presented a
task on understanding business documents as a crucial step towards making an important financial deci-
sion. The competition was designed to find answers to the questions with minimal human supervision.
Some problem-specific challenges included accurate understanding of the questions/queries, figuring
out cross-document questions and answers, the automatic building of domain-specific ontology, accu-
rate syntactic parsing, calculating aggregates for complex queries, and so on.

Tito et el. [51] proposes a new multi-modal hierarchical method Hi-VT5, that overcomes the limi-
tations of current methods to process long multipage documents. Hi-VT5 is a multi-modal hierarchical
encoder-decoder transformer built on top of T5. It is capable of naturally processing multiple pages by
extending the input sequence length to up to 20,480 tokens without increasing the model’s complexity.
The encoder processes separately each page of the document, providing a summary of the most rele-
vant information conveyed by the page conditioned on the question. This information is encoded in
multiple special tokens [PAGE] tokens, which were inspired by the [CLS] token of the BERT model.
Subsequently, the decoder generates the final answer by taking as input the concatenation of all these
summary [PAGE] tokens for all pages. Furthermore, the model includes an additional head to predict
the index of the page where the answer has been found.

2.3 Video Question Answering

One of the early attempts at VideoQA is a retrieval-based approach for factoid QA proposed by Yang
et al. [62]. Their system relies on speech transcripts and external knowledge to answer the questions.
One or more sentences from the transcript are returned as the output of the QA system, and the output is
considered correct if the target answer is contained within the retrieved sentences. For QA evaluation,
they used a private dataset containing only 40 QA pairs. Contrary to this work, our NewsVideoQA
focuses particularly on the text appearing in the news videos and is defined over a much larger dataset.

More recent works in VideoQA [26, 48, 59, 65] require models to reason about the events taking
place in videos, but disregard any textual information in the videos. Tapaswi et al. [48] introduced a
dataset that aims to study story comprehension using video and subtitles. Zhou et al. [65] introduced
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a large-scale VideoQA dataset that consists of videos of different activities. A method that gradually
refines attention over the appearance and motion features is proposed in [59], along with an automat-
ically generated dataset for VideoQA using subtitles. Yang et al. [61] and Maharaj et al. [31] focused
on automatic generation of the VideoQA datasets. As the questions in [61] are automatically generated
using captions, they are largely based on the visual appearance of objects and actions. Gupta et al. [12]
explore knowledge-based question answering on news videos by proposing a new dataset. Questions in
this dataset are primarily concerned with people seen in the videos, and the proposed models primarily
rely on transcripts and an external knowledge base to find the answer. Questions in the above-mentioned
works primarily require visual content and the transcripts of the videos to answer questions. Recently
works such as [24,25,27,28] have introduced transformer-based models with different pretraining strate-
gies and yield state-of-the-art performance on existing VideoQA datasets.

Table 2.2 summarises existing works on VideoQA. It can be seen that the majority of models focus
on the visual content, transcripts, and external knowledge to answer the questions. The text seen in the
videos is an important source of information critical to understanding the content of news videos and
videos shot outdoors. However, existing works on VideoQA largely disregard text in the videos. This
motivates the community to have a publicly available video question-answering dataset in which the
questions require an understanding of the textual content in the videos to obtain the answers. Works
such as [24, 25, 27, 28] have introduced transformer-based models with different pretraining strategies
and yield state-of-the-art performance on existing VideoQA datasets.
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Table 2.2 A comparative overview of VideoQA datasets. Datasets prior to our work, consider video,
video + subtitles, video + knowledge base as input. Our work introduces a new line of research where
the questions in the proposed dataset are framed based on textual content in the news videos. The
column Synthetic Gen. indicates the dataset that is synthetically/automatically generated.
Dataset Subtitles Text in video Type of videos Synthetic Gen. Free-form #Video #QA

VideoQA [67] ✗ ✗ Cooking, movies ✓ ✗ 109K 390K

MSVD-QA [59] ✗ ✗ YouTube ✓ ✓ 1.9K 50K

ActivityNet-QA [65] ✗ ✗ YouTube ✗ ✓ 5.8K 58K

MSRVTT-QA [59] ✗ ✗ YouTube ✓ ✓ 10K 243K

MoviesQA [48] ✓ ✗ Movies ✗ ✗ 6.7K 6.4K

TVQA [26] ✓ ✗ TV shows ✗ ✗ 21K 152K

HowtoVQA69M [61] ✓ ✗ TV shows ✓ ✗ 69M 69M

QA News Videos [62] ✗ ✓ Web videos - - - 40

NewsKVQA [12] ✓ ✗ News videos ✓ ✗ 5.8K 58K

NewsVideoQA (Ours) ✓ ✓ News videos ✗ ✓ 3.0K 8.6K
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Chapter 3

NewsVideoQA: Text-based Video Question Answering dataset on News

Videos

In this chapter, we first define the proposed task which is given a news video clip and a question, we
aim to obtain the answer by reading the text in the video. We later present details about how we plan to
solve this task by proposing a new dataset, NewsVideoQA. We further explain the process of collecting
data and statistics. We then explain different baselines and experiments.

Figure 3.1 NewsVideoQA: Task and Dataset. Examples of the NewsVideoQA dataset showcasing
the importance of text in the videos to answer questions. Examples from multiple topics are shown to
indicate the variability in the type of questions.

3.1 Task definition

We define text-based Video Question Answering (VideoQA) as a multi-modal task that aims to au-
tomatically generate answers to questions asked about the textual content of a given video. In this task,
we are provided with :
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1. A video, denoted as V with set of frames f1, f2, . . . , fn.

2. Textual tokens extracted from the video using Optical Character Recognition (OCR) t1, t2, . . . , tm,
denoted as T .

3. A question, denoted as Q with tokens q1, q2, . . . , qk.

The goal of this task is to generate an appropriate answer for the question Q based on the information
contained in the V and the OCR tokens. Formally, for each question in the dataset, the text-based
VideoQA task can be formulated as finding the answer A such that:

Ai = argmax
a∈A

P (a|V = {f1, f2, . . .}, T = {t1, t2, . . .}, qi)

The following are the major sub-models that are needed to solve the proposed task:

1. Temporal component: to reason and infer the answer based on temporal information from mul-
tiple frames and their visual information.

2. Reading component: This allows the methods to read the text in the image.

3. Fusion component: This is used to combine the feature from multiple modalities.

4. Answering component: This module is used to generate answers by the output of the fusion
component.

3.2 NewsVideoQA Dataset

We attempt to solve this task by introducing a new dataset: NewsVideoQA. Motivated by the promi-
nent function of scene text in news video snippets, and the complementary information it carries to the
visual modality, we consider that Visual Question Answering over News Videos is an adequate task to
advance in models that jointly reason over temporal and text-based information. Also, the availability of
news videos in abundance and the type of information they contain, make them a good starting point. It
is also important to note that as part of future research, news videos have similar news content in several
languages which can further enhance the features of an assistive device that can be developed for such
VQA systems.

We start this section by explaining the source of data collection, followed by the annotation step that
contains two stages: (i) the annotation stage, and (ii) the verification stage. We also share the statistics
and the analysis of the proposed NewsVideoQA dataset.
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3.2.1 Data Collection

In order to collect videos from multiple news channels, we first looked into multiple categories of
videos that were common throughout multiple news channels. This helped us obtain similar video
category types along with variations in the displaying of text in the videos. While curating the videos,
we made sure that the videos contained text in them. We downloaded the videos using the YouTube-DL
library where all the videos were of varied length.

3.2.1.1 News Videos

We collect news videos from English news channels around the world. We obtain videos from the
following YouTube channels: British Broadcasting Corporation (BBC), Australian Broadcasting Com-
mission (ABC) Australia, India Today, Turkish Public Broadcaster (TRT) World, AL Jazeera, Cable
News Network (CNN), NHK World Japan, Fox News, World is One News (WION), New Delhi Televi-
sion Limited (NDTV), American Broadcasting Company (ABC) News, Cable News Network-News18
(CNN-News18), Connected TV (CTV) News, China Global Television Network (CGTN), and Inter-
governmental Panel on Climate Change (IPCC). As mentioned above, while collecting the news videos,
we manually ensure that the videos are text-rich because the proposed task relies on video question an-
swering, which requires reading text. The collected videos are split into 10 seconds of non-overlapping
clips. The proposed dataset contains 3,083 clips, with at least 20 videos from each channel. The average
number of questions per video is 2.96. The maximum number of questions defined for a video in the
dataset is 20. The minimum number of questions defined for a video is 1.

3.2.1.2 Annotation tool

We modify an existing in-house annotation tool to incorporate the annotations needed for text-based
VideoQA. This tool was initially designed for the task of DocVQA [33]. We modify this to incorporate
the news videos and obtain annotations for them. Using this tool, along with the question-answer pairs
we also collected the timestamp at which the question was defined.

3.2.1.3 Question and Answers

The annotation process was organized into two stages. In stage 1, the annotators were instructed to
define question-answer pairs based on textual information present in the news videos. Specifically, they
were provided with the following instruction: ‘Ensure that answering the questions generated requires
reading of the text present in the news videos and should be related to the topic of that video’. Annotators
were asked to frame factoid questions that can be answered by reading the text present in the news
videos. They were also instructed to add a timestamp: the time (with up to 1-second precision) of the
video when the question was framed.
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Figure 3.2 Image of Annotation tool. Annotation tool used for annotating QA pairs. The general setup
for the annotation tool.

A second stage of verification was introduced to check the correctness of the data. Here, the anno-
tators were asked to verify the data collected in the first stage. The annotators were shown the video
question pair for a video clip and were asked to enter the answer and the timestamp and check the cor-
rectness of the question-answer pair based on its relevance to the textual content of the news video. They
were asked to reject the questions with any grammatical mistakes in the questions or answers. During
this stage, if the annotator finds a question-answer pair irrelevant to the topic or if the question was
framed on the audio of the news videos, then such question-answer pairs were rejected from the dataset.
A total of 1, 200 QA pairs were rejected after the verification step. An extra stage was also added where
the authors reviewed randomly picked question-answer pairs and their correctness and relevance to the
task proposed.

3.2.1.4 Statistics and Analysis

The NewsVideoQA dataset comprises 8, 672 questions framed on 3, 083 news videos. The data is
split randomly in the 80-10-10 ratio to train, validate, and test split. The train split has 6, 994 questions
over 2, 407 videos, the validation split has 714 questions over 330 video clips, and the test split has 964
questions over 346 video clips. Fig. 3.9a shows the distribution of question lengths for the questions
in the NewsVideoQA dataset. The average question length is 7.04 words. Among the 8, 672 questions
7, 008 (80.81%) are unique. Higher diversity in questions is reflective of the fact that questions are based
on textual content. Fig. 3.9d shows the top 15 most frequent questions and their frequencies. Fig. 3.10
shows a sunburst plot of the first three words of the questions. It can be observed from Fig. 3.10 that
there is variability in the question types like questions starting with “What” that are likely related to the
text in the videos, such as “What is the ...”. We provide subtitles of the news videos using a publicly
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Figure 3.3 Example of annotation. Annotation tool with questions, answers, and respective times-
tamps.

available speech-to-text tool [49]. A total of 1, 388 (17.36%) questions can be answered with sub-titles
of the videos. This low percentage is observed due to two reasons, (a) the smaller duration of the videos
(10 seconds), resulting in incomplete sentences in the subtitles, and (b) all of the questions are based on
the textual content of the news videos. In total, there are 4, 150 (47.85%) unique answers. The word
cloud on the right in Fig. 3.4 shows the most common words in the answers. The answer space is broad
and involves names of countries, events, games, people, etc. The distribution of answer lengths is shown
in Fig. 3.9b. The average answer length is 2.02. The top 15 answers in the dataset are shown in Fig.
3.9e. We obtain OCR tokens using Google OCR. We uniformly sample the video at 2 frames per second
and also retain the first frame of the video. Fig. 3.4 on the left shows the word cloud of OCR tokens. In
Fig. 3.9f we show the top 15 OCR tokens present in the dataset. An average of 26.14 OCR tokens per
frame is observed, and an average of 532.55 OCR tokens per video clip are observed in the dataset.

3.3 Baseline Methods

We evaluate three different methods as strong baselines for the newly introduced task of scene-text
aware VQA on NewsVideoQA dataset. In this section, we briefly discuss the original methods and
explain how these methods are adapted for the new task.

3.3.1 Heuristic methods and Upper Bounds

Inspired by heuristic baselines evaluated on scene text VQA [4, 46] and DocVQA [33] datasets, we
evaluate the following heuristic baselines and upper bounds:
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Figure 3.4 Word Clouds. Word clouds of words in answers (left) and word clouds of words in OCR
tokens (right)

Figure 3.5 NewsVideoQA dataset samples. Examples of the NewsVideoQA dataset showcasing the
importance of text in the videos to answer questions. Examples from multiple topics are shown to
indicate the variability in the type of questions.

Figure 3.6 Extra examples. More examples from the NewsVideoQA dataset.
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Figure 3.7 Specific Example. Examples of NewsVideoQA dataset showcasing the examples where a
question is framed at a timestamp of 0:01 in a video. The answer to this question is in the timestamp
of 0:05. Also, this question can be answered by visual cues in the video, but the text at 0:05 timestamp
confirms the inference made by the text.

What
Why

How many

When How
Is it/Is there

others

Number of words in questions

N
um

be
r o

f w
or

ds
 in

 a
ns

w
er

s

0

1000

2000

3000

4000

0 2500 5000 7500 10000

What Why How many When How
Is it/Is there others

Figure 3.8 Question Distribution. A bubble chart with the number of words in question on the hori-
zontal axis and the number of words in answers on the vertical axis based on the question type. Note that
there is a diverse range of types of questions in the dataset. The question type ”What” has a maximum
count with questions such as, ”What could be the reason ...?”, ”What is the value..?”, ”What is one of
the..?” and so on.
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Figure 3.9 Dataset statistics. Statistics for question, answer and OCR tokens in NewsVideoQA
dataset.

(i) Majority answer: measures the performance when the most frequent answer in the train split
is considered as the answer for all the questions in the test set. (ii) Biggest OCR token: measures the
performance when the OCR token that occupies the largest area in the video is considered as the answer.

We compute upper-bound (UB) performance for the following cases:

1. Vocabulary UB: measures the maximum performance obtainable on the test set, if an answer is
picked from a vocabulary of most common answers in the train split.

V ocabularyUB = max
a∈V

P (a) (3.1)

where V ocabularyUB is the upper bound for the Vocabulary case. a represents a possible answer.
V is the vocabulary of the most common answers in the train split. P (a) is the probability of
answer a.

2. OCRs Substring of single frame UB: This measures the performance that can be obtained when
we restrict our vocabulary to a list of OCR tokens of the frame on which the question was defined.

3. OCR Substring of all frames UB: measures the performance we can obtain if the answer in the
test split is a substring in the concatenated list of OCR tokens from uniformly sampled frames of
the video.
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Figure 3.10 Sun-Burst for Questions in NewsVideoQA. Distribution of questions by their starting 3-
grams. Note that there is a diverse range of types of questions in the dataset. The question type ”What”
has a maximum count with questions such as ”What is the ...?”, ”What does the ...?” and so on.
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3.3.2 Reading comprehension model

As observed in the task definition, by design, almost all of the questions in NewsVideoQA are
grounded on the text in the videos. For this reason, we evaluate a QA baseline that only considers
the text in the videos to answer the questions. Specifically, we evaluate the BERT [9] QA model that is
originally developed for extractive text-only QA. Extractive QA is the task of extracting a short snippet
from the document/context on which the question is asked. The answer snippet is called a ‘span’ and
the span is defined in terms of its start and end tokens. BERT is a transformer encoder-based method
of pretraining language representations from unlabelled text. These pretrained models can be used later
for downstream tasks with the addition of output suitable for the task at hand. BERT uses WordPiece
embeddings [57] with a 30, 000 token vocabulary. This first token of every sequence is always a special
classification token ([CLS]). The final hidden state corresponding to this token is used as the aggre-
gate sequence representation for classification tasks at the time of pretraining and even in some cases
for finetuning. Sentence-pairs (might differ from task to task such as ¡context, question¿ for question
answering). A special token ([SEP ]) is added to separate the two sentences. BERT is pretrained on
two unsupervised pretraining tasks: (i) Masked LM, and (ii) Next Sentence Prediction (NSP).

Figure 3.11 Baselines. BERT-QA - text-only model; M4C - single image scene-text based VQA model.

1. Task 1: Masked LM In this task some percentage of the input tokens are masked randomly, and
then the task is to predict those masked tokens. For this task, the final hidden vectors correspond-
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ing to the mask tokens are fed into an output softmax over the vocabulary, as in a standard LM.
Around, 15% of all WordPiece tokens in each sequence at random are masked.

2. Task 2: Next Sentence Prediction (NSP) It is important to understand the relationship between
two sentences, which is not directly captured by language modeling. In order to incorporate this,
a binary task of next-sentence prediction is used. Specifically, when choosing the sentences A

and B for each pretraining example, 50% of the time B is the actual next sentence that follows A
and 50% of the time it is a random sentence from the corpus.

For finetuning, the Stanford Question Answering Dataset [39] which is a collection of 100K crowd-
sourced question-answer pairs is used. Given a question and a passage from Wikipedia containing the
answer, the task is to predict the answer text span in the passage. This was the original task on which
the BERT model was finetuned and this finetuned version of BERT is called BERT-QA (BERT model
with question-answering capability). The input question and passage is represented as a single packed
sequence, with the question using the A embedding and the passage using the B embedding. A start
vector S ∈ RH and an end vector E ∈ RH . The probability of word i being the start of the answer
span is computed as a dot product between Ti and S followed by a softmax over all of the words in the
paragraph.

Pi =
eS·Ti∑
j e

S·Ti
(3.2)

The score of a candidate span from position i to position j is defined as S · Ti + E · Tj , and the
maximum scoring span where j ≥ i is used as a prediction. For the task of extractive QA, the additional
layer, is an output layer that predicts these above-mentioned start and end tokens of the span of the
answer. The training objective is the sum of the log-likelihoods of the correct start and end positions. For
NewsVideoQA, we perform several experiments. In all of these experiments, we consider concatenation
of OCR tokens as the context to the model. We convert the OCR tokens into a concatenated list of OCR
tokens in default reading order for BERT-QA model.

3.3.3 VQA Model

To evaluate the performance of current VQA models on the NewsVideoQA dataset, we use the
M4C [16] model which takes into account the text present in the frames of the news videos. Given a
question and an image as inputs, this method extracts feature representations from three modalities –
the question, the visual objects in the image, and the text present in the image. These three modalities
are presented respectively as a list of question word features, a list of visual object features from an off-
the-shelf object detector, and a list of OCR token features based on an external OCR system. For each
modality, specific features are extracted and projected into a common d-dimensional semantic space.
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1. Embedding of question words. Given a question as a sequence of K words, each word is
embedded into a corresponding sequence of d-dimensional feature vectors xk

ques (where k =

1, . . . ,K) using a pretrained BERT [9] model.

2. Embedding of detected objects. Given an image, a set of M visual objects are obtained through
a pretrained detector, Faster R-CNN [41]. Appearance features xmfr using the detector’s output
from the m-th object (where m = 1, . . . ,M ). A 4-dimensional locature feature xm

b from the
m-th object’s relative bounding box coordinates [xmin

Wim
, ymin
Him

, xmax
Wim

, ymax
Him

], where Wim and Him

are image width and height respectively. Furthermore, location feature are projected into the d-
dimentional space with two learned linear transforms (where d is the same as in the question word
embedding), and are summed up as the final object embedding xm

obj as

xm
obj = LN(W1xm

fr) + LN(W2xm
b) (3.3)

where W1 and W2 are learned projection matrices. LN(.) is layer normalization [3]. Also, the
last layer of Faster R-CNN detector is finetuned during training.

3. Embedding of OCR tokens with rich representations. It is important to encode not only char-
acters of text in image but also its appearance and spatial location in the image. Assuming that
there are N OCR tokens in an image, for each OCR token the following features are extracted:

(a) 300-dimensional FastText [5] vector xnft: a word embedding with sub-word information

(b) appearance feature xn
fr from the same Faster R-CNN detector in the object detection

(c) 604-dimensional Pyramidal Histogram of Characters (PHOC) vector xnp that captures what
characters are present in the token. This is considered to be more robust to OCR errors and
can be seen as a coarse character model

(d) 4-dimensional location feature xn
b based on OCR token’s relative bounding box coordi-

nates.

Each feature is projected into d-dimensional space and is summed up (after layer normalization)
as the final OCR token embedding xn

ocr:

xn
ocr = LN((W3xn

ft) +W4xn
fr +W5xn

p)) + LN(W6xn
b) (3.4)

A stack of transformer [54] layers is applied over these features in the common embedding space.
Through the multi-head self-attention mechanism in transformers, each entity is allowed to freely attend
to all other entities, regardless of whether they are from the same modality or not. This enables both
inter-entity and intra-entity attention. In the end, answers are predicted through iterative decoding in an
auto-regressive manner for a total of T steps, where each decoded word may be either an OCR token in
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the image or a word from the fixed vocabulary of frequent answer words. Let z1ocr, . . . , zNocr be the
d-dimensional transformer outputs of the N OCR tokens in the image and V the words in the vocabulary
that frequently appear in the training set answers. The fixed answer vocabulary score yt,i

voc for the i-th
word (where i = 1, . . . , V ) is predicted as a simple linear layer as

yt,i
voc = (wi

voc)T zn
dec + bi

voc (3.5)

To select a token from the N OCR tokens in the image, a dynamic pointer network is augmented that
is used to predict a copying score yt,n

ocr where n = 1, . . . , N for each token via bilinear interaction
between the decoding output ztdec and each OCR token’s output representation zn

ocr as

yt,i
ocr = (W ocrzn

ocr + bocr)T (W deczt
dec + bdec) (3.6)

To modify this setting to the NewsVideoQA dataset, we pair each question with the frame corre-
sponding to the timestamp of the question defined and consider it as input to M4C. The objective is to
generate the answer from either vocabulary or OCR tokens for that image.

3.3.4 VideoQA Model

In addition to the text-only QA model and the text-based VQA models, we evaluate the perfor-
mance of NewsVideoQA on a recently proposed transformer-based Retrieval and VideoQA method
called SINGULARITY [24]. This method studies the importance of temporal relations to answer ques-
tions. SINGULARITY is a vision-language model pretrained on many video and image captioning
datasets [15, 21, 59, 60, 64, 65]. It consists of three main components: a vision encoder Fv, a language
encoder Fl, and a multi-modal encoder H . The vision encoder is an image-level visual backbone. The
language encoder is an arbitrary model such as BERT [9]. For the multi-modal encoder, a transformer
encoder is used in which layer contains a self-attention, a cross-attention, and a feed-forward network
(FFN). The cross-attention layer is used to gather information from encoded visual representation using
the text as key.

Let a video V contain T frames as V = [f1, f2, . . . , fT ], and paired text as S. During training, a
single frame is randomly sampled ft from V as model input, where t ∈ 1, . . . , T . Its encoded represen-
tation can be written as Fv(ft) ∈ RLvxD. For the text, the encoded representation is Fl(S) ∈ RLlxD.
Lv and Ll are encoded sequence lengths, D is hidden size. The prediction p is made as:

p = H(Fl(S), Fv(ft)) (3.7)

Q, K, and V which denote the query, key, and value matrices of self- and cross-attention. During
inference, the frames are sampled uniformly Ttest as fT i

Ttest
i=1 . Each frame is encoded separately, and
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Figure 3.12 OCR-aware SINGULARITY. We extend SINGULARITY [24] for the task of text-based
video question answering by incorporating OCR information by pretraining and finetuning on proposed
NewsVideoQA dataset.

27



their encoded representations are concatenated as inputs to the multi-modal encoder to get a video-level
prediction score:

p = H(Fl(S), [Fv(FT1); . . . ;Fv(fTTtest)]) (3.8)

where [; ] denotes concatenation, and [Fv(FT1); . . . ;Fv(fTTtest)] ∈ R(TtestxLv)xD. Early fusion
design allows the model to make an informed prediction given the full context. For pretraining, each
video/image is paired with its corresponding caption. The multi-modal encoder applies cross-attention
to collect information from visual representations using the text as the key. Three pretraining objectives
are defined: (i) Vision-Text Contrastive: a contrastive loss that aligns vision and text representations, (ii)
Masked Language Modeling (MLM): predicts the masked visual and text contexts, and (iii) Vision-Text
Matching: predicts the matching score of a vision-text pair with multi-modal encoder. For QA task,
a multi-modal decoder is initialized from pretrained multi-modal encoder, which takes the outputs of
multi-modal encoder as input. This generates an answer text with ”[CLS]” as start token.

OCR-aware SINGULARITY.

We extend the original SINGULARITY model [24], Fig. 3.12 and propose a new OCR-aware
VideoQA version that can read the text in the videos and thereby answer questions based on the text in
the videos. To this end, we include the OCR tokens in the videos as additional input during pretraining
and finetuning stages. At the time of pretraining, unlike the original model that uses image/video +
caption pairs, we use image/video + OCR tokens pairs. Similar to the original model, the following
three pretraining objectives are employed.

(i) Vision-OCR Contrastive loss: Adopted from the original SINGULARITY where the loss was
Vision-Text contrastive, we adopt the same for OCR tokens in the frames. We obtain the OCR tokens
of the frames at which questions were defined and consider this to be the ground truth video-text pair.
This loss aims to align paired vision and language embeddings. Given the encoded vision embedding
Fv(fi,t), we use a projection head (with pooling) ϕv to project the embedding sequence into a vector
representation ϕv(Fv(fi,t)) ∈ RD. Here Fi,t is the t-th frame in the i-th video in the training set,
and t is randomly sampled from all available frames in this video. Notation of the j-th sentence is
ϕl(Fl(Sj)) ∈ RD.

The following equation is used to compute the similarity score si,j of the video and text pair that is
defined as their dot product:

si,j = ϕv(Fv(fi))
Tϕl(Fl(Sj)) (3.9)

Contrastive loss is applied to align paired vision-OCR embeddings:

pvi =
exp si,j/T∑
j exp si,j/T

, pli =
exp si,j/T∑
j exp sj,i/T

, Lvtc = −
n∑

i=1

(log pvi + logpli) (3.10)
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where T is a learned temperature parameter, and it is initialized as 0.07 following CLIP [37]. n is
the total number of examples in the training set.

(ii) Masked Language Modeling: is a vision-conditioned masked language modeling loss. It aims
to predict the masked text tokens from their (masked) textual context as well as the visual context. This
loss is added at the last layer of the multi-modal encoder which follows the exact formulation present in
BERT [9]. The only difference is that additional vision inputs are added and a higher mask ratio of 50%
is used.

(iii) Vision-OCR Matching: similar to Vision-OCR Contrastive loss, this allows the models to
improve the alignment between paired vision and OCR inputs by using the output of [CLS] token from
the multi-modal encoder for binary classification. In essence, it says whether or not the input frame and
OCR tokens pair match. Similar to the original model, we add a multi-modal decoder that has the same
architecture as that of the multi-modal encoder. This decoder uses multi-modal encoder outputs as its
cross-attention inputs. It decodes the answer with [CLS] as the start token.

3.4 Experiments

In this section, we explain evaluation metrics, and experimental settings and report the results. In all
the experiments, we use the validation split of the dataset to save the best-performing checkpoints.

3.4.1 Evaluation Metrics

We use two evaluation metrics—Accuracy (Acc.) and Average Normalized Levenshtein Similarity
(ANLS) [4]. Accuracy is the percentage of questions for which the predicted answer matches exactly
with the target answer. The accuracy metric awards a zero score even when the prediction is a little
different from the target answer.

ANLS is a Levenshtein Similarity-based metric that acts softly on minor answer mismatches that
might stem from an error in recognizing text on the images (i.e., OCR errors). This metric has immunity
to slightly wrong answers which might occur due to OCR errors. Since all the answers in our dataset are
derived from text seen in the videos, we found ANLS to be a suitable metric for NewsVideoQA. More
formally, ANLS can be defined as:

ANLS =
1

N

N∑
i=0

(max
j

s(aij , oqi)) (3.11)

s(aij , oqi) =

1−NL(aij ,oqi) if NL(aij , oqi) < T

0 if NL(aij , oqi) ≥ T
(3.12)

where N is the total number of questions in the dataset, M is the total number ground-truth answers
per question, aij are the ground truth answers where i = 0, . . . , N , and j = 0, . . . ,M , and oqi is the
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Figure 3.13 Qualitative results. for different baselines on the proposed task. Results for baselines are
shown in green for the correct predictions and in red for the incorrect predictions.

network’s answer for the ith question qi. NL(aij , oqi) is the normalized Levenshtein distance between
the strings aij and oqi.

3.4.2 Experimental setup

We run a commercial OCR engine, Google OCR to obtain OCR tokens for the evenly sampled
frames. We sample frames at 2 frames per second.

3.4.2.1 BERT-QA

In the case of NewsVideoQA, we use the OCR tokens of the sampled video frames as context for
BERT-QA. We use the default OCR token ordering from the OCR system: top-left to bottom-right. To
convert the NewsVideoQA dataset in SQuAD format, we find the first substring of the answer in the
context, which is an approximation of the answer span as followed in [33]. We finetune the BERT QA
checkpoint that is already pretrained and finetuned for QA on SQuAD dataset [39]. Specifically, we
use the ‘bert-large-uncased-whole-word-masking-finetuned-squad’ checkpoint [10]. We train the BERT
QA model starting from this checkpoint on the NewsVideoQA dataset for ten epochs with a batch size
of 32 and a learning rate of 2e− 05.

3.4.2.2 M4C

For M4C, we use the official implementation along with default hyperparameters [45]. During train-
ing, we use a maximum of 24, 000 iterations. The model is trained using Adam optimizer, with a
learning rate of 1e−4 and a staircase learning rate schedule, where the learning rate is multiplied by 0.1
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at 14, 000 and at 19, 000 iterations. The best model is saved based on the validation accuracy. The fixed
vocabulary used for answer generation is 3, 751 words from answers in the train split of NewsVideoQA.
Since M4C is a model for VQA on images, we train it using video frame + question pairs in the train
split of NewsVideoQA. Similar to how BERT-QA was trained on NewsVideoQA, for each question the
corresponding matching frame is found using the time-stamp information for each question that was
collected during annotation. We call this as, M4C-Oracle.

3.4.2.3 SINGULARITY

We use the pretrained model of SINGULARITY and finetune it on NewsVideoQA. We finetune
it for 20 epochs and all the hyperparameters and training settings are kept the same as in the official
implementation. SINGULARITY uses a single frame while training, and 12 randomly sampled frames
while testing.

3.4.2.4 OCR-aware SINGULARITY

The model is implemented in PyTorch [36]. Similar to how SINGULARITY was originally im-
plemented, we initialize vision encoder using BEiT BASE model which was previously trained on
ImageNet-21K [8]. Using the NewsVideoQA dataset, we further pretrain the previously trained SINGU-
LARITY (checkpoint: singularity temporal 17m.pth). Original SINGULARITY uses a video/image-
caption combination for pretraining. Instead, we combine the video with OCR tokens of the frames
corresponding to the timestamp of the questions defined. Similar to original setting, in pretraining, a
single frame is sampled from the whole video. We pretrain the model for 10 epochs. For the task of
finetuning, we concatenate the question tokens with the OCR tokens of the frame on which the question
is defined. An additional multi-modal decoder is initialized from pretrained multi-modal encoder (pre-
trained on NewsVideoQA dataset). It uses the multi-modal encoder outputs as cross-attention inputs
and decodes the answer with start token as [CLS]. In the first half period, the learning rate is 1e−4 with
a warm up factor, followed by cosine decay to 1e−6. We finetune the model for 20 epochs with a batch
size of four. When training the model, a single frame is used, and when testing the model, 12 frames
are used. At the time of inference, similar to [24], we use early fusion strategy, which takes all frames
as model inputs (concatenation of all the frames considered at the test time) for directly making a more
informative video-level prediction.

3.4.3 Results

In this section, we present results for multiple experiments performed on different baselines on the
NewsVideoQA dataset.

In Table. 3.1, we show the results of heuristics and upper-bound baselines. 3.0% of the questions can
be answered by predicting “yes” which is the most common answer in the train split. The Vocab Upper
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Table 3.1 Heuristics and Upper bound baseline results. It can be seen that answers are substrings for
more than 50 % of the serialized OCR tokens of a single frame corresponding to the timestamp of the
question.

Heuristic Baselines Acc. (%)

Majority answer 3.00

Biggest OCR token 1.03

Vocab Upper Bound 76.58

Substring single frame UB 53.05

Substring all frames UB 74.43

Table 3.2 Comparison of BERT-QA and M4C on single frame. Performance of the NewsVideoQA
test set when trained and tested on single-frame information. It can be seen that both BERT-QA and
M4C have decent performances but BERT-QA when given the correct information performs better.
Model #Frames for training #Frames for testing Type of frame at testing Acc. (%) ANLS

BERT-QA [9] 1 1 random frame from the video 28.70 34.21

BERT-QA [9] 1 1 frame on which question was defined 46.55 56.81

M4C [16] 1 1 frame on which question was defined 28.49 32.17

Table 3.3 Performance of baselines on multi-frame setup. Quantitative results of BERT-QA, M4C,
SINGULARITY, and OCR-aware SINGULARITY when trained on a single frame and tested in multi-
frame setup. It can be seen that
Model #Frames for testing Type of frame at testing Acc. (%) ANLS

BERT-QA [9] 2 randomly sampled frames 15.03 17.65

BERT-QA [9] 2 frames on which question was defined 56.36 67.11

M4C [16] 2 frames on which question was defined 27.87 31.54

BERT-QA [9] 12 randomly sampled frames 53.86 65.27

M4C [16] 12 randomly sampled frames 30.68 34.90

SINGULARITY [24] 12 randomly sampled frames 4.82 5.78

OCR-aware SINGULARITY 12 randomly sampled frames (visual feat) + OCR tokens from a single frame 33.57 37.52

OCR-aware SINGULARITY 12 randomly sampled frames 32.47 35.56
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Bound of 76.58% shows that many answers in the train split repeat in the test split as well. In Table. 3.2,
we show the comparative results for BERT-QA and M4c when trained and tested on a single frame.
It can be seen that when the OCR tokens of the frame on which the question was defined were given
as the context to the model, BERT-QA performed better when compared to a random single frame. In
Tab. 3.3, we show the performance comparison of all the baselines when trained in multi-frame setup.
It can be seen that BERT-QA performs better when correct context is given assuming that we know the
timestamp at which the question was defined. It can be seen that M4C (Text-based single image VQA
model) performs well when they are tested on one frame and two frame settings (frames based on the
timestamp of the question). The way these two frames are selected is: conside an example of question
being defined at 4th second. Also, while we obtain the OCR tokens using GoogleOCR, we have sample
2 frames per second. Now we pick both the frames corresponding to 4th second and take respective OCR
tokens. It can be seen that the performance of M4C reduces significantly when it is tested on 12 frames.
For BERT-QA, the first row shows the performance when OCR tokens of a single random frame. This is
followed by testing BERT-QA on OCR tokens of the frame on which the question was defined. From the
table, it can be seen that non-VideoQA models perform poorly when the correct information required
to answer the questions is not given as input to these models. SINGULARITY (without finetuning
on NewsVideoQA) has poor performance compared to other baselines as the majority of the questions
framed are based on textual content in the videos. It can be seen that after adding OCR tokens at the
stage of pretraining and finetuning, the performance of the VideoQA model increases. We perform two
experiments – a) when 12 frames are randomly sampled but the OCR tokens from the frame at which the
question was defined were given and, b) when 12 random frames and OCR tokens of the random frames
were given as an input to the model. It can be observed that the model learns to obtain the answer even
when the OCR information from the correct frame was not given as input to the model. In Fig. 3.13,
we show qualitative results from our experiments. The left example shows the predictions of baselines.
As the frame contains less textual information all the baselines predict the correct answer. Whereas in
the center and right example, the number of OCR instances increases thereby increasing the difficulty
to obtain the correct answer.

3.5 Summary

To conclude, in this chapter, we first discuss existing datasets for video question answering and
then look at their shortcomings. To fix the shortcomings, we propose a novel task of text-based video
question answering and the NewsVideoQA dataset. For NewsVideoQA, we define and formulate the
protocols followed in selecting and annotating the videos and question-answers Finally, we compute
various statistics to highlight multiple aspects of the proposed NewsVideoQA dataset. Based on the
experiments on mutliple baselines, it can be seen that, a text-only model outperforms both single image
based scene-text VQA model and OCR-aware Video Question Answering model. In fact, there are
two ways to look at this inference. The first, text-only model outperforming other methods which take
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visual information as input, says that most of the questions require only textual information to answer
the questions, and the second, VideoQA methods are unable to utilize the textual information along
with textual information which leads to inferior performance. Also, the NewsVideoQA dataset contains
videos from only multiple news channels but not other video categories. In the next chapter, we look at
different baselines and their repurposed versions that exploit OCR information in the videos to answer
questions.
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Chapter 4

Beyond News Video: Exploring other video categories in text-based Video

Question Answering

4.1 Introduction

In the preceding chapter, we looked into the different aspects of the text-based VideoQA dataset
named as NewsVideoQA.

Figure 4.1 M4-ViteVQA Dataset Examples. Examples from M4-ViteVQA dataset. ‘A’ indicates the
answers returned by TextVQA models and wrong answers are colored in red.
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This dataset comprised a collection of question-answer pairs derived from news videos. Notably,
news videos typically contain substantial textual information, which is not the case in many real-life
scenarios. To understand the scenes comprehensively and address the challenges posed by multi-modal
content in everyday scenes, we need to explore video categories that are more representative of common
experiences. These categories encompass various aspects of daily life, such as shopping, vlogging,
traveling, and more. While existing datasets like TextVQA [46], and ST-VQA [4] have made notable
progress in the field of scene-text Visual Question Answering (VQA), they primarily concentrate on
single, well-photographed images. However, for addressing the task of VQA within video categories
that are more diverse and dynamic, a recent contribution, “M4-ViteVQA” [66], emerges in the research
along the same timeline as that of NewsVideoQA.

The M4-ViteVQA dataset is specifically designed to serve as a comprehensive benchmark for Multi-
category, Multi-resolution, and Multi-modal VQA. It spans across nine distinct video categories: shop-
ping, traveling, driving, vlog, sport, advertisement, movie, game, and talking. This diverse set of cate-
gories ensures that the dataset is not limited to a narrow set of scenarios, but rather reflects the richness
of everyday experiences that individuals encounter in their lives. This dataset contains videos from dif-
ferent resolutions such as 720p, 1080p, and 1176x664. Videos with rich text were selected manually
from YouTube. The dataset also contains extra annotations such as “easy”, and “hard” and labels to
indicate the kind of information required to answer the question.

Table 4.1 Statistics of M4-ViteVQA dataset. The number of videos, frames, and questions in each
category.

Category # Videos # Frames # Questions

Shopping 847 155,275 3,892
Traveling 1,154 219,880 4,291
Driving 1,316 148,040 3,272
Vlog 947 168,715 2,897
Sport 665 133,979 2,072
Advertisement 623 113,108 1,264
Movie 719 103,429 1,449
Game 709 155,645 3,672
Talking 640 119,321 2,314
Total 7,620 1,317,392, 25,123

The benchmark defines 2 tasks with 3 settings. Task1 is the “regular QA task” and Task2 is the
“domain adaption task”. In Task1, QA pairs from all nine categories are present. Task1 is further
divided into two data splits to check the robustness of the models. The first one is called Task1Split1
which is divided according to the 7,620 cropped videos, the second one is called Task1Split2 which is
divided by the 1,150 raw videos. Task1Split2 is more challenging than Task1Split1 since the content of
videos of the same category may be quite different (for example: various shopping venues and sports).
In Task2, the model is supposed to be trained on seven categories while tested on the remaining two
categories. Task2 requires the model to deal with unlearned content and completely different category-
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Figure 4.2 Limitations of Current Text-based VideoQA datasets – NewsVideoQA and M4-
ViteVQA [17, 66]. Example illustrating two major concerns of existing text-based VideoQA datasets
[17, 66]. Both examples showcase that only textual information from a single frame is sufficient to
obtain answers to the questions.

specific questions, which is very challenging. Zhao et al. [66] also propose a baseline method called
T5-ViteVQA. It consists of five transformers to conduct both textual and visual understanding as well
as temporal reasoning over three modalities: texts from the video, a given question, and a video.

Recently, Hegde et al. [14] shed light that the question-answer pairs in the TextVQA datasets [4, 46]
are more focused on the text in the image but given less importance to the visual features. As a result,
these datasets tend to place more emphasis on the textual information present within the images while
not giving adequate consideration to the underlying visual features. This text-centric bias can lead to
the training of models that exhibit a skewed understanding of the overall visual context, which, in turn,
results in the generation of biased answers.

To address this issue comprehensively, it is necessary that similar research is conducted within the
task of text-based video question-answering datasets [17, 52, 66]. This would serve the dual purpose of
shedding light on the limitations of existing datasets and emphasizing the need for datasets that have
a better balance between textual and visual elements. This can be accomplished through a combina-
tion of human data exploratory analysis, which looks into the intrinsic bias and challenges within these
datasets, and empirical testing using text-only methods that can support the observations in the ex-
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ploratory analysis. By doing so, one can identify and propose numerous solutions to rectify any biases
and shortcomings in the current datasets.

In this chapter, we look into different datasets of text-based video question-answering, where the
task necessitates an understanding of both textual and visual components within video content. In the
first stage, we first experiment by closely examining and understanding the above recently introduced
datasets M4-ViteVQA [66], and NewsVideoQA [17], each offering unique and diverse categories for
analysis. Firstly, we focus on conducting an in-depth exploratory analysis of these datasets. Through this
analysis, we aim to resolve the extent of visual comprehension and multi-frame interpretation required
to effectively answer the questions presented with both datasets. By exploring the nature of the questions
and the visual context they contain, we gain insights into the specific challenges posed by these datasets.
This analysis sets the stage to understand the inherent complexities and nuances associated with text-
based VideoQA.

In the second stage, employ BERT-QA [9], a text-only model. This model relies solely on textual
information to generate answers to questions, thus allowing us to measure the extent to which textual
information alone can contribute to answering video-related questions. Notably, our experiments with
BERT-QA reveal its effectiveness, as it attains results that are on par with the original multi-modal
methods that consider both visual and textual cues. This finding emphasizes the significance of the
textual information in the context of video-based question-answering.

Additionally, we explore the domain adaptation aspect by training models on one dataset and testing
them on the other. Specifically, we train on M4-ViteVQA and evaluate on NewsVideoQA, and vice
versa. This approach provides valuable insights into the challenges associated with cross-domain un-
derstanding, shedding light on the adaptability and generalization capabilities of models in the context
of different categories.

Towards the end, we also provide additional research directions to build better datasets for video
understanding for the videos containing text and provide future directions.

4.2 Benchmarking and Experiments

In this section, we present details of the exploratory analysis and the experiments we conduct. BERT-
QA is a transformer-based encoder-only model pre-trained on a large corpus and further finetuned on
SQuAD dataset [39] for question answering (Extractive QA). Extractive QA is the task of extracting a
short snippet from the document/context on which the question is asked. The answer ‘span’ is deter-
mined by its start and end tokens. It is selected for its effective extractive QA performance, implemen-
tation ease, and finetuning, despite limitations like no answer generation or handling yes/no questions.
Its ability in extracting answers from textual content makes it a suitable choice for tasks where answers
are primarily found in the text of the video. To convert both M4-ViteVQA and NewsVideoQA datasets
in SQuAD format, we find the first substring of the answer in the context, which is an approximation of
the answer span as followed in [33].
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Table 4.2 Data Exploratory Analsyis. Analysis of 100 random QA pairs from M4-ViteVQA and
NewsVideoQA datasets.

Category M4-ViteVQA (%) NewsVideoQA (%)

Single Frame 92.0 95.0
Multi Frame 8.0 5.0
Visual Info 33.0 6.0
Textual Info 95.0 100.0
Frame crowded with text 18.0 64.0
Extractive-based 81.0 98.0
Reasoning-based 5.0 2.0
Knowledge-based 1.0 0.0

Table 4.3 Performance of BERT-QA on M4-ViteVQA Task1Split1. Performance comparison of
BERT-QA model on M4-ViteVQA [66] dataset when the answer to questions is present in the concate-
nated list of OCR tokens from evenly sampled frames. This is for task1 split1.

Answer present in context Finetuning Acc. ANLS No. of QA pairs

No × 9.03 17.05 1971
No ✓ 21.96 32.18 1971
Yes × 19.20 25.25 911
Yes ✓ 47.42 55.14 911

4.2.1 Exploratory Analysis

For exploratory analysis, we randomly sample 100 QA pairs from both M4-ViteVQA and NewsVideoQA.
For each QA pair, we check the following aspects: i) if the question can be answered by a single frame
or needs multi-frame information, ii) if the question needs visual information and/or textual informa-
tion to obtain the answer, iii) if the frame which is essential to obtain the answer, is crowded with text
(approximately more than 15 OCR tokens). From Table. 4.2, it can be seen that for both datasets,
information from a single frame is sufficient to obtain answers, which is counter-intuitive to the video
question-answering task. From Table. 4.2, it can also be seen that most of the questions in both datasets
need textual information to obtain answers. As M4-ViteVQA contains videos from multiple categories,
it contains more questions of visual type compared to NewsVideoQA that contains only news videos.
Since both datasets are designed for questions that require reading text to answer questions, this has
resulted in minimal questions that require multi-modal information. We also check for the answer type:
i) extractive, ii) reasoning based, and iii) knowledge-based, and combinations of each type. From Table.
4.2, it can be seen that most of the questions are extractive in nature and have fewer reasoning-based
and knowledge-based questions. However, having more reasoning/knowledge-based questions is cru-
cial, thereby creating the need for better methods beyond the scope of text-only models.
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Table 4.4 Performance BERT-QA on M4-ViteVQA Task1Split2 Performance comparison of BERT-
QA model on M4-ViteVQA [66] dataset when the answer to questions is present in the concatenated
list of OCR tokens from evenly sampled frames. This is for task1 split2.

Answer present in context Finetuning Acc. ANLS No. of QA pairs

No × 8.17 15.81 1321
No ✓ 17.10 26.05 1321
Yes × 20.30 27.19 532
Yes ✓ 42.29 48.90 532

Table 4.5 Performance of BERT-QA on M4-ViteVQA Task2. Performance comparison of BERT-QA
model on M4-ViteVQA [66] dataset when the answer to questions is present in the concatenated list of
OCR tokens from evenly sampled frames. This is for task2.

Answer present in context Finetuning Acc. ANLS No. of QA pairs

No × 10.89 18.41 762
No ✓ 16.01 24.08 762
Yes × 25.78 30.48 318
Yes ✓ 38.05 43.82 318

4.2.2 BERT-QA experiments

M4-ViteVQA [66]: The M4-ViteVQA dataset consists of two tasks. The first task is divided into
two splits and both splits contain evenly distributed question-answer pairs from all video categories in
train-val-test sets. In the second task, the training set comprises videos from seven categories, while
the question-answer pairs and videos in validation in test splits are exclusively sourced from the re-
maining two categories. Zhao et el. [66] also propose a multi-modal video question-answering method:
T5-ViteVQA, that combines information from multiple modalities including OCR features, question
features, and video features.

In our experiments on the BERT-QA model, we first sample frames at 1fps and order the OCR tokens
of the frames to the default reading order based on the position of the top-left corner of the OCR token.
We further concatenate the ordered OCR tokens which becomes the context of the BERT-QA model.
After the training phase, we conduct two types of testing to evaluate the performance of the BERT-QA
model. For the first type, we evaluate the model on the entire validation set without checking if the
answer is present in the context. This experiment allows us to assess the model’s overall ability to
obtain answers. In the second type of testing, we specifically focus on questions that have answers in
the context.

NewsVideoQA [17]: This dataset proposes questions on news videos. The dataset has timestamps
for each question indicating the frame at which the question was defined. This work also proposes a re-
purposed baseline: OCR-aware SINGULARITY, which was originally inspired by SINGULARITY [?].
OCR-aware SINGULARITY is a multi-modal transformer-based video question-answering model that
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Table 4.6 Performance comparison of different baselines with BERT-QA on M4-ViteVQA. Perfor-
mance comparison (Acc.) of M4C, T5-ViteVQA, and BERT-QA on the validation set of Task 1 Split 1.

Set M4C [16] T5-ViteVQA [66] BERT-QA [9]

Easy 19.30 25.09 25.49
Hard 9.02 14.26 16.34
Text 17.26 23.08 31.01
Vision 18.36 24.21 18.82

combines information from OCR tokens, questions, and visual information from a randomly sampled
frame.

In this work, we conduct two types of training on this dataset. In the first approach, we train the
BERT-QA model using the OCR tokens of the single frame on which the question was defined (BERT-
QA-SF: BERT-QA Single Frame). In the second approach, we concatenate the OCR tokens from frames
sampled at 1fps which forms the context of the BERT-QA model. (BERT-QA-MF: Multi-frame). By
conducting training in both single-frame (BERT-QA-SF) and multi-frame (BERT-QA-MF) setups, we
aim to explore the impact of variations in the length of context on the performance of the BERT-QA
model. These two training approaches provide insights into the model’s ability to obtain answers based
on either a specific frame or a broader contextual understanding derived from multiple frames.

4.2.3 Domain Adaptation Experiments

We conduct experiments to determine if the BERT-QA model can perform or generalize well with
the out-of-domain context. This evaluation aims to determine if the model can provide accurate answers
even in unfamiliar video categories and their corresponding contexts. To achieve this understanding,
we perform several experiments. We check for the performance of the BERT-QA model trained on the
Source dataset followed by testing on the Target dataset. We do this in two settings: i) without finetun-
ing on the target dataset, and ii) with finetuning on the target dataset (Example: Train on NewsVideoQA
and test on M4-ViteVQA in two settings i.e. with/without finetuning and vice-versa). By doing these,
we try to examine the impact of domain shift and the importance of training the model on videos from
diverse categories, where scene text serves as the textual content in one dataset that is M4-ViteVQA, as
opposed to embedded text in NewsVideoQA. These experiments help us determine the model’s ability
to generalize and adapt to the specific categories of videos.

4.2.4 Evaluation Metrics and Experimental Setup

Frequently used in the majority of the works on scene-text based visual and video question answer-
ing, we use two evaluation metrics — Accuracy (Acc.) and Average Normalized Levenshtein Similar-
ity (ANLS). Accuracy is the percentage of questions for which correct answers and predicted answers
match exactly. Whereas ANLS is a similarity-based metric that acts softly on minor answer mismatches.
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More details can be found in [4]. For all experiments, we train BERT-QA bert-large-uncased-

whole-word-masking-finetuned-squad for 15 epochs with a batch-size of 16 on 4 GPUs
with a learning rate of 2e-05.

4.3 Results

4.3.1 Quantitative Results

In this section, we present the results and analysis of different experiments. In Table. ??, we show the
results of the performance of T5-ViteVQA and BERT-QA on different tasks and splits on the validation
set of the M4-ViteVQA dataset. It can be seen that a simple text-only model achieves comparable results
and beats the scores of T5-ViteVQA for certain splits. The results indicate that we need more datasets
that require information from multiple modalities and multiple frames which is a concerning limitation
in the current datasets. It can be seen that the BERT-QA relies purely on the OCR output to infer and
extract the answer. Therefore, if the OCR output is noisy or if the tokens are incorrectly ordered (errors
in default reading order) the model might fail to find the right answer. However, since the ANLS metric
acts softly on OCR errors, BERT-QA outperforms T5-ViteVQA on the ANLS metric.

In Table. 4.5, we show the performance of BERT-QA for the questions that contain answers in the
context. We create this test set by checking if the answer is a substring of context. For each of the splits,
nearly half of the original questions in the validation set have answers in the context. In Table. 4.6,
we show the performance comparison—in terms of Accuracy—of two methods: i) M4C [16]: It uses a
multi-modal transformer and an iterative answer prediction module. The model answers questions based
on scene-text questions on a single image. ii) T5-ViteVQA: method proposed as a baseline in [66], with
BERT-QA on the validation set of Task 1 Split 1. It can be seen that BERT-QA outperforms M4C and
T5-ViteVQA on different sets. Here, the “sets” correspond to the type of questions which is provided
with the dataset. These sets are: i) easy - answering requires information from a single frame, ii) hard
- answering requires information from multiple frames, iii) text - answering requires only reading text,
and iv) vision - answering requires both visual and textual information. Only for questions that require
visual information, BERT-QA underperforms, yet still manages to obtain decent performance.

In Table. 4.7, we show results of the performance of different methods on the test set of NewsVideoQA
[17] dataset. OCR-aware SINGULARITY is a model trained in a single-frame setup and is tested on a
multi-frame setup (by combining visual and textual information from 12 frames - more details in [17]).
This is followed by results of BERT-QA-SF i.e. trained on OCR context from a single frame and
tested by picking a random frame. In the third row, we show the results of BERT-QA when tested with
OCR tokens of the frame on which the question was defined (correct frame). In the fourth row, BERT-
QA-MF: BERT-QA is trained and tested on a multi-frame setup. In Table. 4.10, we show the results
of out-of-domain training performance on both [17, 66] datasets. It can be seen that testing a model
initially trained on M4-ViteVQA (Source dataset) achieves decent performance on an out-of-domain
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Table 4.7 Performance comparison of BERT-QA with OCR-aware SINGULARITY on
NewsVideoQA dataset. We show the performance of OCR-aware SINGULARITY [17] and BERT-
QA in different settings. BERT-QA-SF: single frame setup, BERT-QA-MF: multi-frame setup on
NewsVideoQA. In the second column, we explain the type of testing. “12 random frames”: consid-
ers visual and textual information from 12 random frames, “single random frame”: OCR tokens of a
random frame, “single correct frame”: OCR tokens of the correct frame, “1 frame per second”: OCR
tokens of frames sampled at 1fps.

Baseline Type of testing Acc. ANLS

OCR-aware SINGULARITY 12 random frames 32.47 35.56
BERT-QA-SF single random frame 23.71 29.47
BERT-QA-SF single correct frame 46.55 56.81
BERT-QA-MF 1 frame per second 52.29 61.12

Table 4.8 More experiments of BERT-QA on NewsVideoQA. In this table, we show the results of the
performance of the BERT-QA model on the test set of the NewsVideoQA [17] dataset. For the random
frame, we sample a frame randomly and consider its OCR tokens as context to the model.

Training data Testing data Ft Acc. ANLS

- single random frame × 16.78 22.47
single correct frame single random frame ✓ 23.71 29.47
- single correct frame × 33.29 43.43
single correct frame single correct frame ✓ 46.55 56.81
- 1fps-sampled-frame × 31.31 40.60
single correct frame 1fps-sampled-frame ✓ 51.25 62.67
1fps-sampled-frame single random frame ✓ 17.41 20.36
1fps-sampled-frame single correct frame ✓ 37.26 42.26
1fps-sampled-frame 1fps-sampled-frame ✓ 52.29 61.12

43



Table 4.9 Domain Adaptation Experiments: Source dataset – M4-ViteVQA. Out-of-domain training
performance for NewsVideoQA and M4-ViteVQA datasets. “Source dataset” corresponds to the dataset
on which we train the model, and “Target dataset” corresponds to the dataset we test the model on, in
this case is “NewsVideoQA” dataset.

Source dataset Finetuning on target Acc. ANLS

NewsVideoQA ✓ 52.29 61.12
M4-ViteVQA × 40.39 51.86
M4-ViteVQA ✓ 50.41 61.04

Table 4.10 Domain Adaptation Experiments: Source dataset – NewsVideoQA. Out-of-domain train-
ing performance for NewsVideoQA and M4-ViteVQA datasets. The “Source dataset” corresponds to
the dataset on which we train the model, and the “Target dataset” corresponds to the dataset we test the
model on, in this case, is “M4-ViteVQA” dataset.

Source dataset Finetuning on target Acc. ANLS

M4-ViteVQA ✓ 21.96 32.18
NewsVideoQA × 7.86 12.68
NewsVideoQA ✓ 22.17 31.95

NewsVideoQA (target dataset) and vice-versa. By further finetuning on the target dataset, the perfor-
mance of the model increases. This indicates that the BERT-QA model can effectively generalize across
domains through out-of-domain training.

4.3.2 Qualitative Results

In this section, we present qualitative analyses conducted on the two datasets which are NewsVideoQA
[17] and M4-ViteVQA [66], to gain deeper insights. Fig. 4.4 showcases qualitative results obtained from
the NewsVideoQA dataset. We compared the ground truth with the predictions made by the BERT-QA
model before and after finetuning. The results demonstrate that finetuning helps and improves the
model’s ability to extract relevant answers related to the questions. Similarly for the M4-ViteVQA
dataset, we show the qualitative results in Fig. 4.3. In Fig. 4.5, we present qualitative results from the
NewsVideoQA dataset. We compare the predictions of the BERT-QA models using context from OCR
tokens from randomly sampled frames and context from the frame on which the question was defined.
The results indicate that text in the random frame is insufficient for the model to obtain accurate an-
swers. However, when provided with OCR tokens from the frame where the question was defined, the
model successfully obtains the correct answer. In Fig. 4.5, we show the results for the out-of-domain
experiments.
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Figure 4.3 Qualitative results from M4-ViteVQA dataset.

Figure 4.4 Qualitative results from NewsVideoQA. This figure shows the qualitative results of the
NewsVideoQA [17] dataset. We show the ground truth, prediction without finetuning the BERT-QA
model, and prediction after or with finetuning the BERT-QA model. It can be seen that finetuning helps
the model to extract the answers relevant to the questions.
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Figure 4.5 NewsVideoQA example with context from the correct frame and random frame. This
figure shows the qualitative results of the NewsVideoQA [17] dataset. We show the ground truth, pre-
diction of the BERT-QA model with context as the concatenated list of OCR tokens of the randomly
sampled frame, and prediction of the BERT-QA model with context as the concatenated list of OCR
tokens of the frame on which the question was defined. It can be seen that the text in the random frame
is not sufficient for the model to obtain the answer. Whereas if we give OCR tokens of the frame where
the question was defined, it obtains the correct answer.

4.4 Performance of Vision Language Models

Before the rise of general-purpose large language models and dedicated vision language models, pre-
vious works looked at specific task understanding such as multiple frame comprehension in VideoQA,
scene-text understanding in ST-VQA and TextVQA, and knowledge-graph understanding in KVQA
and so on. However, as the landscape of AI research evolved with the introduction of advanced models,
it becomes increasingly important to evaluate their performance on established benchmarks. We can
gain insights into their generalizability across diverse scenarios by subjecting models like LLaVA and
Gemini to testing on these datasets. Moreover, such evaluations shed light on potential weaknesses or
failure points, offering valuable feedback for refining these models. In this section, we delve into the
performance metrics of two prominent large vision-language models: Gemini [1] and LLaVA [30].

LLaVA [30]. The model trained as a standard causal language model, taking language instructions
(a user text prompt) as input, and returns a language response. The ability of the language model to
handle images is allowed by a separate vision encoder model that converts images into language tokens,
which are added to the user text prompt (acting as a soft prompt). LLaVA’s language model is based
on Vicuna [7] and the vision encoder is based on CLIP [37]. Vicuna is a pretrained large language
model based on LLaMa-2 [53]. CLIP is an image encoder, pretrained to encode images and text in a
similar embedding space using contrastive language-image pretraining. In our experiments, we test the
performance of LLaVA on both NewsVideoQA and M4-ViteVQA datasets. We test this model in two
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Table 4.11 Performance of Vision-Language Models on Text-based VideoQA datasets. We ex-
periment with two Vision LLMs: Gemini-1.5 vision and LLaVA on both the M4-ViteVQA and
NewsVideoQA datasets. Here # frames at testing shows the number of frames used at the time of
testing to answer a question.

Dataset Model # frames at testing Substring Match Accuracy (in %)

NewsVideoQA LLaVA 1 22.7032
NewsVideoQA LLaVA 5 28.4054
M4-ViteVQA LLaVA 1 16.9964
M4-ViteVQA LLaVA 5 28.4627

NewsVideoQA Gemini 1 61.4649
M4-ViteVQA Gemini 1 37.3032

setting, (i) When a single frame is given as an input to the model along with the question, (ii) When 5
evenly sampled frames are given as an input to the model along with the question. For NewsVideoQA
dataset, as we know the frame at which the question was defined, we sample that frame as an input to the
method (shown in first row of Tab. 4.11). For M4-ViteVQA single frame setting, we randomly sample
a frame from the video (shown in third row of Tab. 4.11).

Gemini [1]. Gemini is a multimodal method, that can generalize and understand, operate across, and
combine different types of information, including text, code, audio, image, and video. Gemini obtains
state-of-the-art performance on multiple tasks. We obtain the free API key and use ‘gemini-pro-vision’
in order to obtain the answer to the questions for the given frame. Since the API call consumes time, we
experiment with only single-frame QA for both datasets.

In the preceding sections, we employed two metrics to assess model performance: accuracy, which
measures the exact match between predicted and actual answers, and ANLS, designed to account for
subtle errors such as those stemming from OCR inaccuracies. However, these metrics fall short of
evaluating the output of large vision-language models effectively. These models, trained on human
chat data, generate open-ended, free-form responses, posing a challenge for zero-shot evaluation using
metrics used previously. We attempted using prompts like “Please answer the questions briefly, i.e.
3-4 word answers.” This led to shorter responses, though they were still at the sentence level, unlike
the ground truth. To address this, we adopt a substring matching approach to evaluate the generated
answers. Specifically, we examine whether the ground truth answer is a substring of the predicted
answer, acknowledging that the predicted response may constitute an entire sentence rather than a single-
word answer. Below is the equation to calculate substring match for single-frame setup:

Substring Match =

1 if ground truth is a substring of predicted answer

0 otherwise
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Figure 4.6 Qualitative results of Vision Language Models. Performance of Gemini and LLaVA on
the NewsVideoQA dataset when a single frame on which the question was defined is given as input
along with the question.

In the case of a multiple-frame setup, we combine all the generated answers into a single string and
verify whether the ground truth answer is contained within this concatenated sequence. Below is the
equation to calculate substring match for multi-frame setup:

Substring Match (Multiple Frames) =


1 if ground truth is present

in concatenated string of all generated answers

0 otherwise

In Table. 4.11, we present the performance comparison of LLaVA and Gemini on both the NewsVideoQA
and M4-ViteVQA datasets. The column ”Frames at Testing” indicates the number of frames utilized
during testing to answer each question.

In the case of NewVideoQA, where the timestamp of the question is known, a single frame cor-
responding to that timestamp is selected. Additionally, we evenly sample five frames for multi-frame
testing. For the M4-ViteVQA dataset, since the frame at which the question was defined is unavailable
for single-frame testing, a frame is randomly sampled from the video. Similarly, for multi-frame testing,
five frames are evenly sampled.

LLaVA’s performance is evaluated in both single-frame and multi-frame setups on both datasets.
It’s notable that LLaVA achieves respectable performance in the single-frame setup without explicitly
using OCR information but rather implicitly leveraging CLIP image encoding. Conversely, Gemini’s
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performance is evaluated only in the single-frame setup due to its time-intensive API usage. Despite this
limitation, Gemini demonstrates commendable performance on both datasets with just a single frame.

In Fig. 4.6, we show the predictions of LLaVA and Gemini on the NewsVideoQA dataset when a
single frame on which the question is defined was considered as input. It can be seen that LLaVA is able
to generate partial answers in both examples, whereas Gemini generates correct answers. The potential
reason for this could be that the LLaVA model being utilized has 7 billion parameters, which is signif-
icantly smaller in comparison to Gemini. In Fig. 4.9, we show the predictions of LLaVA and Gemini
on the M4-ViteVQA dataset, where we sample a random frame as input. In the first example, LLaVA
may have struggled due to the extensive text, leading to incorrect answers, while Gemini managed to
provide accurate responses. In the second example, both LLaVA and Gemini mistakenly inserted the
first name of the person. In Fig. 4.7 and Fig. 4.8, we show the predictions of LLaVA in multi-frame
setup. We uniformly sample five frames from the video and pass each of these frames individually along
with question as input. The predictions in blue suggest that for a few frames, the model can generate the
expected answer if the correct information needed to obtain the answer is present. Otherwise, as seen
in the red-colored predictions, it either generates it is not able to determine the answer or sometimes (in
Fig. 4.8 [d] and [e]) it generates the wrong answer. Hallucination represents a significant challenge in
evaluating these methods, constituting one of their major known drawbacks.

4.5 Future work

Based on the previous chapters, their conclusions, and insights, there are several potential future
directions and areas of work that can be explored to advance the field of text-based video question
answering. Non-extractive Answers: As noted, current text-based VideoQA datasets primarily focus
on extractive answers, where the answer is a direct part of the video’s text. Questions can be more
open-ended, seeking interpretations, summaries, or explanations rather than direct text extraction. Fu-
ture work can aim to develop datasets and models that prioritize generative or non-extractive answers but
still would require reasoning over textual content present in the videos. Multi-frame Comprehension: To
enhance the degree of visual understanding and multi-frame comprehension in VideoQA, future datasets
could be designed to include questions that require reasoning across multiple frames or time segments
of a video. Though was the original objective in mind but generating such questions became difficult
in a trivial setup. Having better instructions for the annotators and actually designing scenarios where
multi-frame understanding is needed might help. Using videos that contain both action and textual in-
formation might be a good place to start. Multi-modal Questions: Building on the idea of multi-modal
learning, future datasets could incorporate questions that involve text, visual as well as audio informa-
tion. These multi-modal questions might require models to combine cues from numerous modalities
to provide accurate answers. This approach would better reflect the complexity of real-world informa-
tion processing. Because current datasets have limitations, building methods that are truly multi-modal
would prevent us from obtaining SOTA. Hence, have multi-modal questions that boost better multi-
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modal VideoQA methods. Data augmentation: Currently, the process with which datasets are generated
is manual, which becomes one of the hurdles in scaling up the dataset. Hence, building automated
or semi-automated frameworks that can generate data would help both in scalable data generation and
would be a step towards eliminating personal bias while framing questions. The emergence of models
such as ChatGPT, LLaVA, Gemini, and various other multimodal Language and Vision Models (LLMs)
signifies a shift towards exploring diverse video genres and complex content. Additionally, avenues
like fine-grained video understanding and zero-shot learning present promising directions for further
investigation. Moreover, leveraging these LLMs to generate richer and more abundant datasets warrants
consideration, offering opportunities for enhanced model training and performance.

4.6 Summary

In this chapter, we focused on the important task of understanding textual information within videos
for question-answering. The study provides insights that current text-based VideoQA datasets majorly
focus on extractive answers and insights that the degree of visual understanding and multi-frame com-
prehension in current datasets is limited for better VideoQA using text in videos. Additionally, the paper
demonstrates the effectiveness of BERT-QA, a text-only model, in achieving comparable performance
to original methods on both datasets and also looks into the domain transfer aspect, by comparing the
performances by training on one type of dataset and testing on the other. In future developments, we
hope to see datasets that prioritize non-extractive answers and incorporate multi-modal questions based
on multiple frames to facilitate improved multi-modal learning.
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Figure 4.7 Qualitative results of Vision Language Models. Performance of LLaVA on the
NewsVideoQA dataset when we uniformly sample five frames. The following are the predictions of
LLaVA for each of the considered frames: [a] LLaVA. In the image, there are two precautions to be
taken. First, the man is wearing a face mask, which is essential for protecting himself and others from
the spread of airborne viruses or bacteria. Second, the man is sitting in a chair with a pink wall, which
suggests that he is in a public or shared space. In such environments, it is crucial to maintain a safe
distance from others, practice good hygiene, and follow any guidelines or recommendations provided
by local authorities or healthcare professionals to minimize the risk of infection or transmission. [b]
LLaVA. In the image, there are two precautions to be taken. First, the man is wearing a mask, which
is essential to protect himself and others from the spread of airborne viruses or bacteria. Second, the
man is being tested for a disease, which is crucial to identify any potential health issues and receive
appropriate treatment. These precautions highlight the importance of personal hygiene and healthcare
in preventing the spread of diseases and ensuring public health. [c] LLaVA. In the image, a man is being
tested for the COVID-19 virus. Two precautions to be taken are to maintain proper hygiene and to fol-
low the guidelines provided by health authorities. These precautions include washing hands frequently,
using hand sanitizer, wearing a mask, and practicing social distancing. Additionally, it is essential to
stay informed about the latest developments and recommendations related to the virus and follow the
guidelines provided by health authorities to minimize the risk of spreading the virus. [d] LLaVA. In
the image, a man is being tested for COVID-19. The two precautions to be taken are to maintain social
distancing and to wear a mask while waiting for the test results. These measures help reduce the risk
of spreading the virus and protect the individual and others around them. [e] LLaVA. In the image, a
man is being tested for COVID-19, and another man is wearing a hazmat suit. The two precautions to
be taken are:1. The man being tested should follow proper hygiene practices, such as washing hands,
using hand sanitizer, and wearing a face mask, to minimize the risk of spreading the virus. 2. The man
wearing the hazmat suit should follow strict infection control measures, such as wearing a face mask,
gloves, and other personal protective equipment (PPE), to ensure his safety and prevent the spread of
the virus.
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Figure 4.8 Qualitative results of Vision Language Models. Performance of Gemini and LLaVA on
the M4-ViteVQA dataset when a single frame on which the question was defined is given as input along
with the question.

Figure 4.9 Qualitative results of LLaVA on M4-ViteVQA dataset. Performance of LLaVA on the
M4-ViteVQA dataset when we uniformly sample five frames. The following are the predictions of
LLaVA for each of the considered frames: [a] LLaVA. Based on the image, the woman is going to post
vlogs every week. She is holding a cell phone and a pink pen, which suggests that she is preparing to
record a video or write a caption for her vlog. The fact that she is wearing a gray shirt and has long
hair also indicates that she is likely to be consistent in her vlogging activities. [b] LLaVA. Based on the
image, it is not possible to determine the exact frequency of the woman’s vlogs. However, she is seen in
the image with a vlog camera, which suggests that she might be planning to post vlogs regularly. The
woman’s actions, such as praying and making a video, indicate that she is engaged in creating content
for her vlog. [c] LLaVA. Based on the image, it is not possible to determine the exact frequency of the
woman’s vlogs. However, she is seen holding her hands up, which might suggest that she is about to
post a vlog. The woman’s actions in the image indicate that she is likely to post vlogs occasionally or
when she has something to share. [d] LLaVA. Based on the image, the woman is going to post vlogs
every single day. [e] LLaVA. Based on the image, the woman is going to post vlogs every single day.
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Chapter 5

Conclusion

In this thesis, we proposed and thoroughly investigated text-based video question-answering tasks
and datasets. We looked at the literature, identified the gaps, proposed new tasks, and repurposed
baselines to fill those gaps and provided limitations and future work. Here is a summary of the thesis.

In Chapter 2, we look at existing datasets and methods in the field of multi-modal reasoning, start-
ing from Visual Question Answering, Scene-text-based VQA, and Video Question Answering. This
literature review helps us understand the gaps in the existing works and gives us a strong motivation to
propose a new task.

In Chapter 3, we propose a new task and an associated dataset. This task aims at obtaining answers to
questions that require reading text in the videos. To this end, we propose a new dataset NewsVideoQA
that enables research in this direction. We benchmark the dataset with multiple repurposed baselines.

In Chapter 4, we explore different video categories by understanding and experimenting with the
M4-ViteVQA dataset. We perform data exploratory analysis and identify key limitations such as heavy
bias in a single frame and text-only information to obtain answers to questions in both datasets. We
also experiment with a text-only model achieving comparable performance as that of the original multi-
modal methods on both datasets. We also show domain adaptation results on both datasets. Furthermore,
based on the inferences obtained using extensive ablations, we present directions toward future work that
might help us create better datasets. We also look into performance of current vision language models
on NewsVideoQA and M4-ViteVQA datasets.

To conclude, in this thesis, we highlight the importance of text in videos and propose new tasks and
datasets to over multiple shortcomings of existing works. We also present ways in which this direction
can be improved to build better assistive systems. We hope this work will motivate future text-based
video understanding research.
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