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Abstract

Document summarization aims to create a precise and coherent summary of a text document. There
exist a plethora of deep learning summarization models that are developed mainly for English, which
often requires (i) a large training corpus and (ii) efficient pre-trained language models and tools. How-
ever, English summarization models for low-resource languages like Indian languages are often limited
by rich morphological variation and syntactic and semantic differences. Also, the restricted form of
supervision limits the generality and usability of low-resource languages due to the lack of annotated
corpora. The Graph Autoencoder (GAE) model has recently shown superior performance on several
NLP tasks, even with limited resources. In this work, we propose GAE-ISUMM, an unsupervised
Indic Summarization model that extracts summaries. In particular, our proposed model uses GAE and
leverages: (i) learning document representations and (ii) jointly learning sentence representations and
summary of the document. For evaluation purposes, we introduce TELSUM, a manually annotated
summarization dataset comprised of 501 document-summary pairs. Extensive experiments on existing
low-resource datasets (XL-Sum) and TELSUM provide the following insights: (i) our proposed model
displays state-of-the-art results on XL-Sum and report benchmark results on TELSUM, (ii) Surpris-
ingly, the inclusion of positional and cluster information in the proposed model further improved the
performance of summaries. We open-source our dataset and code 1.

On the other hand, with the advancement of various deep-learning methodologies and transformer-
based models, summarization has advanced to a new level. However, consistent and standard datasets
must be produced to benefit from these deep learning algorithms fully. The creation of dedicated re-
sources is rarely seen for low-resource Indian languages, unlike English which hinders the progress
of summarization. To this end, we create summarization resources for Indian languages by introduc-
ing ISummCorp (Indic Summarization Corpora) and IndicSumm (Indic Language Summarization
Models). IsummCorp is a highly abstractive summarization dataset sourced from the Times Of India
(TOI). It is manually annotated by experts across eight Indian languages. Human and intrinsic evalua-
tions demonstrate the high quality, abstraction, and compactness of ISummCorp. IndicSumm is a set of
diverse monolingual and multilingual models based on ISummCorp. We refined IndicSumm, by fine-
tuning the sophisticated, multilingual pre-trained mT5 model. With ISummCorp, we show that a model
can perform better in a monolingual environment when trained with enough monolingual data than in a
multilingual finetuning scenario. To investigate the potential of monolingual models, we finetuned mT5

1https://github.com/scsmuhio/Summarization
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using ISummCorp in both monolingual and multilingual situations and achieved better performance in a
monolingual setting. Furthermore, we compare IndicSumm to other multilingual summarization models
(XL-Sum and IndicBART) and achieve the state-of-the-art results.
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Chapter 1

Introduction

1.1 Why is text summarization important?

The past few years have seen a tremendous increase in the growth of digital data. Social media plat-
forms such as Facebook, Twitter, Quora, and Reddit have made online material accessible to everyone.
According to the International Data Corporation (IDC), the total amount of digital data traveling annu-
ally around the world will increase from 4.4 zettabytes in 2013 to 180 zettabytes in 2025. Web pages,
blogs, news articles, status updates, and other forms of content have all contributed to the dramatic
surge. With so much unstructured data available, selecting only the most essential information from
each is crucial.

Search engines are one of the crucial applications of summarization. Search engines have been
the primary source of knowledge in any field over the last two decades. Understanding every relevant
document related to a query is a complicated and impossible process with billions of users. As a result,
it is necessary to provide information to the users in a concise format given a query, which is where
summarization becomes handy.

Later comes the summarization of news articles. The news is the most reliable source of information
in everyone’s daily life. It involves different domains such as politics, sports, business, entertainment,
social awareness, and many others. News helps us gather knowledge from different parts of the world.
It can be used as a resource to learn more about a subject or, on occasion, to increase general knowl-
edge. It is also capable of impacting society to any extent. In the modern era, the news is being read
online to save time. To gain more knowledge or awareness about the surroundings, it is necessary to
provide the users with information concisely. Summarization aims to comprehend the main informative
content quickly and concisely. Text summarization enables us to achieve this goal by producing more
focused and shorter summaries that capture the key information. There are several other applications to
summarization, such as Text classification, Question Answering, Paraphrasing, and Entity Timelining.

1



1.2 Summarization

Text Summarization is one of the focused fields of the Natural Language Processing(NLP) com-
munity, posing several challenges in aspects like quality resources, quality models, and consistent text
generation. Summarization provides a brief synopsis of the input text containing the key information.
Summarization is mainly of two kinds: Abstractive summarization and Extractive summarization. We
briefly discuss Extractive and Abstractive techniques below. Further, we also explain the difference
between a usual summarization task and multilingual summarization.

1.2.1 Extractive Summarization

Extractive summarization picks the most important segments from the input text and concatenates
them to form a summary. Extractive methods were dominant in the early era of summarization, majorly
based on techniques such as Frequency-based approaches, Keyword extraction, sentence length and
position, cue words, and many others [36, 21]. In extractive summarization, the sentences in an article
are often ranked based on the features, and a subset is chosen to create a clear and brief extractive
summary. Initially, graph-based approaches such as TextRank [46] and LexRank [11] became more
famous under extractive summarization techniques. Further, researchers have explored both supervised
and unsupervised techniques for extractive summarization. Recent works have explored deep-learning
techniques that mainly include transformers, auto-encoders [21], and seq-to-seq [48] models to make
the extractive summarization more effective.

1.2.2 Abstractive Summarization

Abstractive summarization reproduces essential information in a new way after thoroughly analyzing
and interpreting the text. The main goal is to create a new, concise text that captures the essence of the
original. Early abstractive summarization methods focused on text compression, information extraction,
and clustering [67]. With the recent advancements in deep learning and NLG (Natural Language
Generation), abstractive approaches shifted their interest toward seq2seq models and transformer-based
models [49].

1.2.3 Multilingual Summarization

Multilingual summarization is a task where we train the models in multiple languages instead of
one. Multilingual summarization aims to create a more generic platform for different languages. The
NLP community is recently seeing a surge in the development of multilingual models and datasets.
Various multilingual models were developed with Transformers [71] as the base architecture. BERT [9],
BART [31], T5 [59] are some of the fruits of the transformer architecture which are further used to
develop models for multiple languages. Recently contributed multilingual models include mBERT [58],
mBART [37], mT5 [77]. These models were mainly trained for translation tasks. However, when

2



provided with task-specific datasets, these models can be fine-tuned to downstream NLP tasks such as
classification, summarization, question-answering, and many more. Here, we will briefly discuss the
base models of different multilingual models.

• T5: T5 is an encoder-decoder model that was trained on various tasks that are both supervised
and unsupervised and are each translated into a text-to-text format. T5 is effective in different
tasks.

• BART: Bart employs a typical seq2seq/machine translation architecture with a left-to-right de-
coder and a bidirectional encoder (like BERT) (like GPT). BART performs well for comprehen-
sion tasks but is especially effective when fine-tuned for text generation.

• BERT: BERT is a transformers model that was self-supervised and pre-trained on a sizable
corpus of multilingual data. BERT was pre-trained on the unlabeled texts, which allowed it to
use a large amount of data that is readily accessible. The texts were then used as inputs for an
autonomous process that generated labels and inputs. To be more precise, it was pre-trained with
the MLM (Masked language Modelling) and NSP objectives (Next Sentence Prediction).

1.3 Motivation and Overview

Indian languages (Languages that are native to India) are spoken by about 10% of people all around
the globe. Eight Indian languages secure a place among the top twenty spoken languages in the world,
and around thirty Indian languages with more than a million speakers [26]. With the drastic increase in
digital usage content by the Indian population, it is essential to build the necessary resources and tools
for Indian languages. However, Indian languages cannot reap the benefits of emerging deep learning
models due to a lack of standard and massive annotated summarization datasets. Additionally, Indian
languages have significant structural and morphological variations from high-resource languages like
English, and techniques developed for English cannot be extended to Indian languages. The primary
motivation for research in the summarization of Indian languages is to develop techniques and resources
that help generate summaries more effectively and accurately. However, very few works discuss the
summarization of low-resource Indian languages, which cannot be scaled relative to high-resource lan-
guages like English.

Applying supervised deep learning techniques for extractive text summarization is currently compli-
cated by the need for manually produced large-scale extractive summaries that serve as the networks’
training data. So, to overcome the limitations of low-resource languages, we propose an unsupervised
summarization technique GAE-ISUMM. For any low-resource language that does not have adequate
data, GAE-ISUMM can be used to produce summaries since it is unsupervised.

Further, even with the exponential growth of deep learning techniques in summarization, we realized
we could not reap the benefits of these techniques due to the lack of proper summarization datasets in
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Indian languages. We then created an Indian language-specific multilingual dataset (ISummCorp) and
models (IndicSumm). We also created monolingual summarization models specific to Indian languages
taking a notch high in low-resource languages. We also prove that a language model performs better
when fine-tuned with enough data in a single language setting than in a multilingual setting with the
help of ISummCorp.

1.4 Challenges

Text summarization is challenging since it is heavily dependent on the context and is very abstract.
Given an article to a single person in two different instants, even then, the output summaries turn out
to be different. So, it is highly improbable that we will arrive at a single, universal solution for sum-
marization. Here, we briefly discuss the challenges faced in the process of resource creation towards
summarization.

• Lack of resources: The main limitation for resource-poor languages in summarization is the
need for more resources. Languages with limited resources need more standardized datasets and
language-specific approaches. Due to the morphological structure and syntax difference, summa-
rization techniques created for English cannot be used for other languages. In addition, resources
like corpora, language models, standard datasets, and pre-processing tools are necessary to ex-
plore the potential of summarization in a given language fully.

• Automated text generation: Text generation is a complex process and needs lots of training data
for text generation. It needs a complete understanding of the language and complete contextual
information about the article. Regarding text generation of summaries, the model must first un-
derstand the language and learn about the contextual information. The model also has to learn to
prioritize the crucial elements of the article.

• Processing long documents: Understanding and processing long documents would be challeng-
ing compared to shorter documents. Even in the world of deep learning, there are limitations
regarding the input and output sizes and the number of parameters. Additionally, processing long
documents with neural methods are always computationally expensive and time-taking.

• Summary size variations: The summary length depends on the extraction process and differs
for different datasets. Summaries for a few datasets are of a single sentence. Furthermore, some
other datasets might have the summary size to be half of the article. With different datasets having
different criteria for summaries, it is challenging to idealize the summary size.

• Evaluation metric: Summary generation cannot be evaluated objectively and needs an abstract
perspective. The evaluation metrics generally used for summarization are ROUGE [32] and
BLEU [55] scores. However, since summarization is an abstract task, human evaluation for sum-
maries is also required, which might be time-consuming and expensive.
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1.5 Contribution of this thesis

As mentioned earlier, there is a need to create annotated datasets, different summarization techniques,
and develop machine learning and deep learning models to understand text generation of low-resource
languages better. To our knowledge, no such resources are available for Indian languages, and we are
the pioneers in creating Indian-language-specific resources for summarization. At first, with limited
resources and dataset creation being time-consuming, we developed an unsupervised summarization
technique, GAE-ISUMM. To evaluate our technique, we created TELSUM, a summarization dataset,
manually annotated by professional annotators. Later, learning about the drastic increase of datasets and
models for all the languages worldwide, we attempted to create an Indian-language-specific multilingual
dataset ( ISummCorp) and models (IndicSumm). We will briefly discuss all the work here and explain
each in detail later. The main contributions of this thesis are as follows:

• GAE-ISUMM: GAE-ISUMM is an unsupervised Indic summarization model that extracts sum-
maries from text documents that leverage the idea of Graph AutoEncoder. GAE-ISUMM is a
model where it learns the summary from the document. GAE-ISUMM, being an unsupervised
technique, does not require any labeled data for training.

• TELSUM: TELSUM Dataset is a summarization dataset created in Telugu( a resource-poor In-
dian language) to evaluate the unsupervised GAE-ISUMM technique. The TELSUM dataset
consists of 501 document-summary pairs. The summaries were manually written by two profes-
sional annotators who are native Telugu speakers. Unlike other summarization datasets, TELSUM
is a dataset where annotators manually create summaries rather than retrieve them straight from a
news source.

• ISummCorp: ISummCorp, a large-scale, multilingual summarization dataset for eight Indian
languages extracted from Times Of India(TOI). Our corpus provides 376k article-summary pairs
from eight different Indian languages: Hindi(Hi), Tamil(Ta), Telugu(Te), Bengali(Bn), Gujarati(Gu),
Marathi(Ma), Malayalam (Ml), and Kannada(Kn). ISummCorp is the first Indian language-
specific dataset created to date.

• IndicSumm: IndicSumm is a set of monolingual and multilingual summarization models trained
on ISummCorp. These models are finetuned based on mT5 architecture. The multilingual model
supports all 8 Indian languages of ISummCorp. The monolingual models are designed for each of
the eight languages to explore the potential of low-resource languages when trained with adequate
data.

The TELSUM, ISummCorp, and IndicSumm models are publicly available under a Creative Com-
mons Attribution-NonCommercial-ShareAlike 4.0 International License. We open-source our data and
our models. The data and code related to the unsupervised technique can be accessed from the reposi-
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tory 1. Furthermore, the content related to the multilingual datasets and models can be accessed from
the mentioned repository 2.

1.6 Organization of the Thesis

There are seven chapters in the study. The first chapter is the introduction to the thesis; the subsequent
chapters are summarised as follows:

• Chapter 2. Related work

In this chapter, we discuss the literature survey of available summarization datasets for Indian
languages. Also, we present several multilingual deep learning models and datasets developed
using multiple languages to date.

• Chapter 3. GAEISUMM

In this work, we propose an architecture, the unsupervised summarization Model. The model
mainly depends on the idea that the summary is learned from the document itself. This chapter
explains the different components of the model in detail. We also explain how the summary is
learned from the document through contrastive loss.

• Chapter 4. ISummCorp

This is the first work to create an Indian language-specific multilingual summarization dataset
on such a large scale. This chapter explains the whole extraction process and the pre-processing
steps involved. We also explain how we evaluated our summaries with detailed guidelines and
examples. Additionally, we discuss how ISummCorp is different from other datasets.

• Chapter 5. IndicSumm

In this chapter, we present a set of monolingual and multilingual models finetuned on ISumm-
Corp. We explain the experimental setup and performance in detail compared with the existing
multilingual models.

• Chapter 6. Conclusion and Future Work

In this chapter, we present the conclusion of our contributions towards low-resource Indian lan-
guages. Further, we mention the future scope of our contributed datasets and models in the field
of Natural Language Processing.

1https://github.com/scsmuhio/Summarization
2https://github.com/sireeshasummarization/samayam_data
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Chapter 2

Related Work

Summarization tries to minimize the content present in a document by obtaining only the essential
information. It is one of the most captivating problem statements for researchers from many decades.
[40] first openly discussed the problem of summarization in mid 20th century. With the significant in-
crease in digital data, summarization has recently received more attention. Additionally, text generation
became more straightforward with the emergence of deep learning techniques.

In this chapter, we have extensively studied summarization techniques and datasets in monolingual
and multilingual settings. We first discuss the emergence of various summarization techniques through
time. And then mention various benchmark datasets released for monolingual and multilingual sum-
marization tasks. Later, we will discuss recent state-of-art models and their performance on different
datasets. We also include the progress of summarization for Indian languages in terms of techniques
and datasets parallelly.

2.1 Summarization techniques

Summarization can be of two types: 1) Extractive summarization and 2)Abstractive summarization.
Extractive summarization is where we select the crucial text, concatenate and present it as the summary.
In the case of abstractive summarization, we paraphrase the important information in the document to
obtain the summary. Extractive summarization involves selecting key phrases and essential sentences
from the document and combining them to form a summary. This summarization preserves critical
information by leaving out redundant or less important details. However, Abstractive summarization
produces text summaries that involve generating a new, condensed version of the document. Abstractive
summarization is more challenging as it has to understand the content of the original text and rephrase
them.
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2.1.1 Traditional Approaches

At the start, most of the methods proposed for summarization are based on statistical or linguistic fea-
tures such as sentence position and length [11], named entities [19], the number of keywords present in
a sentence, term frequency [40]. Most traditional approaches follow a scoring mechanism where a score
is assigned to each sentence based on these features or rule-based techniques and ranked accordingly to
generate a summary.

2.1.1.1 Graph Based Approaches

The graph-based approaches for summarization started with inspiration from the PageRank algo-
rithm [46]. In graph-based approaches, the document is usually considered a connected graph where the
sentences play the role of vertices (or) nodes. The edge weights tell us about the connectivity in a graph,
which is calculated based on the similarity between nodes [11]. LexRank technique [11] computes
the centrality of the sentences by using degrees of similarity present between words or phrases. Other
techniques that use similarity scores for edge weights are Luhn summarization [40] and KL greedy
summarization [16]. They may also consider various linguistic features to calculate the graph’s edge
weights. [82] considers discourse-level features and similarity score to obtain the edge weights.

However, seq2seq models lack in capturing the global context and the long-distance sentence rela-
tionships present in a document. Modeling long-range inter-sentence relationships with transformer-
based models are still challenging [75] and requires massive computation and memory. By capturing
the long-term dependencies and treating the document as a graph[24], graph-based approaches assist
in overcoming these limitations. Later, with the new idea of Graph Convolutional Networks (GCN),
graph-based approaches have become more popular recently. They have also proven their dominance in
other fields such as classification [78] and semantic role labelling [43]. Graph-based models are capable
of drawing syntactic information, exploiting long-range multi-word relations, and have been deployed
on document-word relationships [38, 20]. [74] proposes a Graph-based selective attention mechanism
preserving the document’s syntactic and semantic structure, achieving state-of-art on CNN/Daily Mail
dataset [20].

For more effective and computation friendly, we explored the idea of a recently proposed method,
Graph Autoencoder (GAE) [25]. GAE here captures the hidden semantic information between docu-
ments and sentences by using the idea of an autoencoder (AE) [62] to graph-structured data. Few recent
papers have also obtained benchmark results on text classification using GAEs [73]. [73] uses GAE,
outperforming existing benchmark results in text classification. Nevertheless, the application of GAE in
summarization still needs to be explored.

2.1.1.2 Deep Learning approaches

The literature survey shows that most extractive summarization techniques rely on learning effi-
cient text representations using these deep learning approaches. Deep neural models, such as Recurrent
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Neural Networks (RNN) [48], Convolutional neural networks (CNN) [81] and attention-based mod-
els [60] have been successful in summarization with their strong representation power. [48] uses a
GRU(Gated Recurrent Unit)-based RNN(Recurrent Neural Network) in order to obtain extractive sum-
maries of given document. Here, the summarization is treated as a sequence classification problem, and
the sentences are selected by training the model. [81] treats summarization as a regression problem,
where they rank sentences with the help of CNNs (Convolutional Neural Networks).

In abstractive summarization, most models follow encoder-decoder-based approaches to generate
summaries either in a supervised or unsupervised setting. Several researchers also apply the idea of RNN
and attention to the abstractive summarization models [57, 6]. By using attention encoder-decoder-based
models, state-of-the-art performance was achieved by [60]. [76] proposes a hierarchical transformer
model to extract summaries. Similarly, [38] introduces a document-level encoder using transformers to
generate summaries, minimizing the reconstruction loss.

2.1.2 Summarization for Indian languages

The progress of summarization for Indian languages has been low compared to other non-English
languages around the globe. A few years back, summarization for Indian languages was restricted to
traditional approaches such as keyword extraction, frequency-based approaches, and PageRank-based
techniques [47, 61]. [27] studied different approaches developed for Indian languages and a few other
resource-poor languages. From the study of [27], we observe several techniques developed for Indian
languages, such as data clustering, graph-based approaches, rule-based approaches, and fuzzy logic.
However, irrespective of the technique, the datasets used for the evaluation are of tiny size, and the
techniques used are of the existing baselines. However, the past 2-3 years have seen an exponential
increase in the number of works for Indian languages. Recently, many works used seq2seq models
for extractive and abstractive summarization tasks of Indian language [2, 28]. [23] proposes a deep
learning architecture based on attention-based LSTM models. They propose this technique or Hindi and
Marathi languages.

2.2 Summarization Datasets

Several benchmark datasets have been introduced to evaluate the performance of summarization
models. These datasets test the accuracy and effectiveness of different summarization algorithms and
approaches. They help researchers and developers understand the strengths and limitations of different
models. The extraction process for these datasets typically involves collecting many documents and
manually creating summaries for them. The summaries are then used as the ground truth for evaluating
the performance of summarization models. The quality of the summaries is often assessed using various
evaluation metrics, such as ROUGE [32] or BLEU [55].
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2.2.1 Monolingual Datasets

With English being the most spoken language in the world, most of the benchmark datasets are
dedicated to the English language only. We will discuss some of them and their summary extraction
process in brief. One of the most used summarization datasets to evaluate any model is CNN/Daily
Mail dataset introduced by [49]. The CNN/DailyMail dataset was created from news stories on CNN
and Daily Mail websites, where the human-written bullet points are considered the summary. Another
most used dataset in recent times is NEWSROOM [13]. NEWSROOM is extracted from search and
social media metadata. This dataset is a mix of both abstractive and extractive summaries extracted from
different news publications. A few other benchmark datasets that are extensively used are DUC2002 1

and XSum [50]. DUC2002 has 567 articles with two different gold summaries for each article. Here,
professionals write the summary to create a summarization dataset. XSum dataset is extracted from the
BBC news website to create a short, one-sentence summary.

2.2.2 Multilingual Datasets

Recently, multilingual models or datasets have gained huge attention in the NLP community. The
multilingual tradition on a large scale was started by [63] with a dataset named MLSUM in 5 different
languages(French, German, Russian, Turkish, and Spanish) obtained from online newspapers. [29]
extracted around 770k article-summary pairs from WikiHow in 18 different languages. The summaries
are extracted by aligning the images in WikiHow.

Other recently released datasets are XL-Sum [18] and MassiveSumm [70]. MassiveSumm is a vast
multilingual dataset for 92 languages from 16 language families, comprising about 28.8 million articles.
Similar to XSum, [18] released the XL-Sum summarization dataset for 44 languages sourcing from
the BBC news website. [53] released the GlobalVoices multilingual dataset from a single source for 15
languages. The dataset consists of parallel data, which makes it one of the benchmark datasets for cross-
lingual summarization. Apart from the large-scale datasets, other multilingual datasets are published in
other European and Asian languages. [65] releases corpora for low-resource languages Catalan and
Spanish. [68] released a dataset WikiMulti of around 230k article-summary pairs for 15 languages
inspired by the concept of Feature Articles of Wikipedia 2.

2.2.3 Indian language Summarization Datasets

We have seen several summarization datasets till now, most of which are dedicated to English. There
is a lack of summarization datasets available for Indian languages, and even those that do exist often have
low-quality summaries. This is in contrast to the abundance of several English-language summarization
datasets. Additionally, many multilingual summarization datasets do not include support for Indian
languages. This lack of resources challenges those working on summarization in Indian languages.

1https://www-nlpir.nist.gov/projects/duc/guidelines/2002.html
2https://en.wikipedia.org/wiki/Wikipedia:Featured_articles
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Even in the case of Multilingual datasets, many of them do not support Indian languages. There are
very few summarization datasets available for Indian languages, of which the quality of the summaries
is also very concerning.

[64] gives an overview of the datasets available for Indian languages to date. Most of the available
datasets are obtained from news websites and books [5, 72]. IndicNLG released IndiccSentenceSum-
marization dataset as part of the summarization task where the first sentence (or) headline of the article
is considered to be the summary 3. Another recently released summarization dataset is TeSum [69],
where they crowdsource summary generation for different Telugu news articles.

Apart from these, there are two multilingual datasets, XL-Sum and MassiveSumm, of where Indian
languages are part. However, XL-Sum is merely a single-sentence summary of a large article. Fur-
thermore, the MassiveSumm dataset has multiple resources where the summary of the article can be
extractive or abstractive, headline or context of the article. In contrast, we would like to introduce a
summarization corpora ISummCorp, a multilingual dataset with a concise summary.

2.3 Multilingual Models for Indian Languages

With many datasets available for English, it has received the majority of attention in summarization
research so far. Additionally, due to the structural and morphological differences across languages,
models developed using English datasets cannot be extended to Indian languages. For Indian languages,
there have been relatively few attempts at summary, in contrast to English. Regarding multilingual
summarization of Indic languages, [8] has introduced a sequence-to-sequence pre-trained model trained
on 11 Indian languages, inspired by mBART [37] architecture. Another competitive model that can
be used for the summarization of Indian languages is XL-Sum mT5 model 4. XL-Sum mT5 model
uses mT5 pre-trained model to finetune on XL-Sum dataset. We compare our IndicSumm with the
multilingual models that support Indic languages and still achieve better results.

2.4 Background Literature

2.4.1 Graph Autoencoder (GAE)

Graph Autoencoder (GAE) is a neural network that learns the graph’s structure. It encodes the
graph’s nodes into low-dimensional latent space and decodes them back to the graph structure. This
makes GAE compress the information of graphs into low-dimensional latent space and learn them. One
of the main benefits of GAEs is that they can capture the complex relationship between the nodes in
a graph. So GAE can be trained in an unsupervised manner by minimizing the reconstruction error
between the original and reconstructed graphs.

3https://huggingface.co/datasets/ai4bharat/IndicSentenceSummarization
4https://huggingface.co/csebuetnlp/mT5_multilingual_XLSum
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Graph Autoencoder (GAE) [25] takes input, an undirected weighted graph G := (V , A, X), where
V is a set of N nodes (v1, v2, ..vN ), A ∈ RNXN is a symmetric adjacency matrix representing node
relationships and X ∈ RNXD is the node feature matrix. GAE obtains an encoding Z ∈ RNXP , a
reduced dimension space of X. The GAE model tries to reconstruct an Adjacency matrix A

′
close to the

empirical graph (A) while Z captures the essential components of G. We stack an inner product decoder
to reconstruct the graph as follows:

A
′
= g(AH(1)Θ1) (2.1)

Z = H(1) = f(AXΘ0) (2.2)

where g is an activation function, and Θ0, Θ1 are the weights learned from the graph reconstruction.
Fig. 3.2 briefly describes the workflow of the GAE model. The above equations help us to understand
the working of GAE.

2.4.2 GRU

GRU(Gated Recurrent Unit) is a Recurrent Neural Network(RNN) type used in natural language

processing and other sequence modeling tasks. It helps in capturing long-term dependencies. It has

a more straightforward structure when compared to LSTM, as it has only two gates reset gate and an

update gate, making it easier to train and faster to run. The reset gate and update gate are used to control

the flow of information in the GRU. They are calculated using the below equations.

Resetgate : rt = σ(Wr · [ht−1, xt] + br) (2.3)

Updategate : zt = σ(Wz · [ht−1, xt] + bz) (2.4)

ht = (1− zt) · ht−1 + zt · h̃t (2.5)

h̃t = tanh(W · [rt · ht−1, xt] + b) (2.6)

where rt and zt are the reset and update gates at time step t respectively, ht−1 is the hidden state at
the previous time step, xt is the input at time step t, Wr and Wz are the weight matrices for the reset
and update gates. br and bz are the bias terms for the reset and update gates. As said, the reset gate and
update gates control the flow of information, the reset gate determines how much past information to
forget, and the update gate determines how much new input is to be included in the hidden state. The
hidden state at the current time step ht is then calculated as shown in the above equation where h̃t is the
candidate hidden state. Moreover, b and W are bias term and weight matrices for the candidate hidden
state. The main GRU is used to capture long-term information in sequence data. This makes GRU more
powerful for NLP tasks such as summarization and machine translation.
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Chapter 3

GAEISUMM: An unsupervised model

The creation of summarization datasets is an expensive and time-taking process. The lack of large-
scale extractive summarization datasets made manually and needed as ground truth for training the net-
works are currently the most challenging barrier in implementing supervised deep learning algorithms.
So, here we tackle this gap by utilizing techniques that do not require labeled data for training, i.e.,
an unsupervised methodology for summarization. We propose an unsupervised deep learning strategy
based on graph auto-encoders and language embeddings.

3.1 Introduction

Document summarization aims to minimize the content in a text document and preserve the salient
information. There are usually two categories of summarization techniques: Extractive [48] and Ab-
stractive [56]. Extractive summarization extracts the document’s salient text (e.g., words, phrases, or
sentences). Whereas Abstractive summarization concisely paraphrases the information contained in the
document.

Most extractive summarization methods rely on sentence scoring [1], keyword extraction [36], and
clustering to identify the most important sentences in a document and output a summary. Sentence
scoring is a technique that helps to rank sentences based on various features, such as the presence of
specific keywords, the position of the sentence in the document, and the length of the sentence. The
sentence with a high score is part of the summary. Keyword extraction involves generating a summary
based on the presence of the most important words or phrases in the document. Coming to the clustering
technique involves similar grouping sentences and selecting a representative sentence from each group
that accounts for a summary.

Abstractive summarization methods involve natural language generation and neural network-based
model techniques to generate new sentences that cover the document’s meaning. One such approach
is using Seq2Seq models [49], which are trained on large datasets of human-generated text to learn the
structure and grammar of the natural language. These models generate a summary that conveys the
article’s primary motive.
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Understanding the text’s contextual and semantic representation for effective summaries is one of the
main challenges in extractive document summarization. The traditional methods extract summary based
on hand-crafted features, including Term Frequency [40], Sentence Position and Length [11], Keyword
Extraction [10] and largely depend on the availability of NLP tools.

Significant progress has been made in single document extractive summarization by using recent
popular deep learning models such as RNNs [48], CNNs [81], attention-based models [60], and se-
quence to sequence models [49]. The literature survey manifests that majority of the extractive sum-
marization techniques rely on learning efficient text representations. Also, most of these models follow
encoder-decoder-based approaches to generate summaries either in a supervised or unsupervised set-
ting. [76] proposes a hierarchical transformer model to extract summaries. Similarly, [38] introduces a
document-level encoder using transformers to generate summaries, minimizing the reconstruction loss.
However, these models lack in capturing the global context and the long-distance sentence relation-
ships present in a document. Graph-based methods help overcome these limitations by capturing the
long-term dependencies when the document is modeled into a graph [24].

Figure 3.1: Outline of GAE-ISUMM. Our model GAE-ISUMM involves two phases: Document En-

coding - a) Document Graph Construction and b) Obtaining Graph-based Representations; Sentence

Embedding and Summary Generation involves seven steps starting from 1) Sentence Graph Construc-

tion to 7) Loss calculation.

Recently, Graph Convolutional Networks (GCN) have been successful in NLP and applied to various
tasks such as text classification [78], semantic role labelling [43] and summarization [75]. GCN-based
models can draw syntactic information, exploit long-range multi-word relations, and have been de-
ployed on document-word relationships [38]. With the recently proposed method, Graph Autoencoder
(GAE) [25] is used to capture the hidden semantic information between documents and sentences by
using the idea of an autoencoder (AE) [62] to a graph-structured data. [21] proposes an unsupervised
framework that learns sentence representations using a deep auto-encoder model. Few recent works
have also obtained benchmark results on text classification using GAEs [73]. However, applying GAE
for document summarization is an unexplored area. Also, adopting an AE or GAE trained on English
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Figure 3.2: GAE model

Figure 3.3: Working of GRU

corpora for Indian languages have significant limitations: (i) lack of such large-scale human-annotated
datasets, (ii) rich morphological variation, and (iii) syntax and semantic differences.

Moreover, due to the dearth of various qualitative tools and scarcity of annotated data, summarization
models are not well-studied for low-resource Indian languages.

Unlike English, few preparatory works have studied text summarization for Indian languages. In
these works, the authors use traditional or baseline methods such as keyword extraction [47], hand-
crafted features [14], and TextRank algorithm [42] to extract the summaries. In another recent work,
[41] proposes a heuristic model based on the frequency score of named entities and the vocabulary of
the document to produce summaries. Unfortunately, all these works were limited to existing baseline
models that rank sentences based on term frequency or similarity heuristics. Also, the works focused on
something other than learning sentence or document representations, which is crucial for an effective
summarization model. In this scenario, unsupervised approaches are alluring as they do not require any
labelled data for training.

Inspired by the GAE [25], SummPip [82], and Salience Score Estimation [79], we propose GAE-
ISUMM: an unsupervised extractive summarization model that jointly optimizes the loss between doc-
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ument representations, sentence representations and generated summaries to showcase better perfor-
mance.

Most importantly, our proposed model simultaneously learns the sentence representations and sum-
mary of the document, while earlier methods extract summaries after learning the sentence representa-
tions. Fig. 3.1 illustrates our proposed method, GAE-ISUMM.

Our main contributions are as follows:

• We propose GAE-ISUMM, an unsupervised model that learns a summary from the input docu-
ment. Also, to the best of our knowledge, we are the first to apply GAE for the summarization
task.

• We formulate the problem as a graph network to learn sentence and document representations
using GAE and perform text summarization jointly with our proposed method.

• To the best of our knowledge, we are the first to investigate the effectiveness of graph-based
embeddings for different Indian languages in an unsupervised setting.

• We further introduce TELSUM, a manually annotated Telugu summarization dataset of 501
document-summary pairs.

In this chapter, we aim to bridge the gap by creating models and resources for the summarization
task of Indian languages. The proposed method, GAE-ISUMM, can be extended to other resource
languages that are closer to Indian languages culturally and linguistically by translating this resource
without losing the rich morphological variations.

Further in this chapter, we first discuss TELSUM and the different datasets we used for experiment
purposes. Later, we explain all the components of GAE-ISUMM in detail, followed by Experimental
Results and Analysis.

3.2 Datasets

Most of the summarization datasets in Indic languages are web scraped, and they consider the text’s
headline or gist as summary [18]. Table 3.1 reports the statistics of different summarization datasets
available for Indian languages. From Table 3.1,we notice that the summary length is either too long
or too short compared to the document size for many Indian language datasets. This indicates that the
summary needs to be more representative of the document. Unlike existing datasets, we introduce a
dataset TELSUM for Telugu that is manually annotated (human-written summaries) with the sole aim
of creating a gold-standard summarization dataset to evaluate GAE-ISUMM. 1 We first discuss in detail
about TELSUM and later briefly explain the different summarization datasets used for experiments.

1Dataset is created only for the Telugu language due to time and resource constraints.
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3.2.1 TELSUM Dataset

TELSUM dataset is a manually-annotated summarization dataset for Telugu created to evaluate
GAE-ISUMM. Here, we describe the dataset collection process, preprocessing steps, and annotation
details of TELSUM.

3.2.1.1 Dataset Collection and pre-processing

For TELSUM, we scraped a total of 4020 documents (news articles) from a Telugu news web-
site samyam2. After crawling the documents, we cleaned and preprocessed the data by removing the
unwanted URLs, hashtags, hyperlinks, English text, and documents with very few sentences (<5). From
this, we obtained a total of 3098 documents, of which 2597 documents are used in training the GAE-
ISUMM in an unsupervised setting, and the remaining documents (501) form the test dataset, henceforth
referred to as TELSUM3. Our TELSUM dataset consists of 501 document-summary pairs. These sum-
maries were manually written by two professional annotators who are native Telugu speakers. Three
highly proficient Telugu native speakers verified the written summaries regarding readability, relevance,
and coverage. Further, we use these annotated summaries to evaluate our model GAE-ISUMM. The
privacy details, fair compensation for annotators, and ethical concerns are discussed in Section 3.7.

3.2.1.2 Annotation Details

Each annotator was given a set of guidelines and asked first to write sample summaries. The written
summaries were verified and asked to annotate the whole dataset TELSUM. Set of Guidelines: The data
is randomly selected and divided among the two annotators. Each of the annotators was provided with
very detailed guidelines on how to annotate summaries. We briefly mention here all the factors that are
considered while annotating: Relevance and Coverage (if the summary contains all the essential aspects
of the article), Compression ratio (length of summary with respect to article), Creativity (how abstract
the summary is). The annotators should not include bias in any form in summary from their perspective.

3.2.2 Other Indian Langauge Datasets

3.2.2.1 NCTB and BNLPC:

NCTB [5] is a Bengali abstractive dataset collected from Bangladesh textbooks. Similarly, BNLPC [17]
is a Bengali extractive dataset from daily newspapers. These are the only datasets publicly available for
different languages. BNLPC and NCTB summaries are handwritten by professionals.

2https://telugu.samayam.com/
3https://github.com/scsmuhio/Summarization
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Dataset Lang #Docs Avg len of doc Compression ratio

TELSUM Telugu (te) 501 17.43 0.170

NCTB Bengali (bn) 200 08.06 0.518

BNLPC Bengali (bn) 139 12.78 0.129

Marathi Marathi (mr) 100 14.80 0.513

Hindi Short Hindi (hi) 66,367 17.91 0.056

Telugu (te) 11,308 31.14 0.032

Bengali (bn) 8,226 41.53 0.024

Tamil (ta) 17,846 33.59 0.030

XL-sum Gujarati (gu) 9,665 49.68 0.020

Punjabi (pa) 8,678 41.02 0.020

Marathi (mr) 11,164 55.13 0.018

Hindi (hi) 51,715 29.79 0.036

Table 3.1: Statistics of TELSUM and different available summarization datasets in Indian languages.

Here, the Compression ratio is the average length of the summary to the average document length.

3.2.2.2 XL-Sum:

It is a comprehensive and diverse dataset [18] extracted from the BBC website. The XL-SUM dataset
can be an extension of the XSum [50] dataset, where they extract only English articles from the BBC
website. The dataset covers 44 languages, of which we consider seven Indian languages for our mono-
lingual experiments. We also use the English XL-sum dataset for our cross-lingual experiments. The
dataset uses contextual information or the gist as the summary. The XL-sum summaries are of a sin-
gle sentence that sometimes fails to convey the summary of the article or any contextual information
required to understand the article.

3.2.2.3 Marathi, and Hindi Short Summaries:

Marathi dataset is extractive and collected from a news website 4. Hindi short summarization dataset
consists of 330k articles scraped from a news Hindi website 5. This dataset considers the headline as
the summary with the article as the input text document.

4https://tinyurl.com/mtz473dr
5https://tinyurl.com/4pd86b55
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3.3 GAEISUMM Model

The overall pipeline of our proposed model GAE-ISUMM is described in Fig. 3.1. Our proposed
model involves training in two phases: 1) document encoding and 2) sentence encoding and summary
generation. Each of these two phases is trained separately. Before that, we briefly try to explain the
construction of different graphs. The following subsections explain all the key components of GAE-
ISUMM.

3.3.1 Graph Construction:

The GAE-ISUMM incorporates graph construction at two levels - one at the sentence level (each
node representing a sentence in the sentence graph) and another at the document level (each node rep-
resenting a document in the document graph), as shown in Fig. 3.1. We use cosine similarity to identify
the relationship between the nodes, which helps us build the graph’s adjacency matrix. The goal of
graph construction is to capture the global context either within the document (sentence-level graph)
(or) across all the documents (document-level graph).

3.3.2 Document Level Graph Construction and Encoding:

To build a document-level graph across all the documents, first, we obtain sentence representations
for each document using available pre-trained languages models [9, 7, 77, 22, 44, 45] as described in
sentence encoding and summary generation. To get the document representation, we map each node
or document Dj to a fixed-length vector (Xdoc) by averaging all the sentence representations in Dj .
Each document Di (or) node is mapped to a fixed-length vector using the pre-trained language models
[44]. First, We obtain sentence mappings as described in 3.3.3. Finally, the document-level graph is
fed into GAEdoc to obtain the graph-based latent document representations (Zdoc). GAEdoc is a Graph
Auto-encoder at the document level. It takes input from a graph and outputs graph-dependent values
for each node. The graph is constructed based on similarities of the embeddings of the node, i.e.,
document here. GAEdoc helps in learning representations at a global level from all other documents.
The GAEdoc model is trained independently by minimizing the reconstruction loss of document level
graph (Recon lossdoc). These obtained latent document representations (Zdoc) are further used in the
GAE-ISUMM model while calculating contrastive loss.

3.3.3 Sentence Encoding and Summary generation

Here, we present the following details: (i) the sentence-level graph construction, (ii) sentence encod-
ing, (iii) clustering and cluster embeddings, (iv) sentence scoring and selection, and (v) loss calculation.
The sentence encoding and summary generation steps are processed at a single document level.
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3.3.3.1 Sentence Level Graph Construction:

We build a sentence-level graph for each document D := (S1, S2, .., SN ) where each sentence Si

is considered a node. To obtain a sentence-level graph, we use existing Indic pre-trained language
models [22, 44, 45] and various multilingual pre-trained models [9, 7, 77] to get a fixed-length vector
representation for each sentence. The pre-trained language models help us detect high-level contextual
features capturing precise semantic and syntactic relationships. We also investigate monolingual dis-
tributed word embeddings and pre-trained language models available for Telugu language [45]. After
mapping each node to a fixed-length vector, the sentence-level graph is fed into GAEsent to obtain
latent graph-based representations (Zsent) of each sentence in the document. GAEsent is a Graph Auto-
encoder at the sentence level. It takes input from a graph and outputs graph-dependent values for each
node(sentence). The graph is constructed based on similarities of the embeddings of the node, i.e., a
sentence here. GAEsent learns the sentence embeddings from the surrounding sentences, which helps
to gain more contextual information inside a document.

3.3.3.2 Sentence Encoding:

Word embeddings represent words in a continuous vector space so that semantically similar words
are close to each other in vector space. There are various types of word embeddings, some of which are
listed below. The details of different types of sentence encoding are discussed below:
Distributed Telugu Word Embeddings:

• Word2vec-Te: It is the short form for Word2vec Transfer Embedding, a variant of popular
Word2vec embedding specifically designed for transfer learning. In transfer learning, the goal
is to transfer knowledge from a pre-trained model to a new task to improve the new model’s per-
formance. Word2vec-Te was designed to be easy for transfer learning by providing pre-trained
word embeddings that can be fine-tuned on a new task.

• Glove-Te: It is similar to Word2vec but a variant of GloVe embedding and designed for transfer
learning. It is a count-based word embedding and was developed by Stanford University. It can
also be fine-tuned for a specific task.

• FastText-Te: It is a variant of a pre-existing word embedding FastText designed for transfer
learning. FastText was developed by Facebook, which can be fine-tuned for the desired tasks.

• All the above-distributed word embedding models are trained on a large Telugu dataset of 8 mil-
lion sentences [45]. We average the word embeddings in the sentence to obtain the sentence
representation.

Pre-trained Telugu Transformer Language Models: We use the monolingual pre-trained Transformer
models such as BERT-Te, Albert-Te, Roberta-Te, and DistilBERT-Te available for Telugu [45]. These
Pre-trained language models directly output sentence embeddings.
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• BERT-Te: BERT-Te is based on the BERT model, which is a transformer-based model. BERT-Te
is that it can capture the context-dependent meaning of words in the Telugu language.

• Albert-Te: Albert-Te is a variant of the ALBERT model, a transformer-based language represen-
tation model developed for the Telugu language. It captures the context-dependent meaning of
words in the language.

• Roberta-Te: Roberta-Te is a variant of the RoBERTa model, a transformer-based model devel-
oped specifically for the Telugu language.

• DistilBERT-Te: It is similar to BERT and based on the DistilBERT model. DistilBERT-Te is
trained on large amounts of Telugu text data and can capture the context-dependent meaning of
words in the language.

Multilingual Pre-trained embeddings

• IndicBERT: IndicBERT [22] is a multilingual pre-trained Transformer language model created
for twelve Indian languages. It is trained on an Indic-Corp [22]. We use these IndicBERT em-
beddings to obtain sentence-level representations. Here, the sentence representation is obtained
by taking the average of the token representations from the last hidden state.

• mBERT: mBERT [9] is a multilingual version of BERT trained in 104 languages from Wikipedia.
By jointly conditioning on both left and right context in all layers, BERT is intended to pre-train
deep bidirectional representations from unlabeled text, in contrast to previous language represen-
tation models.

• XLM-R: XLM-R [7] is a transformer-based multilingual masked language model pre-trained on
Common Crawl [7] data in 100 languages. XLM-R is created by training a Transformer-based
masked language model on a hundred languages.

• mT5: mT5 [77] is a multilingual variant of T5 model pre-trained on CommonCrawl dataset [77]
which contains 101 different languages. A multilingual variant of T5 was created to leverage a
unified text-to-text format.

3.3.3.3 Clustering and Cluster Embeddings:

A document usually consists of multiple events (or) a series of events; we believe that clustering on
the document helps to segregate better and understand the document. We generate cluster representa-
tions to incorporate the cluster information in the final summary. We applied spectral clustering [52] on
the latent sentence representations Zsent obtained from GAEsent, where the spectral clustering method
partitions a document of N sentences into M clusters (c1, c2, ., cM ).

For each cluster ci with |ci| sentences, the GRU [4] mechanism outputs a cluster embedding Ci

on top of sentence embeddings in cluster ci (please refer Fig. 3.3). Here, the sentences are passed into
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GRU according to their relative position in the document. Finally, we extract the last hidden state h|ci| of
GRU to obtain cluster embedding Ci, as shown in Equation 3.2. This cluster embedding has a semantic
overview of the entire cluster, which helps to capture significant text.

ht = GRU(ht−1, St
i) (3.1)

Ci = h|ci| (3.2)

where St
i represents sentence at tth time unit in cluster ci.

3.3.3.4 Sentence Scoring and Selection:

For each sentence Si of cluster cj in document D, we estimate the sentence score using two criteria,
(i) Sentence relevance score (scorerel) and (ii) Sentence position score (scorepos). To estimate scorerel,
we first calculate weighted relevance scores using the f(Si, D) in Equation (3.3) similar to attention
mechanism [71]. Later, the scores are normalized via Softmax to obtain scorerel as shown in Equation
(3.4).

f(Si, D) = ωT tanh(W1 ∗ ZSi
sent +W2 ∗ Cj) (3.3)

scorerel(Si, D) =
f(Si, D)

ΣSp∈Cj
f(Sp, D)

(3.4)

where ZSi
sent denotes the graph-based latent sentence representation of Si, Cj represents its cluster em-

bedding, and {ω, W1, W2} are trainable parameters. Inspired from [21], scorepos (refer Equation
(3.5)) is calculated based on the relative position P (Si) ∈ [1,2,..,N] of sentence Si in the Document D
:= (S1, S2, .., SN ). Sentences at the start of the document are given high priority than the rest as they
provide more relevant information about the entire document [33]. The final sentence score is calculated
in Equation (3.6).

scorepos(Si, D) = max

(
0.5, exp

−P (Si)
3
√
N

)
(3.5)

score(Si, D) = α ∗ scorerel(Si, D) + β ∗ scorepos(Si, D) (3.6)

The variables in Equation (3.6): α, β ∈ [0,1] with α+β=1, assign relative weights to scorerel and
scorepos, respectively. In every iteration, we sort the sentences in descending order of their sentence
scores, and the top K sentences are considered our predicted summary (Ŝ) of the document. We obtain
our final candidate summary whenever our model reaches the local minima solution.
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3.3.3.5 Loss calculation:

We estimate the contrastive loss [15] between the graph-based latent document representations (ZD
doc)

and the average of all sentence representations in the candidate summary. The final loss L is calculated
as follows:

L = Reconstruction loss(GAEsent)+ (3.7)

Contrastive loss(Ŝ, ZD
doc)

3.4 Experimental Setup

This section describes GAE-ISUMM training setup, hyper-parameter tuning, evaluation metrics, and
analysis of results.

3.4.1 Model Training Setup & Hyperparameters:

Here, we describe the training details of document encoding (GAEdoc), sentence encoding (GAEsent),
and summary generation over all documents. In our GAE-ISUMM, we train each phase (GAEdoc,
GAEsent and summary generation) separately. The final training was performed by minimizing the joint
loss (Reconstruction loss + Contrastive loss) over all the documents, as mentioned in Equation (3.7).

The model trainable parameters in GAEdoc, GAEsent, GRU, and sentence scoring weight parameters{ω,
W1, W2} are described below. To perform document summarization using GAE-ISUMM, we set the
first convolution layer’s embedding size as 128 (for Word2Vec-Te and FastText-Te), 32 (for Glove-
Te) and 256 (for remaining embeddings) for both GAEdoc, GAEsent. The input feature vector for
the summarization task is extracted from Telugu pre-trained embeddings (Word2Vec-Te, FastText-
Te, Glove-Te, BERT-Te, RoBERTa-Te, ALBERT-Te) as well as from multilingual language models
(mBERT(multilingual BERT), IndicBERT, XLM-R). Since IndicBERT shows superior performance
over other multilingual models [22], in this chapter, we use IndicBERT for input feature extraction
for all other experiments on Indian languages.

We use Adam optimizer with an initial learning rate of 0.001 to train GAEdoc with a two-layer of
GCNConv with 768,256 as input and output dimensions, respectively. We use the scikit-learn package of
Spectral Clustering to perform sentence graph clusterization. After experimenting with various values,
the number of clusters is considered the average number of sentences in annotated summaries. The
joint loss function is optimized with an Adam optimizer, a learning rate of 0.0005, weight decay of
0.0005, a hidden filter size of 128 and an output dimension of 384. It involves 4 GCNConv layers.
We experimented with a range of values to determine the choice of α and β. The model was effective
when α=0.6 and β=0.4. To extract the summary, we chose the value of K (number of sentences in the
predicted summary) based on the number of clusters. We trained each phase of the model to a maximum
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Model R-1 R-2 R-L

TextRank 36.77 22.14 34.30

LexRank 38.89 26.65 36.45

SumBasic 34.97 20.24 33.65

KL Greedy 33.85 18.71 31.77

GAE-ISUMM

Word2Vec 42.81 30.13 41.53

Glove 42.81 30.13 41.53

FastText 42.49 33.42 41.49

BERT-Te 45.12 34.81 43.83

ALBERT-Te 44.45 31.78 43.20

Robert-Te 45.84 37.19 44.69

distilbert 43.96 33.99 42.87

XLM-R 45.24 38.49 44.14

Indicbert 46.29 36.6 44.9

mbert 44.12 34.72 41.95

mT5 45.47 35.08 43.83

mbart 44.86 32.9 42.27

Table 3.2: Comparison of ROUGE score results of GAE-ISUMM with other methods on TELSUM

dataset.

of 40 epochs which took around two days. The experiments were performed on a single V100 16GB
RAM GPU machine.

3.4.2 Evaluation Metrics:

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) is a metric to evaluate the quality of
summaries of the text. ROUGE compares a generated summary to one or more reference summaries and
produces a score based on the overlap between the two. We use ROUGE [34] F1-metric (ROUGE-1 (R-
1), ROUGE-2 (R-2), ROUGE-L (R-L) ) to evaluate our model. ROUGE-N score refers to the N-grams
overlap between the candidate and gold summary (human reference summary). In contrast, ROUGE-L
refers to the longest matching sub-sequence of the candidate and gold summary. The higher ROUGE
score indicates that the candidate summary is more similar to the gold summary.
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Metric R-1 R-2 R-L

Language↓ / Method→ MB IB GAE-Summ MB IB GAE-Summ MB IB GAE-Summ

bn 26.81 25.27 22.10 10.57 9.55 9.20 22.45 21.51 20.10

gu 21.49 21.66 22.20 7.48 7.43 8.40 19.08 19.39 19.43

hi 39.72 38.25 30.10 17.46 16.51 13.83 32.46 31.48 26.99

mr 21.46 22.26 22.75 9.53 9.94 9.61 19.26 20.08 20.14

pa 28.15 30.28 23.50 10.30 11.88 8.7 22.75 24.38 17.98

te 16.16 16.39 16.92 4.95 5.40 6.87 14.36 14.71 15.25

ta 22.47 21.79 22.60 10.22 9.75 10.1 20.33 19.67 20.90

Table 3.3: GAE-ISUMM on XL-sum: ROUGE score results on seven different Indian languages. These

results are compared with mBART (MB) and IndicBART (IB) results from [8].

3.5 Results and Analysis

The effectiveness of our proposed model is evaluated by comparing it with several existing baselines
such as Textrank [46], LexRank [11], SumBasic [51], and KL Greedy [16]. In particular, we analyze
our GAE-ISUMM method on TELSUM as well as on other existing Indian language datasets. We also
describe the performance of each component of our proposed method in the ablation study.

3.5.1 Performance on TELSUM Dataset:

Table 3.2 reports the ROUGE scores of the baseline methods and our proposed method GAE-ISUMM

with various pre-trained language model features as input. We make the following observations from
Table 3.2: (i) All the baseline methods showcase lower ROUGE scores compared to GAE-ISUMM

because these methods follow simple heuristics based on sentence similarity. (ii) The LexRank model
reports a higher ROUGE score among all the baseline models. (iii) GAE-ISUMM displays its effec-
tiveness by outperforming all the baselines with any of the Telugu or multilingual pre-trained models.
Henceforth, we argue that graph-based representations capture global (document-level) and local con-
text (sentence-level) information. (iv) All the pre-trained transformer-based models performed similarly,
while IndicBERT and XLM-R report the highest ROUGE scores for R-1, R-L, and R-2, respectively.

Fig. 3.4 shows the human-annotated summary and the summary predicted by GAE-ISUMM for an
example article from TELSUM dataset. From Fig. 3.4, we observe that GAE-ISUMM extracts all
the essential named entities and highly coincide with the manual summaries in terms of coverage and
consistency.
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Figure 3.4: An Example of human annotated summary and GAE-ISUMM predicted summary from

TELSUM

3.5.2 Analysis of Clusters:

As mentioned in the previous section, the number of clusters formed for each document depends on
the dataset’s average length of the annotated summaries. Fig. 3.5 represents the clusters formed for an
example article from TELSUM dataset. The example article is about a movie that was yet to release.
Of the 3 clusters formed, the first cluster talks about the expected release date of the movie and the
main crew involved. The second cluster talks about the male lead and the characterization of the male
lead. The third cluster talks about the female-lead cast and her previous career details. The clusters
formed are specific to certain content of the article and don’t overlap with the other cluster. Translation
of the 3 clusters in the English language is shown in Fig. 3.6 From these clusters formed, we can clearly
state that the inclusion of cluster formation helps us get full coverage of the article and helps us remove
redundant information (sentences with similar semantics) present in the article.

26



Figure 3.5: Analysis of clusters: the clusters formed by GAE-ISUMM for an example article from

TELSUM.

3.5.3 Ablation Studies:

To investigate the importance of each of the components present in our model GAE-ISUMM, we
conduct several ablation experiments and compare them with the benchmark result obtained in Table 3.6.
The ablation studies we conducted are: (i) GAE-ISUMM without GAEsent and GAEdoc, where the
model doesn’t include GAE at any stage. The whole model uses pre-trained embeddings extracted
from the pre-trained models instead of graph-based embeddings. (ii) without clustering i.e., there is no
cluster information sent for sentence scoring, and (iii) removal of sentence position scores, i.e., the top
K sentences are scored only based on Sentence relevance score (scorerel).

From Table 3.6, we observe that, in the first case, with the removal of GAEsent and GAEdoc compo-
nents; the model was not able to learn effective representations of the article and display lower ROUGE
scores. In the second aspect, we train our model without clustering, i.e., we estimate scorerel without
any cluster information in Equation (3.3). The results reflect that, without clustering, the model fails
to capture the complete significant information from the document. In the third aspect, we remove the
sentence position score from the final sentence score estimation in Equation (3.6). We observe that
removing sentence position yields a relative drop of 6.8% in R-1, proving the importance of sentence
position while generating summaries. Previous studies highlight the importance of sentence position
while extracting a summary. [54]
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Figure 3.6: Clusters formed by a sample article from TELSUM dataset(English version).

Figure 3.7: An Example of Actual and Predicted summary on XL-sum.
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Metric R-1 R-2 R-L

Dataset↓ / Method→ GAE-ISUMM State-of-art GAE-ISUMM State-of-art GAE-ISUMM State-of-art

BNLPC [5] 71.8 61.6 66.8 56.5 71.2 61.1

NCTB [5] 12.33 12.17 3.19 1.92 10.99 11.35

Marathi 80.5 64.8 75.5 59.1 80.0 66.1

Hindi Short 20.2 - 12.0 - 16.1 -

Table 3.4: ROUGE score results on Other Summarization Datasets using GAE-ISUMM. Here ‘-’ indi-

cates that the dataset has no state-of-art results.

Metric R-1 R-2 R-L

Lang-2↓ / Lang-1→ hi en hi en hi en

bn 23.26 21.49 9.6 9.21 21.45 19.5

gu 22.49 19.95 7.48 7.03 19.16 16.14

hi - 29.56 - 12.78 - 24.07

mr 21.89 19.13 8.78 8.26 19.72 18.93

pa 23.76 24.1 8.68 8.89 18.34 17.41

te 17.81 16.55 7.89 7.83 15.43 14.85

ta 22.36 21.24 9.79 9.1 20.1 19.54

Table 3.5: Cross-lingual experiments of GAE-ISUMM: Bilingual setting of “hi” and “en” with the other

Indian languages from XL-sum. Here ‘-’ represents no cross-lingual experiment for that permutation of

languages.

3.5.4 Performance on XL-Sum (Seven Indian Languages):

We compare the performance of our model GAE-ISUMM on the multilingual XL-Sum [18] dataset.
For this dataset, the summaries and the articles were extracted from the BBC news website for 44
different languages. We observe that these summaries don’t capture the complete information in the
document since most of the summaries from this dataset are of single line and the article length is huge
[69]. To evaluate our model performance, we consider seven Indian language datasets (“te, ta, gu, pa,
bn, mr, hi”) from XL-Sum and compare our GAE-ISUMM performance with the current state-of-art
multilingual approach proposed by [8]. We use IndicBERT as our feature extraction model to obtain the
sentence and document representations and consider the top one (or) two scored sentences (according
to the dataset average summary length) predicted by our model. Table 3.3 illustrates the results obtained
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Ablation studies on GAE-ISUMM R-1 R-2 R-L

Without GAEsent and GAEdoc 42.94 33.04 39.19

Without clustering 44.61 31.27 41.09

Without scorepos 43.14 32.97 39.95

Table 3.6: Ablation studies of GAE-ISUMM on TELSUM dataset.

on the XL-Sum dataset. From Table 3.3, we observe that GAE-ISUMM outperformed the state-of-the-
art models for four Indian languages (“gu, mr, te, and ta”). In particular, we notice that our proposed
model performed well on the Dravidian languages (“te, ta”) and two of the Indo-Aryan languages (“gu,
mr”). Although R-2 scores of GAE-ISUMM showcase close performance to mBART and IndicBART
for “bn, hi, and pa”, however, GAE-ISUMM report lower scores in the case of R-1 and R-L. The lower
performance can be mainly due to the fact that the document size of XL-Sum datasets ranges from 6 to
110 sentences. However, their gold summaries extracted are confined to one or two sentences (under-
representation of the document). Overall, we compare our unsupervised model with their supervised
multilingual setting and yet achieve competitive or better results.

3.5.5 Does Cross-Lingual Models Improve Summarization Performance?

Generally, multilingual pre-trained models are usually evaluated by their capacity for knowledge
transfer across languages. To investigate the cross-lingual language transfer, we also experiment with
our GAE-ISUMM in bilingual settings on the XL-Sum dataset. Bilingual summarization can be done
either by training the model on a single language (high-resource language) alone and testing on the
second language (low-resource language) or by training on both languages and testing on the second
language. This allows the model to benefit from the high-resource languages. To better assess the use-
fulness of the proposed dataset TELSUM and the existing multilingual dataset (XL-Sum), we evaluate
our GAE-ISUMM in a cross-lingual setting.

3.5.6 Experiments in Cross-lingual Setting:

Here, we performed our cross-lingual experiments by considering “Hindi (hi)” and “English (en)”
from XL-Sum dataset as the high-resource languages and “bn, gu, mr, pa, ta, and te” to be the low-
resource languages. We trained on both the high and low-resource languages and tested on the low-
resource languages. We also experimented by considering “hi” as the low-resource language and “en”
as the high-resource language. From Table 3.5, we observe that training in a bilingual setting has
improved ROUGE scores. The bilingual setting of “hi” with “te, bn, gu, pa” has improved ROUGE
scores compared to the monolingual setting. Also, the bilingual setting of “hi” with other languages
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performed better than “en” due to the morphological and structural similarity of Indian languages. We
report the cross-lingual transfer results of the TELSUM dataset (refer Table 3.6).

3.5.7 Performance on Other Summarization Datasets:

We employ our GAE-ISUMM model on other existing summarization datasets of different Indian
languages, as reported in Table 3.4. Observations from Table 3.4 that GAE-ISUMM yield superior
performance on all the datasets with high ROUGE scores (R-1, R-2, and R-L). Therefore, we argue that
our GAE-ISUMM model can be generalizable to any resource-poor language dataset.

This work proposes a novel unsupervised summarization model that explores the strong representa-
tion power of neural networks, RNNs, and graph representations. We build a model that learns sentence
and document representations using GAE and cluster representations from GRU. Further, our model
ranks the sentences based on their position, significance, and semantic value. Our experiments prove
that GAE-ISUMM outperforms all the baseline models and reports benchmark results on the TELSUM.
We also test the performance of our model in other Indian languages with the help of existing summa-
rization datasets. In the future, we plan to introduce an abstractive model taking summarization a step
forward in low-resource Indian languages.

3.6 Conclusion

This chapter addresses the robust representational capabilities of graph-based techniques, RNNs, and
neural networks by proposing a unique unsupervised summarization model. Using cluster representa-
tions from GRU and GAE, we create a model that learns text representations and a document summary.
The positions, relevance, and semantic value of the sentences are also considered while ranking them in
our approach. Our experiments showcase that GAE-ISUMM outperforms all baseline models and pro-
vide benchmark results on the TELSUM. With the help of existing summarization datasets, we examine
the effectiveness of our model for other Indian languages in both monolingual and bilingual settings.

3.7 Ethical Statement

We reused the publicly available datasets (XL-Sum 6, BNLPC, NCTB [5], Marathi summarization
dataset 7, Hindi-short summarization dataset 8) to compare our state-of-art models.

Fair Compensation: We provided the data to Elancer IT Solutions Private Limited 9 company
for getting the annotated summary. In order to perform the annotation process, Elancer IT Solutions

6https://github.com/csebuetnlp/xl-Sum
7 https://github.com/pratikratadiya/marathi-news-document-dataset
8 https://www.kaggle.com/datasets/disisbig/hindi-text-short-summarization-corpus
9http://elancerits.com/
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Private Limited chose five native speakers of Telugu with excellent fluency. The company itself properly
remunerates all the annotators.

Privacy Concerns: We have gone through the privacy policy of samyam website 10. We do not
foresee any harmful uses of using the data from the website.

10https://telugu.samayam.com/privacy-policy/privacypolicy/64302688.cms
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Chapter 4

ISummCorp: an abstractive summarization dataset

With the exponential growth of resource and model creation towards summarization all around the
globe, we realized the lack of proper datasets hinders the progress of summarization in Indian languages.
We created a dataset for Indian languages using the Times of India(TOI) platform to address this issue.
Additionally, we created vivid monolingual and multilingual summarization models specific to Indian
languages.

4.1 Introduction

Text summarization is one of the most focused areas of the Natural Language Processing (NLP)
community. It presents several hurdles regarding high-quality resources, models, and accurate text gen-
eration. The scientific community has shown great interest in summarization due to the expansion of
digital data and deep-learning innovations over the past few years [66, 12]. High-quality, meticulously
extracted, sizable, annotated datasets are required to benefit from these deep learning techniques fully.
Recently, the NLP community has contributed large-scale datasets and seen significant growth in sum-
marization. However, datasets on such a large scale must be appropriately retrieved and evaluated. If
not, the models trained on these datasets will likely be at stake.

High-resource languages like English provide many datasets to train effective models. On the other
hand, low-resource languages currently benefit from high-resource languages when trained in multilin-
gual settings. It is crucial to explore the potential of these low-resource languages when trained alone
and with an appropriate amount of language-specific data. Here, we try to develop datasets for a few
low-resource languages in the Indian subcontinent.

Indian languages (Languages that are native to India) are spoken by about 10% of people all around
the globe. Eight Indian languages secure a place among the top twenty spoken languages in the world,
and around thirty Indian languages with more than a million speakers [26]. With the drastic increase in
digital usage content by the Indian population, it is essential to build the necessary resources and tools
for Indian languages. However, Indian languages cannot reap the benefits of emerging deep learning
models due to a lack of standard and huge annotated summarization datasets. Additionally, Indian
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languages have significant structural and morphological variations from high-resource languages like
English, and techniques developed for English cannot be extended to Indian languages.

This work aims to contribute resources toward Indian languages by providing a new benchmark
dataset ISummCorp. ISummCorp is a manually annotated abstractive summarization dataset sourced
from the Times Of India(TOI). It is a professionally annotated dataset of about 376k article-summary
pairs from eight Indian languages. It is one of the largest summarization datasets and the first publicly
available dataset for a few languages(Malayalam, Marathi). We make ISummCorp publicly available 1.
The main aim of releasing this dataset is to aid in building efficient and more robust models in the field
of Indian language summarization.

4.2 ISummCorp

To develop more standardized resources for Indian languages, we developed ISummCorp, a large-
scale, multilingual summarization dataset for eight Indian languages. Our corpus provides 376k article-
summary pairs from eight different Indian languages, namely Hindi(Hi), Tamil(Ta), Telugu(Te), Ben-
gali(Bn), Gujarati(Gu), Marathi(Ma), Malayalam (Ml), and Kannada(Kn).

4.2.1 Dataset Collection

ISummCorp is extracted from the Times Of India (TOI) platform. TOI is one of India’s most used
and reliable news websites. The TOI publishes unbought stories from all over the country on its trust-
worthy website. It displays diversity in subjects, including science, technology, politics, current events,
economics, finance, and health. For the news to reach every part of the country, TOI started publishing
online news articles in native languages through various websites such as Samyam(Telugu)2, Navabharat
Times(Hindi)3, VijayKarnataka(Kannada)4, Samayam(Malayalam)5, Samayam(Tamil)6, Maharashtra
Times(Marathi)7 , Eisamay(Bengali)8, iamgujarat(Gujarati)9. We developed our IndicSumm data for
all languages under the TOI umbrella. Moreover, we extracted news articles from all the domains to
include diversity in data.

1 https://github.com/sireeshasummarization/samayam_data
2https://telugu.samayam.com/
3https://navbharattimes.indiatimes.com/
4https://vijaykarnataka.com/
5https://malayalam.samayam.com/
6https://tamil.samayam.com/
7https://maharashtratimes.com/
8https://eisamay.com/
9https://www.iamgujarat.com/
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4.2.2 Dataset Creation

The process of creating summarization datasets is different across different datasets. Few datasets
consider headlines as the summary of the article. Few other assumes the first sentence of the article
to be the summary. CNN/Dailymail dataset [49] considers the highlights of the article, written by
professionals, to be the summary. There are also datasets where multiple annotators write summaries
to create a summarization dataset [69]. Since this is a very time-consuming and expensive process, this
methodology does not fit for creating large-scale datasets. It may be argued that all of the most popular
or large-scale benchmark datasets take into account the highlights, which are typically 3–4 sentences
(or) 60–75 tokens long.

After carefully examining the extraction procedures, we discovered that the structure and content of
the websites hosting TOI news articles are reliable. We have developed crawlers because TOI websites
do not offer archiving or equivalent mechanisms. We provide language- and domain-specific crawler
scripts to efficiently extract article-summary pairs. Here, we briefly describe the websites’ structure and
extraction process. The website’s front page has various domains, each containing various sub-domains.
The website’s sub-domain sites feature several articles with headers that, when clicked, direct us to a
page with the final content. Figure 4.3 gives us a glimpse of the article structure, and shorturl.at/
vBPS9 can be considered a reference for an example article page.

The content present in the article pages is written by professionals specializing in journalism and
domain-specific fields. All the articles on TOI websites follow a similar structure which eases the
extraction task. The headline of the article page is followed by a brief paragraph that succinctly sum-
marises the information in the article, which is what we consider a summary. The input article is then
presented after the brief paragraph. For a few of the articles, there also exist 3-4 bullet points that point
out all the important information present in the article.

The summaries and the articles were written by professionals specialized in domain-specific fields.
The sentence at the beginning is what we think of as the article’s summary. The bullet points are
organized as points; when combined for a summary, the summary loses coherence which is why we
do not consider them as a summary. Additionally, not all articles have bullet points, and they convey
identical information to the brief paragraph. So, the short opening paragraph serves as the article’s
summary. Figure 4.3 shows an example of the article.

4.2.3 Dataset Pre-processing

When extracted on such a large scale, it is typical for datasets to have noisy data or undesired text.
So, we have employed a few techniques to eliminate the extraneous samples or any wanted text from the
dataset. Before tokenizing each sentence, we split the article into sentences using Polyglot-tokenizer
(https://pypi.org/project/polyglot-tokenizer). We eliminated any existing URLs, non-Unicode charac-
ters, or text written in a language other than the required one. In addition to text pre-processing, we
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Features Bengali (bn) Gujarati (gu) Marathi (mr) Kannada (kn) Malayalam (ml) Hindi (hi) Tamil (ta) Telugu (te)

Total #samples 32093 25787 45988 82866 15198 123526 12297 38269

Avg length of document(sentences) 24.66 23.01 21.89 21.36 18.88 17.35 18.07 19.24

Avg #tokens in a document 397.0 389.75 317.38 278.30 254.45 384.71 289.32 251.48

Avg length of summary(sentences) 3.07 2.36 2.32 2.29 1.811 2.91 1.66 2.97

Avg #tokens in a summary 40.11 38.63 33.42 29.21 20.73 62.82 21.61 29.71

Total vocabulary (document) 7.7M 5.6M 9M 14.7M 2.75M 22M 2.2M 6.2M

Total vocabulary (summary) 1.1M 840k 1.3M 2.2M 291k 5.8M 244k 992k

Table 4.1: ISummCorp dataset statistics

developed other heuristics to produce a high-quality, uniform dataset. A few of them are mentioned
below:

• We eliminate articles that are extremely brief and do not offer coherent or consistent information.
They are eliminated by limiting the minimum number of tokens for an article.

• We filtered out the appropriate summary of article content by limiting the compression ratio to a
specific bandwidth.

• It is a common practice to set a minimum length for summaries or text extracts to ensure that they
are sufficiently informative and concise. Setting a minimum length of 20 tokens (words or word
pieces) is a reasonable choice that can help ensure that the summary contains enough information.

• Any text regarding the images or image caption is excluded from the article content as it hinders
the coherency of the article.

Any article that does not obey the above heuristics is eliminated from the dataset.

4.2.4 Uniqueness of ISummCorp

ISummCorp differs from the existing datasets in size, extraction, and scope of extension to other
languages. These days, [49, 50, 69] serve as the primary source of extraction for summarization. Here,
we will briefly discuss the various kinds of datasets and how ISummCorp stands out from the rest.

Wikipedia Source Extraction:

Many summarization datasets are derived from Wikipedia of different languages [29, 68]. Wikipedia
is a huge crowd-sourcing platform for summarization tasks for multiple languages. The first paragraph
of the article is considered the summary of the rest of the article. However, this is true only in the case
of featured articles 10 of Wikipedia, but not all.

10https://en.wikipedia.org/wiki/Wikipedia:Featured_articles
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Dataset ISummCorp XL-Sum

Compression 14.92 7.58

Abstractivity 20.79 41.8

Topic Similarity 33.99 23.8

Redundancy 3.05 NA

Table 4.2: Intrinsic Evaluation of ISummCorp and other datasets. All the values are reported in percent-

ages. Redundancy cannot be calculated for the XL-Sum dataset because their summaries are of a single

sentence.

Other News Websites:

Online News websites act as the other source of source for summarization datasets. Summaries are
graphically extracted for several datasets from news website-based sources. Some often used techniques
include extracting the headline, and the opening few phrases [80]. In addition to these, other datasets
use a different summary extraction method dependent on the article’s structure. These two datasets
are Massivesum [70] and XL-Sum [18]. According to XL-Sum, the article summary is defined as a
single statement that encompasses all of the article’s context. Massivesum uses various resources, and
the summary extraction differs for different articles. XL-Sum and Massivesum, however, received poor
evaluations from [69] when it came to their summaries.

Our summary extraction procedure for the dataset ISummCorp consists of two stages: 1) filtering
during extraction and 2) evaluation following extraction. Domain- and language-specific assessment
scripts were built in the initial phase, so we could only retrieve the most pertinent information. Any
article that deviates from the intended structure is discarded. We report all the statistics related to
ISummCorp in table 4.1.

4.3 Quality Analysis of Dataset

When attempting to create a dataset on such a huge scale, its quality must be ensured. We follow
a two-step evaluation to ensure that the summaries extracted are reliable and concise. The article-
summary pairs are first automatically evaluated by a few factors, i.e., compression, Topic similarity,
Abstractivity, Redundancy, and Semantic Coherence introduced by [3]. Using these metrics can provide
a more comprehensive evaluation of a summarization dataset and allow for better comparisons between
different datasets. However, it is important to note that these metrics may only capture some aspects
of a summary and may not be sufficient to evaluate the quality of a summarization dataset fully. So,
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Lang Consistency R&C Fluency Coherence

Bengali (bn) 0.98 4.3 4.7 4.7

Gujarati (gu) 0.98 4.6 4.8 4.6

Hindi (hi) 0.93 4.4 4.9 4.5

Kannada (kn) 0.94 4.5 4.9 4.6

Malayalam (ml) 0.97 4.7 4.7 4.7

Marathi (mr) 0.98 4.5 4.9 4.6

Tamil (ta) 0.97 4.4 4.8 4.5

Telugu (te) 0.99 4.7 4.7 4.8

Table 4.3: Manual evaluation of different languages from ISummCorp on average. Abstractivity is the

percentage of novel 1-grams in the summary. The Consistency metric is rated out of 1, and the remaining

human evaluation metrics are rated out of 5.

we also follow the manual evaluation of our datasets in terms of Consistency, Relevance and Coverage,
Fluency, and Coherence.

4.3.1 Intrinsic Evaluation

To evaluate a summarization dataset, [3] proposed four metrics, i.e., Compression, Topic similarity,
Abstractivity, and Redundancy. To make better comparisons, we prefer to assess our ISummCorp and
other summarization datasets based on these parameters.

• Compression: Compression reveals how condensed a summary is in reference to the main article.

• Topic similarity: Using the Jensen-Shannon distance [35], topic similarity calculates the degree of
similarity between the summary and the article. Topic similarity refers to how well the summary
represents the main topics of the original text.

• Abstractivity: Including novel vocabulary in the summary while training a summarization model
is crucial. We measure this novelty with the abstraction measure. Abstractivity measures the
level of abstraction in summary, with a higher level of abstractivity indicating a greater degree of
generalization and less specific detail.

• Redundancy: Redundancy measures the repetition of information in summary, with a lower level
of redundancy indicating a more concise summary.

Table 4.2 gives an insight into the article-summary extraction of different datasets based on these
features. We observe that the XL-Sum dataset cannot be included for redundancy metric as the sum-
maries are just one sentence.
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4.3.2 Human Evaluation

Summarization is a very abstractive task. Two people can never produce the same summary of the
same article. So, a summary cannot be thoroughly evaluated with only intrinsic measures. Human
evaluation is necessary because it enables a subjective assessment of the summaries by people who can
take a variety of aspects into account. To ensure the quality of our dataset, we also manually examine
it. We assigned the evaluation task to professional annotators, which we will discuss now in detail.

It is a difficult and almost impossible task to proofread every document. So, we take random samples
of articles from each language for evaluation. The evaluation process is carried forward by asking the
annotators to rate 200 randomly selected articles from each language on four factors: Consistency,
Relevance and Coverage, and Fluency, Coherence. The consistency factor is evaluated on a binary
basis, while the other factors are rated on a scale of 1-5. These factors were chosen because they can
provide insight into the overall quality of the summaries. In addition to these factors, we also included
coherence and relevance, which overlap with intrinsic evaluation measures. This allows us to cross-
check our results and get a more comprehensive understanding of the strengths and weaknesses of our
dataset. Overall, the manual evaluation procedure aids us in verifying the quality of our summaries and
implementing any necessary adjustments.

• Consistency(Yes/No): Consistency refers to the degree to which the summary and the source
text, i.e., the document, are similar.

• Relevance and Coverage (1-5): Relevance talks about the extent to which the summary repre-
sents the document’s main content. And, Coverage is about if the summary can capture all the
crucial aspects of the document.

• Fluency (1-5): Fluency is a subjective factor that refers to the overall smoothness and clarity of the
language used in a text. It is crucial to consider a summary’s grammatical and syntactic soundness
as part of fluency. Most native language speakers should be able to understand the summary if it
is written in an approachable manner. This entails ensuring that the language used is appropriate
for the target audience and that any technical terminology present is clearly explained.

• Coherence (1-5): When we try to train an abstractive model, we must not input a summary where
the sentences are disjoint. The paragraph must have some coherence or relevance for the reader.
Using the coherence factor, we attempt to analyze this aspect of text generation.

4.4 Challenges faced

Here, we discuss the challenges we faced during dataset curation. Producing a dataset on such a
huge scale is a difficult task. The data collected is not uniform for all domains. We had to write different
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Figure 4.1: An Example of Article-summary pair from ISummCorp

scripts for each language and domain to remove the noise present at a minute level. These are the
challenges we faced at a higher level. We list a few other challenges that we faced at an article level.

• Different language text: There are a few articles that contain English text in between, and to
extract the monolingual datasets, the whole text has gone through a check to remove any unwanted
English text present.

• Unwanted URL data: Since we extracted our data from an online website. Several ads are
present as part of clickbait, given an article page. And, for a few articles, some links refer to
ads/other articles. The URLs are also followed by text in the same language, making this a more
challenging job.

• Unrecognized characters: When the whole data is crawled from the website, there are several
non-UTF-8 characters present. We manually verified the decoded version of all these characters
and replaced the text accordingly.

• Evaluation of extracted datasets: As summarization is a subjective task, it does not have a
ground truth or a reference summary for comparison. Since our dataset contains articles from
different domains, we needed people familiar with all the domains and able to judge the summary.
Moreover, it is also a time-taking and expensive procedure.
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Figure 4.2: Another Example of Article-summary pair from ISummCorp

4.5 Analysis of Summaries

Here, we display a few examples of ISummCorp from different languages. Figures 4.1 and 4.2
display the article-summary pairs from different languages. The example article-summary pair 4.1 tries
to cover the central idea of the whole article in its summary in a very concise format. If you observe
clearly, the summary does not dive deep into the details of the article, such as ”which all trains have
already started the service, what is the expected income from these services”. The gold summary only
displays the essential information from the whole article.

Another example article-summary pair is displayed in fig 4.2. The article is about an actress who
has increased her remuneration. The summary begins by attempting to provide background information,
such as the actress’s name, level of fame, and industry. The summary then jumps right into the main
motive of the article, which is about her compensation. Contextual information is required in articles
like these because the article is domain-specific and geographically also specific. The need for pre-
contextual information is required because we cannot assume that everyone knows the actress.

The observations we made from the summaries of ISummCorp are listed below:

• The summary tries to minimize the content present into a concise format covering all the essential
aspects of the article.
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• For an article, if there is any pre-contextual information required, the summary provides it with
minimal and sufficient details.

• The summary covers all the critical aspects of the article and mentions them in a minimal way.

• , In short, the summaries can be regarded as short summaries of the article.
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Figure 4.3: TOI website article page in Telugu (Samyam).
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Chapter 5

IndicSumm: language models in Indian context

Finetuning transformer-based and sequence-to-sequence-based models have achieved state-of-the-art
results on many abstractive summarization datasets. Recently, a wide variety of pre-trained models for
multiple languages were contributed to the research community. This work aims to contribute resources
towards Indian languages by providing new benchmark models.

Here, we introduce IndicSumm: a set of monolingual and multilingual models trained on ISumm-
Corp. ISummCorp is a huge multilingual dataset spread across eight Indian languages. With the help of
ISummCorp, we build various summarization models based on mT5 [77] specific to Indian languages.
We are more inclined towards creating monolingual models that are known to be effective given the
morphological richness of the Indian languages. We later train a multilingual model on all eight lan-
guages to create a generic summarization model specific to Indian languages. In summary, we make the
following contributions through this work:

• We are the first to present monolingual summarization models that have been trained in Indian
languages.

• We develop eight monolingual summarization models and a multilingual Indic summarization
model and publicly release these models.

• We prove that a language, when finetuned with an adequate amount of data in a monolingual
setting, outperforms the multilingual fine-tuning strategy.

• We achieve state-of-art results with IndicSumm over the existing Indic multilingual models like
XL-Sum and IndicBART.

5.1 IndicSumm

IndicSumm is a set of models based on the T5 [59] family, which is mainly a transformer model. T5
introduces a unified framework that can handle any problem statement in a text-to-text format. Further,
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[77] introduced a multilingual variant of T5 trained on the Common Crawl corpus 1 in 101 languages.
With the help of transfer learning, we finetune the mT5 model using ISummCorp in monolingual and
multilingual settings. We chose mT5 over other pre-trained models because of its massive coverage over
our eight Indian languages and its unique training objective for all downstream tasks.

5.2 Training Details

Here, we discuss in detail the training details and finetuning process of IndicSumm in monolingual
and multilingual settings.

5.2.1 Monolingual IndicSumm

In this study, we finetuned the mT5 model for each language. The mT5 model consisted of 8 blocks,
with two layers of encoder and decoder settings in each block. The hidden and filter sizes were set to
512 and 1024, respectively, with six attention heads. We applied a dropout rate of 0.1 and used the
AdamW [39] optimizer with a maximum learning rate of 3E-4. The batch size was set to 2048 tokens.
The training was performed on 4 NVIDIA GeForce GTX 1080Ti GPUs and took approximately five
days for 12 epochs. The tokenizer used was Google’s pre-trained mT5 tokenizer, which covers 101
languages and has a vocabulary of 250k words. Due to computational limitations, we had to reduce the
input and output to 512 and 50 tokens, respectively. We reserved 20% of the data for testing and 10%
for validation and used the remaining 70% to train the model. We followed a similar training strategy(in
terms of hyperparameters) as of [30].

5.2.2 Multilingual IndicSumm

Moving to the multilingual setting, the Multilingual model is created by inputting the article-summary
pairs from all eight existing languages. This mode of training has gained immense importance in re-
cent times. [8]. This model is created for the multilingual setting by giving all the article-summary pairs
from eight languages as input. The input batch size, learning rate, and optimizer remained the same as in
monolingual models. The multilingual model setting is the same as the monolingual setting. However,
for each batch, the input article-summary pairs are from multiple languages, unlike in a monolingual
setting.

The multilingual model took five days to train 12 epochs. The tokenizer used was bert-base-multilingual-
cased, pretrained on 104 languages and has a vocabulary size of 110,000. We used four NVIDIA
GeForce GTX 1080Ti graphics cards. The base model has seven blocks and two layers with 120M
parameters, which constrained our training inputs and outputs to 512 and 50 tokens, respectively.

1https://commoncrawl.org/
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Lang Setting Monolingual Multilingual

Language R-1 R-2 R-L R-1 R-2 R-L

Bengali(bn) 39.38 28.1 37.66 32.73 19.32 31.55

Gujarati(gu) 33.22 22.97 31.67 30.5 22.56 30.49

Hindi(hi) 65.14 55.77 62.63 57.84 25.11 57.69

Kannada(kn) 59.39 52.13 58.3 53.91 45.52 53.88

Malyalam(ml) 26.18 15.33 25.04 21.18 18.80 21.03

Marathi(mr) 59.16 52.04 58.36 51.67 21.67 50.63

Tamil(ta) 44.89 27.69 41.57 37.53 23.86 37.32

Telugu(te) 36.95 22.46 35.88 32.95 19.68 32.93

Table 5.1: Comparison of IndicSumm Monolingual and IndicSumm Multilingual models.

5.3 Results and Analysis

Here, we conduct an empirical evaluation of different summarization techniques and IndicSumm
when tested on ISummCorp. We first try to analyze the performance of IndicSumm monolingual and
multilingual models. Later, we compare the performance of IndicSumm with standard baselines and
then with recently released multilingual summarization models.

5.3.1 Analysis of IndicSumm

Our main objective behind finetuning monolingual models is to explore the potential of low-resource
languages. Table 5.1 reports the F1-score of ROUGE [32] metric for the monolingual and multilingual
models finetuned. As observed, all the monolingual models outperform the multilingual model for
all languages. Our main observation is that low-resource languages can outperform the multilingual
strategy when trained separately with enough resources. However, the multilingual and monolingual
model scores are competitive for the languages Gujarati, Marathi, and Tamil. This can be accounted
for relatively fewer training samples of the languages. Hindi and Kannada languages have showcased
higher ROUGE scores of all the languages, which might account for their large number of training
samples and relatively less abstractive summaries. Figure 5.1 demonstrates a sample example from
ISummCorp and the predicted summary.

5.3.2 Baselines

Here, we compare IndicSumm monolingual setting with a few standard baseline techniques. We
considered three baseline systems which we will discuss in brief.
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Metric ROUGE-1

Languages↓ / Methodology→ Random LEAD-3 LexRank IndicSumm

Bengali (bn) 14.96 27.99 20.37 39.38

Gujarati (gu) 14.70 24.27 22.49 33.22

Hindi (hi) 22.58 42.05 34.79 65.14

Kannada (kn) 16.72 50.08 32.61 59.39

Malayalam (ml) 15.14 20.74 22.65 26.18

Marathi (mr) 14.98 32.26 30.01 59.16

Tamil (ta) 16.19 29.73 23.64 44.89

Telugu (te) 15.61 31.57 25.00 36.95

Table 5.2: Comparison of IndicSumm with few baselines with Rouge-1 metric

Metric ROUGE-2

Languages↓ / Methodology→ Random LEAD-3 LexRank IndicSumm

Bengali (bn) 5.08 16.3 10.66 28.1

Gujarati (gu) 4.84 12.62 9.75 22.97

Hindi (hi) 9.07 29.13 20.38 55.77

Kannada (kn) 6.70 42.20 21.68 52.13

Malayalam (ml) 4.71 7.74 11.55 15.33

Marathi (mr) 6.03 22.42 19.20 52.04

Tamil (ta) 3.79 14.24 9.59 27.69

Telugu (te) 3.23 17.52 10.81 22.46

Table 5.3: Comparison of IndicSumm with few baselines with Rouge-2 metric

• Random Baseline: Here, any k random sentences are selected from the article to form the sum-
mary. The summary will be extractive, and k depends upon the expected output summary size.

• LEAD-K: LEAD-K summarization is a technique where the first K sentences of the article con-
catenate to form a summary. It can also be a set of first K keywords to form a summary. However,
we consider the first K sentences to be the summary for our baseline.

• LexRank: LexRank [11] is a graph-based approach that ranks sentences based on the weights
of a TF-IDF graph generated from the input. This is also extractive in nature, where it ranks the
sentences based on centrality score and forms the summary.

Table 5.2 shows the ROUGE scores for the baselines compared with IndicSumm. We report different
ROUGE [32] metrics (ROUGE-1, ROUGE-2, ROUGE-L) on all the experiments. Table 5.2 reports the
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Metric ROUGE-L

Languages↓ / Methodology→ Random LEAD-3 LexRank IndicSumm

Bengali (bn) 13.72 26.03 16.09 37.66

Gujarati (gu) 13.33 22.32 16.62 31.67

Hindi (hi) 19.10 34.09 25.73 62.63

Kannada (kn) 15.85 49.49 27.18 58.3

Malayalam (ml) 14.26 19.53 18.75 25.04

Marathi (mr) 14.28 31.17 24.48 58.36

Tamil (ta) 14.95 27.57 18.42 41.57

Telugu (te) 14.84 31.43 20.06 35.88

Table 5.4: Comparison of IndicSumm with few baselines with Rouge-L metric

Metric R1

Languages↓ / Methodology→ XL-Sum mT5 IndicBART-IndicSS IndicBART-XLSum IndicSumm(Multilingual) IndicSumm(Monolingual)

Bengali (bn) 20.80 0.24 19.7 32.73 39.38

Gujarati (gu) 20.24 0.57 16.88 30.5 33.22

Hindi (hi) 33.57 24.15 30.85 57.84 65.14

Kannada (kn) 4.8 1.84 33.80 53.91 59.39

Malayalam (ml) 4.70 0.94 14.67 21.18 26.18

Marathi (mr) 32.91 16.17 27.15 51.67 59.16

Tamil (ta) 25.11 0.95 22.29 37.53 44.89

Telugu (te) 26.02 2.52 19.57 32.95 36.95

Table 5.5: Comparison of IndicSumm models with the existing multilingual models with Rouge-1 met-

ric

ROUGE-1 metrics of comparison of IndicSumm with other baselines. similarly, table 5.3 and table
5.4 reports the ROUGE-2 and ROUGE-L metrics of the same. According to the table 5.2, IndicSumm
outperforms all the established baselines in terms of all the ROUGE metrics. Of all the baselines,
LEAD-K tends to outperform the Random and LexRank models. Random baseline performed similar
ROUGE scores for all the datasets irrespective of their abstractiveness.

5.3.3 Comparison with existing multilingual models

We compare the performance of IndicSumm monolingual models with the existing finetuned multi-
lingual models. We compare IndicSumm with the extensively trained multilingual transformer models
such as the XL-Sum mT5 model [18] and IndicBART variants [8].

• XL-Sum mT5: [18] have released a multilingual variant of T5 model finetuned on XL-sum
dataset. XL-Sum dataset supports 44 languages trained over 1 million article-summary pairs.
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Metric R2

Languages↓ / Methodology→ XL-Sum mT5 IndicBART-IndicSS IndicBART-XLSum IndicSumm(Multilingual) IndicSumm(Monolingual)

Bengali (bn) 9.73 0.02 10.35 19.32 28.1

Gujarati (gu) 9.01 0.04 7.19 22.56 22.97

Hindi (hi) 17.55 9.96 17.71 25.11 55.77

Kannada (kn) 0.06 0.01 24.35 45.52 52.13

Malayalam (ml) 0.04 0.007 6.04 18.80 15.33

Marathi (mr) 21.77 7.06 18.53 21.67 52.04

Tamil (ta) 11.95 0.06 10.01 23.86 27.69

Telugu (te) 10.27 0.02 9.22 19.68 22.46

Table 5.6: Comparison of IndicSumm models with the existing multilingual models with Rouge-2 met-

ric

Metric RL

Languages↓ / Methodology→ XL-Sum mT5 IndicBART-IndicSS IndicBART-XLSum IndicSumm(Multilingual) IndicSumm(Monolingual)

Bengali (bn) 20.00 0.22 18.34 31.55 37.66

Gujarati (gu) 18.87 0.46 15.56 30.49 31.67

Hindi (hi) 27.89 20.31 27.43 57.69 62.63

Kannada (kn) 4.87 1.63 32.30 53.88 58.3

Malayalam (ml) 4.70 0.7 13.6 21.03 25.04

Marathi (mr) 31.50 15.37 26.06 50.63 58.36

Tamil (ta) 27.09 0.67 20.54 37.32 41.57

Telugu (te) 24.90 1.91 19.31 32.93 35.88

Table 5.7: Comparison of IndicSumm models with the existing multilingual models with Rouge-L

metric

Here, we compare the XL-Sum multilingual trained mT5 model on our dataset. This model
is trained on all the 44 languages present in the dataset. However, XL-Sum does not support
languages like Marathi and Malayalam.

• IndicBART variants: IndicBART [8] is a multilingual pre-trained sequence-to-sequence model
trained specifically on Indian languages based on mBART [31] architecture. IndicBART evaluates
the summarization task by finetuning IndicSentenceSummarization and XL-Sum datasets. It also
has a sister model named IndicBARTss, similar to IndicBART but trained based on single script
representation. Moreover, these models are evaluated on Machine Translation and Summariza-
tion tasks. For the summarization task, [8] have finetuned IndicBART on IndicSentenceSumma-
rization and XL-Sum datasets. IndicSentenceSummarization dataset is a dataset extracted from
different news websites in Indian languages where the headline is considered as the summary. We

49



Figure 5.1: A Sample article-summary pair and Predicted summary from ISummCorp.

compare our IndicSumm models with IndicBART-XLSum 2 model and MultiIndiCSentenceSum-
marization 3.

Tables 5.5 showcases the performance of different finetuned models on ISummCorp. We report
different ROUGE [32] metrics (ROUGE-1, ROUGE-2, ROUGE-L) on all the experiments. Table 5.5
reports the ROUGE-1 metrics of comparison of IndicSumm with other multilingual models. simi-
larly, table 5.6 and table 5.7 reports the ROUGE-2 and ROUGE-L metrics of the same. From the
table 5.5, we observe that IndicSumm outperformed the existing multilingual models in all aspects.
We observe that the IndicBART-XLSum performed better than the XL-Sum mT5 for most languages
except Malayalam and Kannada. We also observe that both LexRank and XL-Sum mT5 performed
similarly. However, the inferior performance of XL-Sum mT5 on Kannada and Malayalam datasets
is due to the absence of these language datasets in the XL-Sum dataset. Also, IndicSumm multilin-
gual model has outperformed all the existing baseline and multilingual models. We should be able to
deduce how critical it is to have a suitable summarization dataset from the outcomes of IndicBART-
IndicSentenceSummarization. Otherwise, no matter how many hyperparameters are pre-trained into a
model, the outcomes from finetuning are always substandard.

5.4 Analysis of Summaries

Figures 5.1 and 5.2 shows us a few examples of the articles with the gold summary and predicted
summary. First, talking about 5.1, the actual and predicted summary seems similar in terms of length

2https://huggingface.co/ai4bharat/IndicBART-XLSum
3https://huggingface.co/ai4bharat/MultiIndicSentenceSummarization
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Figure 5.2: A Sample article-summary pair and Predicted summary

and number of sentences. Though the actual and predicted summary is not the same, both try to convey
the same information ”Virat Kohli has recently reached the 8000 run milestone in his test career”, which
is the central idea of the whole article. The predicted summary tries to extract and paraphrase similar
information as the actual summary from the input article.

Figure 5.2 shows another example of Indicsumm predicted summary. Regarding this article, the
number of sentences in the predicted and gold summary is quite different. The gold summary is four
sentences, whereas the predicted summary is only three. However, both summaries convey the same
information, the article’s primary motive.

5.5 Conclusion

Indian languages are resource-poor, relative to English, in terms of available datasets, feature repre-
sentations, and machine learning models. We tried to bridge the gap by creating Indian language-specific
datasets and models. We present IndicSumm, a set of Indian language-based summarization models cre-
ated to promote the development of the Natural Language Generation for Indian languages. We are the
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first to develop monolingual summarization models for Indian languages, to enhance the performance
of summarization tasks. We also explore the potential of low-resource monolingual models by training
them with enough data. In conclusion, we hope that the IndicSumm helps Indian languages to step
ahead in summarization.
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Chapter 6

Conclusion and Future Work

The main aim of this thesis is to contribute resources towards the summarization of low-resource In-
dian languages. We take the first step towards it by proposing an unsupervised summarization technique
GAE-ISUMM. With almost negligible resources for low-resource Indian languages, we intended to shed
some light on sophisticated deep-learning techniques for Indian languages. GAE-ISUMM addresses
the robust representational capabilities of graph-based techniques, RNNs, and neural networks. Using
cluster representations from GRU and GAE, we create a model that learns text representations and a
document summary. Additionally, to evaluate our approach, we have created TELSUM, a Summariza-
tion dataset in Telugu. With the help of existing summarization datasets, we examine the effectiveness
of our model for other Indian languages in both monolingual and bilingual settings.

Further, the Indian languages needed standard summarization datasets to explore emerging transformer-
based models or transfer learning techniques. So, the next step in our work focused on creating standard
datasets for Indian languages. We created ISummCorp, a multilingual summarization dataset for eight
Indian languages comprising 376k article-summary pairs. We explain in detail how our dataset ISumm-
Corp is unique and can stand as a benchmark dataset for Indian languages. We also introduce Indic-
Summ, a set of monolingual and multilingual models finetuned on ISummCorp with mT5 as the base
model. We argue that a language can perform better when finetuned in a monolingual setting with an
adequate amount of data than in a multilingual setting. We proved this with the help of ISummCorp. We
also explore the potential of our IndicSumm models by experimenting with other multilingual models
present and achieve state-of-art results in every aspect.

6.1 Future Work

The thesis work mainly focused on the summarization of Indian languages. With the increased
digital data in Indian languages on various platforms, resources for summarization for these resource-
poor languages must be improved. In the process of creating resources for the summarization of Indian
languages, we realized that there is a huge scope for our work in the coming years. the unsupervised
technique we proposed at the start can be a starting point for sophisticated summarization models for
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Indian languages ahead. We have created different types of datasets, which will take a position as a
standard dataset for Indian languages. Apart from it, the models we have created can be used can be
vividly used to extract summaries. The scope of our work on the summarization of Indian languages is
the following:

• Extending to other low-resource languages: GAE-ISUMM being unsupervised and not re-
quiring labeled data, it can be extended to other resource-poor languages and obtain high-quality
summaries.

• Cross-lingual Dataset: ISummCorp has eight different Indian languages, which cover different
domains such as sports, national, international, business, and entertainment. These few domains
cover the same or similar news all around the country. This helps us build parallel articles from
ISummCorp by analyzing the article’s composition. This allows us to build a cross-lingual dataset
of 56 combinations which further helps build cross-lingual learning.

• Multi-document Summarization: Extending the idea of Crosslingual datasets, if we can draw
parallel corpora from ISummCorp, we can further create a multi-document summarization dataset
with the help of translation.

• Domain Specific Analysis: ISummCorp contains domain-specific data which can be further used
to create domain-specific models. A mainstream domain identification can be created with the
data, or domain-specific words can be extracted from such a huge dataset. Further, an analysis
can be done based on the objectivity of each domain.

• Code Mixed Data: ISummCorp can also act as a huge source to obtain code mixed data for
different Indian languages. The news articles are written in an understandable format for the
locals, and a few English transliterated words can be further used to create code-mixed data.

• Analysis of Different Indian language families: IsummCorp consists of 8 different languages(
Hindi, Marathi, Bengali, Gujarati, Telugu, Tamil, Malayalam, Kannada). Hindi, Marathi, Bengali,
and Gujarati belong to the Indo-Aryan language family, and Tamil, Telugu, Malayalam, and Kan-
nada are from the Dravidian family. Experiments can explore the cross-learning transfer within a
language family and different language families with abundant data available from both language
families.

• Extending the number of languages: India is a multilingual country with more than 30 lan-
guages being spoken by million plus people. Digital data is also growing exponentially in other
Indian languages. Hence, creating resources for other Indian languages would help analyze and
design better models.

• Different multilingual and monolingual models: Recent studies have introduced different mul-
tilingual models trained on around 100 different languages. But the Indian language-specific tasks
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might benefit better when trained alone with adequate data. The other multilingual models can be
pre-trained o finetuned on Indian datasets for better performance.

• Online Tools for automated summarization: There are a lot of summarization tools available
for high-resource languages like English. However, when it comes to resource-poor languages,
there are no such summarization tools. The models we have created can be used to develop an
automatic summarization user interface for resource-poor Indian languages.
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