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Abstract

Natural Language Generation (NLG) is a computer process that uses artificial intelligence to
produce written or spoken language from structured or unstructured data [3]. Its purpose is
to enable computers to communicate with users in a way that is understandable, rather than
in computer language. NLG focuses on creating coherent written content in human languages
like English, based on underlying data. Given the vast amount of text data available, NLG
techniques are crucial for organizing and presenting information, with Wikipedia being a leading
resource in this effort. [15]

Wikipedia is an online encyclopedia that’s available in multiple languages and is freely ac-
cessible, thanks to contributions from volunteers known as Wikipedians. This collaborative
platform uses a wiki-based editing system called MediaWiki. It holds the title of being the
most extensive and most accessed reference work in history. Consistently ranked among the
top 10 most popular websites by Similarweb and previously by Alexa, Wikipedia is hosted by
the Wikimedia Foundation, a non-profit organization based in the United States, which relies
on donations to operate. Natural Language Generation in Wikipedia involves creating articles
in various languages, either through WikiBot or manual efforts. The linking of language ver-
sions on Wikipedia has been improved with the introduction of Wikidata, a unified system
that uses unique identifiers for entities and their attributes.[8].

English Wikipedia sees the addition of about 500 articles daily, but Hindi Wikipedia lacks
such growth, with only 150,000 pages compared to English’s 54 million articles. To enhance
Natural Language Generation and maintain Wikipedia’s multilingual aspect, creating more de-
tailed Hindi pages is crucial. This thesis proposes a method for automatically generating Hindi
Wikipedia articles using Wikidata as a knowledge source [26]. The process involves extracting
structured data from Wikidata, including entity names, properties, and relationships, and then
generating natural language text based on predefined templates for the subject area. We tested
our method by generating articles about scientists and compared them to machine-translated
ones. Results show over 70% of the articles produced using our method are superior in coher-
ence, structure, and readability. This approach has the potential to significantly reduce the time
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and effort needed to create Hindi Wikipedia articles and can be extended to other languages
and domains.
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Chapter 1

Introduction

Human language is vital for human progress, enabling the sharing of ideas and driving societal
advancement. While people naturally understand and use language, teaching machines to do
so is complex. Natural Language Processing (NLP) is a field in computer science that focuses
on computers interacting with human language. It aims to teach machines language basics,
including syntax, morphology, semantics, and pragmatics. NLP involves two main tasks: Nat-
ural Language Understanding, where computers grasp the structure and meaning of human
language, and Natural Language Generation, where computers create meaningful human-like
language. Natural Language Generation (NLG) involves machines automatically producing
narratives that describe, summarize, or explain input data in a human-like way, enhancing
their ability to communicate meaningfully.

NLG [15] is a multi-stage process that involves refining data and generating natural-sounding
language content. The six stages of NLG can be summarized as follows:

1. Content analysis: The data is carefully examined to identify the relevant information that
should be included in the final content. This stage focuses on determining the main topics
in the source document and understanding the relationships between them.

2. Data understanding: The data is interpreted and analyzed to understand its meaning and
context better. This stage often involves using machine learning techniques to uncover
patterns and insights within the data

3. Document structuring: A document plan is created, and a narrative structure is chosen
based on the type of data being processed. This stage focuses on organizing the content
logically and coherently.
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4. Sentence aggregation: Relevant sentences or parts of sentences are selected and combined
to summarize the topic at hand accurately. This stage involves synthesizing information
from different sources to create concise and informative sentences.

5. Grammatical structuring: Grammatical rules are applied to ensure the generated text is
grammatically correct and coherent. The program analyzes the syntactical structure of
the sentences and rewrites them accordingly.

6. Language presentation: The final output is generated based on a selected template or
format chosen by the user or programmer. This stage focuses on presenting the content
in a way that is visually appealing and accessible to the intended audience.

1.1 Wikipedia

Wikipedia is a remarkable example of human collaboration, housing one of the largest repos-
itories of online knowledge. This widely utilized, multilingual encyclopedia relies on the con-
tributions of volunteers and an open editing system. Despite being available in an impressive
326 languages, Wikipedia’s content distribution is uneven. Languages with larger internet user
bases tend to have more content, while others face challenges due to a smaller editor pool, poten-
tially leading to lower quality control and shorter articles. For example, as of April 2024, Hindi
Wikipedia boasts 161,2661 articles, with an average length closer to 1000 words per article.
This is still significantly less than the staggering 6,811,0642 articles in English Wikipedia. The
dearth of content in specific languages can diminish the appeal of those versions to readers, mak-
ing it more challenging to attract new editors. However, Wikidata serves as a valuable resource
in addressing these imbalances by serving as the structured data foundation for Wikipedia.

1.2 Wikidata

Wikidata is a knowledge base hosted by the Wikimedia Foundation, where users edit and con-
tribute information collaboratively [29]. It provides open data under a public domain license,
which Wikimedia projects and others can use [28]. Data in Wikidata is stored with specific
IDs serving as the base for the platform. Each entity has a unique ID, starting with a letter
prefix: Q for items (e.g., Albert Einstein (Q937)), P for properties (e.g., an instance of (P31)),
and L for lexemes (e.g., L1). This setup is illustrated in Figure 1.1. Additionally, Wikidata
features a query service called WDQS3, enabling users to run queries on its extensive database

1https://en.wikipedia.org/wiki/Hindi_Wikipedia
2https://en.wikipedia.org/wiki/English_Wikipedia
3https://rb.gy/bv8of
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using an RDF triple store for SPARQL4 queries. With an active international community of
volunteers, Wikidata contains information on over 55 million entities, covering people, places,
and events. Its multilingual design allows data translation and presentation in the user’s pre-
ferred language. This feature makes Wikidata a preferred tool for various content integration
functions in Wikipedia, including cross-language article linking and infobox display.

Figure 1.1 A diagram that displays qualifiers, items, and properties in Wikidata. These are

used to store all information in Wikidata about a certain entity.

1.3 Knowledge Graph

A knowledge graph, also known as a semantic network, is a visual representation of connections
among real-world entities, such as objects, concepts, events, or situations [6]. The fundamental
components of a knowledge graph are nodes, edges, and labels. Nodes represent any entity,

4https://www.w3.org/TR/rdf-sparql-query/
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whether it be a person, place, or thing. Edges, on the other hand, indicate the association
between two nodes. Knowledge graphs are essential tools for effective knowledge management,
and Wikidata is a prime example of a knowledge graph. In Wikidata, scientists (in our case)
are the nodes, with information on the scientist as another node and the property as the edge.
Figure 1.2 shows an actual Wikidata page of a Scientist. As can be seen in Figure 1.2, the
property of the Scientist is ”instance of”, and the information on the scientist is ”human”
in this case. For future reference in this thesis, we will represent these properties as keys and
the respective information pertaining to that property as values.

Figure 1.2 This is how an actual Wikidata page looks on the internet
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1.4 Motivation

Hindi is one of the 22 official languages of India and is spoken by over 600 million people, yet the
Hindi Wikipedia lacks in articles over the English Wikipedia. There is also no proper dataset
available for the task of enriching Hindi Wikipedia automatically. Even though generating co-
herent and discourse-related sentence-length natural language text in different languages is now
possible due to improved computing power and model capacity, generating multiple sentences
that display coherence and relevance to a topic remains a challenge. This is especially true for
Scientific domains, with minimal research done in Indian languages like Hindi. Our approach
focuses on generating such human-like Hindi Wikipedia pages in the Scientist domain with a
minimum length of 500 words. This project aims to surpass existing projects like LSJbot5

by generating longer documents that encompass all relevant information. We aim to address
the scarcity of comprehensive and up-to-date information in Hindi on Wikipedia by leveraging
automated content creation. This thesis examines the challenges and opportunities involved in
implementing NLG for Hindi and explores the effectiveness of template-based approaches for
generating high-quality, coherent, and contextually relevant Hindi Wikipedia articles.

1.5 Key Contributions

In this thesis, we describe a model that generates template sentences using a dataset specifically
created from scratch. This dataset incorporates data points from the Scientist domain sourced
from Wikidata. The template sentences are manually crafted with key-value placeholders filled
using the dataset’s specific data points. Following that, the sentences undergo rearrangement
based on a rule-based system to generate an article. The thesis also introduces this dataset
created in Hindi and provides detailed insights into the nuances of the template sentences model
along with the dataset construction process. This dataset is comprehensive, containing Hindi
key-value pairs for 17,000 scientists who do not yet have a Hindi Wikipedia page. We also
believe that our approach can be extended to other domains provided relevant translations and
data are scraped for processing. The key contributions are:-

• Data Analysis and Understanding: We conducted an in-depth analysis of existing
Wikidata to understand its structure and content. This exploration allowed us to grasp
the nuances of the Scientist domain data available on Wikidata.

• Requirement Analysis from Hindi Wikipedia: By examining existing Hindi Wikipedia
pages, we identified the specific content needed for scientist entries. This analysis guided
our approach in sourcing relevant data from Wikidata.

5https://en.wikipedia.org/wiki/Lsjbot
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• Data Collection and Preprocessing: Utilizing SPARQL and WDQS software, we
systematically downloaded, extracted, and preprocessed the data from Wikidata. Our
efforts were aimed at consolidating the dataset into a single, manageable resource.

• Data Cleaning and Enrichment: We meticulously cleaned and enriched the dataset,
ensuring its accuracy and usability. Furthermore, we engaged Hindi experts to translate
certain entities into Hindi with complete precision, enhancing the dataset’s quality.

• Creation of a Comprehensive Dataset: Recognizing the absence of a suitable dataset
for Hindi Wikipedia content in our domain, we meticulously curated a dataset from
scratch. This dataset encompasses 17,000 scientists for whom Hindi Wikipedia pages
are currently unavailable, addressing a significant gap in the existing resources.

• Development of the Template Sentences Model: We developed a template sen-
tences model based on the curated dataset. This model employs a combination of rules
and Hindi syntactic dependencies to generate article content for Hindi Wikipedia entries
effectively.

1.6 Thesis Overview

The remaining chapters are organized as follows:

Chapter 2: In this chapter, we look at the previous work done in the field of creating articles in
Wikipedia, early efforts employing machine learning techniques, along with providing English
Datasets and using various other methods to improve and enrich Wikipedia.

Chapter 3: This chapter will talk about our dataset in depth. We will look at the structure
of how Wikidata stores data and the intricacies involved in converting this data into a human-
readable format. We will also talk about how we used data extraction and retrieval techniques
like TF-IDF and frequency filtering to pre-process this data.

Chapter 4: In this chapter, we present the template sentences model and show how we used
the dataset to create these sentences. We also present a novel approach to creating complex
sentences and using rule-based methods to create the final article. We also explore ways for
further improvements to the data to make it as comprehensive as possible.

Chapter 5: We then move on to the Error Analysis part, wherein we talk about how we resolved
the errors, as Hindi has various syntactic dependencies that need to be carefully handled. We
also talk about the Evaluation Scheme undertaken by us to ensure the articles we generate beat
the existing Wikibot system. We present the Research Survey conducted, and the evaluation
results from 50 Hindi-English bilinguals.
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Chapter 6: In this chapter, we conclude by presenting a brief summary of the topics discussed
in the thesis and discussing the directions for possible future work.
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Chapter 2

Related Work

2.1 Initial Work

Existing methods like [24] use the high-level structure of human-authored texts to automatically
induce a domain-specific template for the topic structure of a new overview. While [27], [20],
and [5] focus on generating sentences, a more challenging and interesting scenario emerges when
the goal is to generate multi-sentence texts. [19] used Wikipedia articles in nine languages to
identify word translations through keywords and a word alignment algorithm. [25] proposed
to use links to retrieve Wikipedia articles in English, similar to an article in German. [16]
established a structure for crafting a Wikipedia entry about a specific entity, ensuring not
only visual consistency with other articles in the same category but also encompassing various
aspects associated with the entity gathered from the web. [23] also investigates fully automatic
methods to generate info-boxes for Wikipedia from the Wikidata knowledge graph.

2.2 WikWrite: Generating Wikipedia Pages Automatically

[1] introduces WikiWrite, a system to author new articles on Wikipedia automatically by ob-
taining vector representations of the red-linked entities using a paragraph vector model [9] that
computes continuous distributed vector representations of varying-length texts. As can be seen
from Figure 2.1, the paper uses the entire Wikipedia to obtain D-dimensional representations of
words/entities as well as documents using the paragraph vector distributed memory (PV-DM)
model from [9]. Similar articles are identified using cosine similarity between the vector repre-
sentations of the missing entity and representations of the existing entities (entities that have
corresponding articles). Content from similar articles is used to train multi-class classifiers that
can assign web-retrieved content on the red-linked entity to relevant sections of the article.

8



Figure 2.1 The proposed framework for WikiWrite

Figure 2.2 Different techniques and their rouge scores for WikiWrite

From Figure 2.2, WikiWrite outperforms both WikiKreator and Perceptron-ILP according to
both the ROUGE scores. WikiWrite (Ref) from the table performs better than WikiWrite
because we use more reliable and verified references from Wikipedia articles. All the systems
except Perceptron-ILP consist of a summarization component. Therefore, even with the same
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or similar web sources, the systems equipped with summarizers retain more informative (higher
ROUGE scores) content.

2.3 Latest Approaches

The research conducted by [21] shows the latest work that introduces a unified graph atten-
tion network structure for investigating graph-to-text models that combine global and local
graph encoders in order to improve text generation. An extensive evaluation of their models
demonstrated that the global and local contexts are empirically complementary, and a combi-
nation can achieve state-of-the-art results on two datasets. The same can be seen in Figure
2.3. [12] uses extractive summarization to coarsely identify salient information and a neural
abstractive model to generate the articles. These models substantially help in providing and
enriching Wikipedia Pages. Although these works carry out some matching across languages
and improve English Wikipedia, we could not find references on creating Wikipedia Pages for
the Hindi Language. To the best of our knowledge, we are the first to propose a dataset and
evaluate a method in this field.

Figure 2.3 The Unified Graph Attention Network Structure
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Chapter 3

Dataset Creation & Data Retrieval Techniques

3.1 Domain Selection

Before we understand how we collected the domain-specific data and created the dataset, it’s
essential to understand the intricacies of choosing the domain. Initially, we chose monuments
as our domain due to the low number of Hindi Wikipedia articles in this category, with only
284 Hindi Wikipedia Pages compared to 11,524 English Wikipedia Pages. However, as we
reviewed the available data points, we discovered that the content was inconsistent, lacking
coherence and detail, and there were too few data points to establish a reliable template.

Figure 3.1 A screenshot showing the WDQS in action displaying the SPARQL syntax used in

Wikidata to fetch data.

After conducting research on various domains, such as animals, films, birds, and trees, we ul-
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timately selected the Scientific Person domain. This domain was ideal because it contained
English Wikipedia pages for prominent scientists, botanists, zoologists, and other scientific per-
sonalities but no corresponding Hindi Wikipedia pages. Additionally, this domain had a wealth
of existing Hindi Wikipedia data compared to the Monuments domain. Once we finalized the
domain, we used Wikidata’s query service called WDQS to form a preliminary dataset. Query-
ing data using WDQS and its SPARQL technology requires unique identification of domain
properties and items, making query writing a task that requires careful attention to syntax
dependencies. Figure 3.1 explains these dependencies and intricacy for a sample query in Wiki-
data.

The query service provided us with a JSON file containing data on nearly 30,000 Wikipedia
pages, of which 13,000 already had existing Hindi Wikipedia pages. This allowed us to focus on
creating Hindi Wikipedia pages for the remaining 17,000 entities within the Scientific Person
domain.

3.2 Preprocessing

In this section, we look at the various steps undertaken to pre-process the data we obtained
earlier and how we carefully administered techniques to clean and refurbish the data to create
the dataset containing data on 17,000 Scientists.

3.2.1 Understanding how Wikidata stores data

To obtain the key-value pairs for each scientist, we had to understand how data is stored in
Wikidata and find the correct approach to retrieve it. We found that for each scientist, the pairs
were embedded so deeply that it required 6-7 nested iterations to obtain the values. Figure - 3.2
below shows an example of how Wikidata stores information on one such Scientist(Benjamin
Thompson is represented in Wikidata as ”Q44645”) [28]. As can be seen below, ”P19”
is one of the keys for this Scientist, and the value for this specific key is a nested dictionary as
part of this key.

As can be seen in the example above, there were many more keys whose data was deeply
embedded, and although this process was time-consuming, we successfully obtained all the pairs
for all the scientists. We then used various libraries like QWikidata to convert these key-value
pairs into a human-readable format; for example, if we closely look at the image above, we can
see that the value that we want from the P19 key is Q54174, but the key P19 and the value
Q54174 are in the Wikidata format, which we as humans do not understand. The QWikidata
module converts these keys and values to Place of Birth(P19) and Woburn(Q54174),
respectively.
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Figure 3.2 How Wikidata stores QID information of a scientist.

3.2.2 Converting English key-value pairs to Hindi and combining both

After we obtained all pairs for the scientists, we then created a main dictionary for each scientist,
with their name as the key and their key-value pairs as a nested dictionary. Some of these nested
dictionaries contained English key-value pairs, which were translated manually and combined
with the pre-existing Hindi pairs. As can be seen in Figure 3.3, in the nested dictionary of
Q7504(Irene Curie), we have "माता"1 as a pre-existing Hindi key, but along with many other
such Hindi keys, we also have keys such as ”nuclear physicist” which don’t have a pre-existing
Hindi word to define them; hence, these keys also had to be converted to Hindi to ensure that
our Wikipedia page was completely in Hindi and all the necessary information was part of said
page.

To ensure greater accuracy in translation, a Hindi Domain Expert was consulted to translate
the English key-value pairs, as relying solely on Google/Bing Translate would have resulted in
an approximate accuracy of 85% [2], leading to inconsistent translations in the final dataset.
Since these English key-value pairs were intermingled with the Hindi and English Pairs, a sep-
arate dictionary was created to store the pairs that required translation. Translations were
recorded in an Excel file with the corresponding sentence context, allowing for accurate contex-
tual translation.

An interesting example where the sentence context played an important role would be: Given
Word: ”leaves”. Now, this word, if given no context, could be translated as "प��यां" whereas
if the context is given saying ”He leaves for work”, the Hindi translation for the same

1Mother
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word comes out to be completely different, i.e. "�नकल जाता ह"ै , and hence sentence context
was used. The task of back-propagating the translated English key-value pairs from the Excel
Sheet to the original Hindi key-value pairs was anticipated to be tedious and involved mapping
and clear demarcations for each entity. Despite incorporating these demarcations, some errors
were encountered while using the pandas module. After extensive coding, we were ultimately
successful in placing the translated English key-value pairs with the existing Hindi key-value
pairs in Wikidata and were able to complete the dataset. The dataset was complete in terms of
all pairs being in Hindi, but there were some additional features that we implemented to enhance
the quality of our dataset, which we will discuss in the next subsection and continue in Chapter
4. Considering we had collated all the pairs of the Scientist in Hindi, our next step involved

Figure 3.3 How english and hindi keys are intermingled in the data for a particular scientist.

generating template sentences, but first, we needed to identify the crucial key-value pairs for the
Scientist Domain so that we could make the page as comprehensive as possible. Keys such as
Doctoral Advisor, Student, Doctoral Student, Awards Won, and Field of Work were
considered essential and important for a page belonging to a Scientist. To extract these pairs,
we utilized two highly effective relevance algorithms: TF-IDF and frequency filtering. We’ll
examine these techniques in depth, detailing each of their contributions toward identifying the
most significant key-value pairs for each scientist.

3.3 Data Retrieval Techniques

In this subsection, we look at the two techniques mentioned above, namely TF-IDF and Fre-
quency Filtering, which we used to gather and ascertain the most important key-value pairs for
a Scientist.
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3.3.1 TF-IDF

TF-IDF is a statistical approach that measures the relevance of a word to a document in a
collection of documents. It calculates the score by multiplying two metrics: the frequency of
the word in a document and the inverse document frequency of the word across the entire
document set. A higher score indicates greater relevance of the word in the document [17].
Mathematically, the TF-IDF score of word t in document d from document set D is computed
as follows:

tfidf(t, d,D) = tf(t, d).idf(t,D)

where

tf(t, d) = log(1 + freq(t, d))

idf(t,D) = log(N/(count(dED : tEd)))

As TF represents the frequency of a word within a document, in our scenario, the words
corresponded to the keys, and the document pertained to each scientist. As the keys could
either exist or not with a probability of 0 or 1, we assigned a value of 1 to our data if a
particular key existed and 0 if it did not. Consequently, utilizing TF was not required for
our data, and hence, we redirected our attention toward document frequency. In document
frequency, we needed to determine the relevance of each key-value pair for a given scientist,
and hence, we decided to calculate the frequency of each key-value pair across all the scientists,
dividing each frequency by the total frequency of all keys in the data. We then took the log of
this value and sorted all the values in decreasing order to identify the key-value pairs with the
highest frequency. This approach allowed us to gain a better understanding of the significance
of each key-value pair, given the low likelihood of two scientists sharing the same number of
keys.

To prioritize the importance of least occurring keys, we reviewed approximately 200 Hindi
Wikipedia pages of scientists and compiled a list of keys that were not frequently mentioned
across all pages but were crucial for a complete scientist profile. Examples of such keys include:
"नामा�ंकत �कया गया" 2 or "छात्र" 3 were important, and we decided to use the IDF concept to
include such keys as well. To get rid of the other keys that did not affect the quality of the
page and also those for which the frequency was extremely low and not important, we used
Frequency Filtering [22], which we will discuss next.

2Nominated for
3Student
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3.3.2 Frequency Filtering

Frequency filtering is a technique used to eliminate stopwords, which are commonly used words
that do not provide much meaning in a text [10]. The objective is to avoid diluting the impor-
tance of less frequent but more meaningful words. TF-IDF indirectly employs it to determine
the significance of a word in a document.

We applied the concept of frequency filtering to our data by examining the list of relevant keys
sorted by frequency using TF-IDF. To utilize frequency filtering, we established a threshold
by analyzing 200 Hindi Wikipedia pages, similar to our earlier approach. Following a compre-
hensive analysis, we determined a limit for the number of keys to include in our dataset. We
set the threshold for the maximum number of keys to 25, aligning with our primary goal of
ensuring that each scientist’s profile comprised at least 500 words (provided there was suffi-
cient information available on Wikidata). Any keys exceeding the limit were excluded from our
dataset.

Upon completion of the aforementioned procedures, we successfully compiled a list of the top
20-25 most relevant and essential key-value pairs for each scientist. However, for some scien-
tists, due to limited information available on Wikidata, only 10-15 pairs could be extracted.
Nevertheless, we ensured that all available information on Wikidata for such scientists was in-
corporated into their Wikipedia page. Figure 3.4 represents the entire pre-processing pipeline.

3.4 Conclusion

In this chapter, we saw the ways we took to shortlist our domain and how we obtained the data
from Wikidata in this domain using SPARQL and WDQS technology. We next discussed the
tedious preprocessing steps needed to clean and refurbish this data to create a dataset from
scratch. We first analyzed how Wikidata stores data, employed Python modules to decode the
same, converted English Key-Value pairs to Hindi using human help, and used Data Retrieval
Techniques like TF-IDF and Frequency Filtering to arrive at our final 20-25 key-value pairs for
all Scientists.

In the next chapter, we will introduce the model we made on the data obtained so far. This
chapter will analyze the model and the intricacies involved in the steps taken to ensure the data
is used to its maximum efficiency, and the final Wikipedia Page collates all the information
correctly and is a delight to read for the readers.
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Figure 3.4 A flowchart representing the entire pre-processing pipeline followed.
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Chapter 4

Rule Based Template Sentences Model

4.1 Introduction

The field of natural language processing (NLP) has witnessed significant advancements in recent
years, with a multitude of applications ranging from chatbots to machine translation. Among
the various approaches used to tackle the challenges in NLP, rule-based methods have proven to
be effective in many scenarios [4]. In particular, the rule-based template sentences method has
emerged as a powerful technique for generating coherent and contextually appropriate sentences.

The rule-based template sentences method involves the creation of a set of predefined rules
and templates that govern the generation of sentences. These rules capture the syntactic and
semantic patterns that are commonly observed in the target language. By leveraging these
templates, the system can generate sentences that adhere to the desired structure and convey
the intended meaning.

One of the key advantages of the rule-based template sentence method is its simplicity and
interoperability [4]. Unlike more complex neural network-based approaches, rule-based methods
offer a transparent framework where each rule can be inspected and understood by human
experts. This transparency enables easy rule refinement and customization, making the method
highly adaptable to specific domains or applications.

Furthermore, the rule-based template sentences method excels in scenarios where generating
diverse but consistent sentences is crucial. By leveraging a set of predefined templates, the
method can quickly generate a large number of variations while ensuring that each sentence
follows the specified rules. This capability is particularly useful in tasks such as text generation
for chatbots, data augmentation for training NLP models or generating personalized responses
based on user input.
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In this thesis chapter, we aim to delve into the rule-based template sentences method, exploring
its underlying principles, design considerations, and practical applications. We will investigate
various aspects of the method, including rule creation, template formulation, rule optimization,
and system evaluation. Additionally, we will showcase the versatility and effectiveness of the
rule-based template sentences method through experimental results and case studies.

By gaining a comprehensive understanding of the rule-based template sentences method, we
hope to contribute to the growing body of knowledge in NLP and provide valuable insights for
researchers and practitioners seeking efficient and interpretable approaches to text generation.
Ultimately, this thesis chapter aims to shed light on the potential of rule-based methods in NLP
and inspire further advancements in this exciting field. The next section explains our model.

4.2 Model

As discussed in section 3.3.2, we managed to finalize the top 20-25 most significant key-value
pairs for all 17,000 scientists. Figure 4.1 shows these top 20-25 key-value pairs arranged in
descending order according to their TF-IDF and frequency filtering scores. This filtering made
the process of constructing template sentences more straightforward, as we only had to focus on
these keys to create the sentences. The placeholders in these sentences would then be substituted
with the unique values of the keys for each scientist. To generate the template sentences, we
adopted a unique approach, starting with the most complicated sentences, followed by less
complicated ones, and so on. We will explain this further in the upcoming paragraphs.

4.2.1 Combine keys that align with each other in a specific way

We will be able to explain this method better if we take any 3 keys from the top most frequently
occurring 20-25 keys as an example. We will then extrapolate the same method applied to these
keys to all the keys for each scientist. For instance, the 3 keys are:

{{व्यवसाय}}1, {{जन्म �त�थ}}2 and {{जन्म स्थान}}3

which, when used separately, would result in 3 different sentences like

1. वह एक प्र�सद्ध {{व्यवसाय}} थे |,4

1Occupation
2Date of Birth
3Place of Birth
4He/She was a famous {{Scientist}}
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Figure 4.1 The top 20-25 key-value pairs with their respective TF-IDF and Frequency Filtering

scores combined and arranged in descending order.
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2. वह {{जन्म �त�थ}} को पदैा हुई थे |,5 and

3. उनका जन्म {{जन्म स्थान}} देश में हुआ था |6

where '{{व्यवसाय}}', '{{जन्म �त�थ}}' and '{{जन्म स्थान}}' are placeholders for the respective scientist
Key-Value pairs. To ensure that the Wikipedia page is as informative and linguistically sound
as possible, we opt to merge some of the related keys and create a sentence out of them.
Employing this technique, we can get one sentence that can tell us the same information as
mentioned in the above sentences, along with being more natural and linguistically sound like :

• 'वह एक प्र�सद्ध {{व्यवसाय}} थे �जनका जन्म {{जन्म �त�थ}} को {{जन्म स्थान}} देश में हुआ था |' 7

This sentence, when read, is coherent, more natural, and can convey all information more
efficiently.

Recognizing the advantages of utilizing complex sentences, we embarked on identifying pairs

of keys that could be combined to form coherent and meaningful sentences like the 3 keys we

used as examples earlier. Through our analysis, we discovered several pairs that aligned well

together. Here are a few examples:

1. {{नाग�रकता}}8, {{Scientist}}, {{मातृसंस्था}}9, and {{श�ैक्षक दजा�/उपा�ध}}10,

2. {{Scientist}}, {{काय� स्थल}}11, {{�नयोक्ता}}12, and {{पद पर आसीन}}13, and

3. {{Scientist}}, {{के छात्र}}14, {{छात्र}}15, {{डॉक्टरटे सलाहकार}}16, and {{डॉक्टरटे छात्र}}17

Based on the above keys, below are the sentences using these keys:

5He/She was born on {{Date of Birth}}
6He/She was born in {{Place of Birth}}
7He/She was a famous {{Scientist}} who was born on {{Date of Birth}} in {{Place of Birth}}
8Citizenship
9Alma Mater

10Academic Degree
11Work Location
12Employed
13Position
14Student of
15Students
16Doctoral Advisor
17Doctoral Student

21



1. {{नाग�रकता}} में पदैा {हुए/हुई} {{Scientist}} {{मातृसंस्था}} {के/की} पूव� छात्र {alivestatus/wgop}

और आगे चलके उन्होंने {{श�ैक्षक दजा�/उपा�ध}} की �डग्री भी प्राप्त की | , 18

2. {{Scientist}} का काय�स्थल {{काय� स्थल}} {alivestatus}, और वह {{�नयोक्ता}} में एक {{पद पर

आसीन}} के रूप में भी काय�रत {alivestatus/wgop} |,19, and

3. {{Scientist}} के �शक्षक {{के छात्र}} {alivestatus/wgok}और वह {{छात्र}} {के/की} �शक्षक भी {alivestatus/wgop}

और इसके आलावा उनके डॉक्टरटे एडवाइजर् {{डॉक्टरटे सलाहकार}} {alivestatus/wgok} और वह स्वयं

{{डॉक्टरटे छात्र}} के/की डॉक्टरटे एडवाइजर् भी {alivestatus/wgop}| 20

We notice here that in the pairs of keys (1, 2, and 3) that align, there are 2 pairs of 4 keys that
align and one pair with 5 keys that align. Thus, we did not try and limit the number
of keys that we would align together because the more the number of keys that
we could collaborate together, the more complex the sentence would be, which in
turn would give us more information. There was a lower limit of a minimum of three keys
that we took, and there was no upper limit.

We make another interesting observation: while making the above template sentences, we had
to take care of various Hindi Syntactic Rules. For example, to compare, in English, the trans-
lation for Sentence 1 would be ”Born in {Place}, {Scientist} was an alumnus of the
{Alma-Mater} and went on to earn a {Academic Degree}” where the placeholders
{Place}, {Scientist}, {Alma-mater} and {Academic Degree} are the English transla-
tions of the main four keys in Sentence 1.

Here, we see an interesting difference; in the case of the English Sentence, the gender of the
Scientist will not play any role whatsoever in the formation of the sentence. Be it
a male or a female scientist, the sentence remains the same. However, the same
sentence in Hindi changes drastically with the gender as {थे/थी}(This is represented by

{alivestatus} in our case), {हुए/हुई} and {के/की} placeholders also need to be added and
changed according to the gender of the scientist [7]. While it is important to consider
these nuances, for this explanation, we will temporarily set them aside and address them in a
later section (Section 4.2.3) . For now, let us focus on the four major keys, namely: {{नाग-

18{{Scientist}} is a citizen of {{Citizenship}} whose alma mater is {{Alma Mater}} and who has attained a degree in

{{Academic Degree}}
19{{Scientist}}'s workplace was in {{Work Location}} and he/she was employed at {{Employed}} at the position of

{{Position}}
20{{Scientist}} was a student of {{Student of}} and he/she was a student to {{Students}}. Apart from this, his/her

doctoral advisor is/was {{Doctoral Advisor}} and his/her doctoral student is/was {{Doctoral Student}}
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�रकता}}, {{Scientist}}, {{मातृसंस्था}}, and {{श�ैक्षक दजा�/उपा�ध}} which have been embedded in
Sentence 1 within double curly brackets ({{}}). We ignore the rest of the information embedded
in the single curly brackets ({}) for now, as mentioned above.

4.2.2 Making Double Pair and Single Pair Sentences

As we observed that making sentences with multi-pair keys that align offered a deeper under-

standing of the language’s complexity by conveying multiple points of information, we decided

to use this approach for all 20-25 keys and generated 11 coherent sentences that combined

multiple keys. Additionally, we also saw an opportunity to extend this complexity by using two

keys that align. We thus applied P&C concepts to create sentences with fewer complexities

than multi-pair keys with two keys. Sentence 1 above contains three keys, and using P&C

concepts, we could create three sentences by using any two of the three keys. Therefore, we

obtained the following three sentences with every two out of the three keys: ({{नाग�रकता}},

{{मातृसंस्था}}, and {{श�ैक्षक दजा�/उपा�ध}}) :

1. वह {{नाग�रकता}} के नाग�रक {alivestatus/wgop}और वह {{मातृसंस्था}} {के/की} पूव� छात्र भी {alivestatus/wgop}

| 21

2. उन्होंने {{श�ैक्षक दजा�/उपा�ध}} की �डग्री भी प्राप्त की {alivestatus/gen} और वह {{मातृसंस्था}} {के/की}

पूव� छात्र भी {alivestatus/wgop} |22

3. वह {{नाग�रकता}} {के/की} नाग�रक {alivestatus/wgop} और उन्होंने {{श�ैक्षक दजा�/उपा�ध}} की �डग्री

भी प्राप्त की {alivestatus/gen} | 23

Since these sentences also sounded naturally coherent and provided a deep understanding of the
Hindi language, they were deemed suitable for use on the Hindi Wikipedia page. To replicate
this success, we created multiple variations of the original 11 multi keys sentences. For example,
If a sentence had three keys originally, we made three sentences with two out of those three
keys, or if one of the 11 sentences had five keys, we made ten sentences (5C2 = 10 sentences),
and so on. After this process, we generated 80 template sentences created through P&C of
the original 11 sentences. Upon reviewing the dataset, we realized that certain scientists did
not possess even two out of the three keys. Consequently, if we failed to create a sentence
using the one key they did have, we would lose valuable information about those individuals.

21He/She was a citizen of {{Citizenship}} and he/she's alma mater was {{Alma Mater}}
22He/She obtained a degree in {{Academic Degree}} and his/her alma mater is/was {{Alma Mater}}
23He/She was a citizen of {{Citizenship}} and he/she also obtained a degree in {{Academic Degree}}
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Figure 4.2 The three types of sentences created to accommodate for all kinds of keys about

each scientist

Therefore, we concluded that in addition to the 11 triple-key and 80 double-key sentences we
had generated, we needed to develop additional sentences that accounted for such scenarios.
To minimize the level of risk, we opted to create single key sentences based on the 11 sentences
we initially developed, resulting in nearly 60 additional sentences. In total, we ended up with
160 template sentences.

4.2.3 Gender Nuances in Hindi

Figure 4.2 illustrates the three types of sentences we created - Single Pair, Double Pair, and
the original Multi Pair sentences based on one of the 11 multi-pair sentences we had previously
discussed.

Once we had all the 160 template sentences, we needed to consider the nuances of gender in

Hindi and English before creating the Wikipedia pages. We examined the Wikidata pages and

found the "�लग" key for each scientist, which we used to determine whether a scientist was

male or female. Based on this, we created placeholders for words that varied with gender,
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such as 'थे/थी' (represented by alivestatus in our case), 'हुए/हुई', and 'के/की' . We then filled

these placeholders with the appropriate gender-based choice for each scientist. The following

examples illustrate this process. For instance, we took two scientists from our dataset, Frank

Malina and Rosina M. Bierbaum. Frank Malina’s country of citizenship/place is the USA;

alma mater is Texas A&M University, and academic degree is Doctor of Philosophy,

while Rosina M. Bierbaum’s country of citizenship/place is the USA, alma mater is Stony

Brook University, and academic degree is Doctor of Philosophy. After filling in this

information, we obtained the following sentences:

1. USA में पदैा हुए "फ्रैं क मलीना" "टेक्सास A&M यू�नव�सटी" के पूव� छात्र थे और आगे चलके उन्होंने "डॉक्टर ऑफ

�फलॉसफी" की �डग्री भी प्राप्त की | 24

2. USA में पदैा हुई "रो�सना म बरैभौम" "सटोनी ब्रूक यू�नव�सटी" की पूव� छात्र थी और आगे चलके उन्होंने "डॉक्टर

ऑफ �फलॉसफी" की �डग्री भी प्राप्त की | 25

As one can notice, there are stark differences in the way Hindi handles gender [18], with place-
holders like 'हुई', 'हुए', 'के', 'की' changing according to whether the Scientist is a male or female.
We coded the same for all 17,000 Scientists and identified all the Gender information for the
same. Thus, finally, after all such nuances were dealt with, we had 160 template sentences in
our hands, and we now moved on and were ready for the Feature Addition and Final Template
Page Generation Step.

4.2.4 Features Addition & Final Wikipedia Page Generation

This section is divided into two parts: Feature Addition, which covers the additional features
added to complete the template sentences, and Final Wikipedia Page Generation, which ex-
plains the rule-based system used to determine the order of the template sentences and how
the page was ultimately created.

4.2.4.1 Feature Addition

We reviewed existing Hindi Wikipedia pages of scientists and compared them to our template
sentences. We also searched Wikidata to find additional information to make our pages more

24English Translation: Born in the USA, "Frank Malina" was an alumnus of "Texas A&M University" and later earned the

degree of "Doctor of Philosophy".
25English Translation: Born in the USA, "Rosina M. Bierbaum" was an alumnus of "Stony Brook University" and later

earned the degree of "Doctor of Philosophy".
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informative. We discovered that certain keys, such as Award Received, had values and
references that linked to other Wikidata pages with valuable information. For instance, Nobel
Prize information provided details on why and for what reason the award was given. Though
accessing information through Wikidata’s complex format was challenging, we persevered to
access other Wikidata pages to obtain the reason for the award received.

Figure 4.3 The key, ”Award Received,” in Wikidata with the information about why the award

was awarded.

As can be seen in Figure 4.3 that refers to the Wikidata page of Irene Curie, we see that the
page has a key called ”award received” with various values such as ”Officer of the Legion of
Honour,” ”Nobel Prize in Chemistry” etc. We also notice that the ”Nobel Prize in Chemistry”
has another section titled ”award rationale” that displays the reason she received the award. To
access this information, we need to access the Wikidata page of the ”Nobel Prize in Chemistry”
and then access the Q7504(Irene Curie) key inside the data and finally arrive at the reason. We
then embed this information into our existing dataset and reformat the template sentence to
accommodate this information as well. We also had to reformat keys such as Date of Birth
and Date of Death to comply with accepted standards. Similar to the Award Received key,
we had to locate the linked information, scrape it, and retrieve the necessary data. Additionally,
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we decided to add the ”Alive Status” key to our data, as the Hindi language encodes a person’s
living or deceased status, which affects the sentence endings. 'ह'ै, 'था', 'थे' or 'थी'. Figure 4.4

Figure 4.4 Two screenshots showing the different ways date and time are stored on Wikidata

and when we parse the data downloaded from Wikidata.

displays two screenshots, with the second screenshot displaying the date of birth and death
of Q7504(Irene Curie’s) Wikidata page. As can be seen, the Date of Birth is 12th September
1897, and the Date of Death is 17th March 1956, respectively. Now, if we parse the Wikidata
page using Python modules, as in the first screenshot, we can see the output in the complicated
format that Wikidata stores information. We see that the same date of birth is written as
’+1897-09-12T00:00:00Z’ in the data downloaded, and it needs to be reformatted to be bought
into the format that the second screenshot represents. To do this, we use a certain Python
module called datetime that can help us achieve this particular goal.

Building on these nuances, we can also see that if we talk about a person who is no longer living,
there are three types of the ending of a sentence, namely 'था' or 'थे' or 'थी' which further encodes
gender and respect as well. For Females, we take 'थी' . For Males, we use 'था' . Even further,
Hindi also has a respect honorific it uses to give respect to either a reputed personality or a
great scientist. We use the third type to display respect: 'थे.' To address this issue of which
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sentence ending to choose, we added Date of Death and Birth information to our template
sentences to detect appropriate sentence endings for each scientist automatically. Since we had
already obtained this information, we only needed to check if the Date of Death key existed for
each scientist. If not, we assumed they were still alive. Using this information, we added the
final feature to the template sentences, completing the task.

4.2.4.2 Final Hindi Wikipedia Page Generation

Before creating the final Hindi Wikipedia page from our template sentences, we developed a
rule-based system to determine the order and type of sentences to use. We used the different
kinds of sentences we created to help us achieve this.(Refer section 4.2.2).

We decided to start the Wikipedia page with a complex, multi-key sentence to showcase our
natural language understanding. To account for situations where a scientist did not have all the
keys required for the multi-key sentence, we had two-pair and single-pair sentences as backups.
If the scientist did not have the key at all, we excluded that information from the sentences.
This ensured that all available information was used to create sentences for the Wikipedia page.

To summarize, the order of the sentences was determined based on a weighted metric that
assigned higher points to important keys such as Award Received, Date of Birth and Death,
Doctoral Advisor, Student, and Academic Degree. Keys like spouses and children were given
lower points. Additionally, the natural flow of information was taken into consideration, start-
ing with introducing the scientist’s profession, then providing their Date of Birth and Death,
followed by their academic qualifications and awards. If the scientist had received any awards or
nominations, the reasons behind them were explained next. Finally, their family and eventual
death were discussed, with rules in place to correlate the two.

When this was mathematically ascertained, we came up with an order of sentences that we
felt justified our observations and gave a deeper natural understanding of the Hindi Language.
We also followed the system to go for the double pair sentences and single if needed. An inter-
esting case describes our thought process:

In the sentence order, we determined that the first sentence for a scientist would include Date
of Birth, Place of Birth, and Occupation. The second sentence would contain Academic De-
gree, Country of Citizenship, and Alma Mater. However, if the scientist doesn’t have the Place
of Birth key, we prioritize the double pair sentence that combines Profession and Country of
Citizenship, writing it as the first sentence instead. The second sentence remains the same.
Similarly, if the Date of Birth key is also missing, we select the single pair sentence that in-
cludes Occupation as the starting sentence, followed by the second most complex sentence. If
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none of these three keys exist for the scientist, we choose the second most complex sentence as
the starting sentence. This process continues until all 11 triple-pair sentences are utilized

Finally, we utilized these sentences to generate the final automatic Hindi Wikipedia page using
a program. By inputting a scientist’s name from our dataset, the program would automatically
create a file that filled in all the relevant information for that scientist.

4.3 Conclusion

In this chapter, we introduced our novel Template Sentence model built on the data obtained
using the processing pipeline done in the earlier chapter. It involves combining multiple keys
that exhibit similarities and building three types of sentences, namely single-pair, double-pair,
and Multi-Pair keys. These sentences help us decide the order of the information that will be
presented to the reader using the mathematical weights assigned.

We then looked at the various features that were added that were missing from Wikidata and
were needed to ensure the Wikipedia page created displayed all information pertinent to the
Scientist. We studied the various nuances in the Hindi language and looked at ways we dealt
with these to ensure a smooth and meticulous process of collating the information.
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Figure 4.5 The entire model pipeline followed to generate the template sentences.
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Chapter 5

Error Analysis & Evaluation

5.1 Introduction

In the preceding chapter, we outlined the methodology employed to address the challenge
of generating template sentences for the Scientific domain in Hindi. Our approach involved
combining relevant keys, delving into the intricacies of key combinations, addressing gender
nuances in Hindi, and augmenting the Hindi Wikipedia page with additional features. Although
seemingly straightforward, we encountered several errors and challenges along the way, which
we promptly resolved. Throughout this process, we made noteworthy observations, which we
will share in this chapter.

Furthermore, we devised an evaluation framework to compare our output with the standard pre-
existing Wiki Inter-Language Translation System (Machine Translation). Unlike automated-
driven evaluation schemes like BLEU [14] or ROGUE scores [11], we opted for a manually-
driven evaluation approach. This decision was motivated by the understanding that assessing
a system’s usefulness and user satisfaction surpasses the fulfillment of predetermined require-
ments or specifications. As our objective entails enriching the Hindi Wikipedia and catering
to a broader audience, comprehending public reception and sentiments towards our generated
outputs becomes of paramount importance.

In this chapter, we aim to present the errors we faced, how we tackled them, and finally
discuss the results of our evaluation, shedding light on how our system fares against the estab-
lished benchmark. Additionally, we intend to provide insight into the users’ perceptions and
satisfaction levels, as their feedback contributes significantly to gauging the system’s overall
effectiveness.
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5.2 Error Handling & Observations

We break this section down into the errors we faced that were unforeseen and which required
extensive handling and also how we observed certain intricacies that helped us improve our
techniques:

5.2.1 Observation 1

One of the main observations we noticed is again based on the gender aspect in Hindi. Hindi,

as a language, needs the gender of the object in a sentence to mark certain words. In the earlier

paragraphs, we had talked about Sentences in which the Subject gender mattered, but there

were certain sentences in which Object gender mattered. Consider the following two examples

illustrating both the gender aspects respectively:

1. {{Scientist}} {{का भाग}} का �हस्सा होने के साथ-साथ, {{का सदस्य}} का �हस्सा भी {alivestatus/wgop}

| 1

2. {{Scientist}} {के/की} जीवन साथी {{जीवन साथी}} {alivestatus/wgok} और उनके {बच्चे/बच्चों} का

नाम {{संतान}} {alivestatus} | 2

The ’alivestatus/wgop’ placeholder in Sentence 1 means it depends on the gender of the person,

hence ’wgop,’ and in Sentence 2, the ’alivestatus/wgok’ placeholder refers to the gender of the

key (which means object). Now, let us look into each example in a little detail. In Sentence 1,

we see that the ’alivestatus/wgop’ placeholder will be replaced with either 'थे' or 'थी' depending

on whether the Scientist we talk about is Male or Female, but in Sentence 2, we see that the

alivestatus/wgok or the '{के/की}' placeholder is independent of the gender of the Scientist.

Instead, it depends on the gender of the '{{जीवन साथी}}' key. Thus, if the gender of '{{जीवन

साथी}}' key turns out to be male; we will use 'थे' or if the person is a female, we will use 'थी' .

We also were able to write sentences that did not need the gender of the subject. For example:

1. उनको {{�दया गया नाम}} के नाम से भी जाना जाता {alivestatus} | 3

1English Translation: Apart from being a part of {Part of}, he/she was also a part of {member}
2English Translation: {Scientist}'s husband/wife was {Spouse} and his/her children's name was/were {Children's

name}
3He/She was also known by the name of {{Given Name}}
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Here, the ’alivestatus’ placeholder will be 'ह'ै, 'था', 'थे' or 'थी' depending on whether the Scientist
is alive or not. It is independent of the gender of the Scientist.

Based on the above observation, we had to very carefully write the template sentences, keeping
in mind the requirements based on the sentence. If there was a gender requirement from either
the subject or object or even if it was independent of the subject & object, we needed to
accommodate the sentence ending accordingly.

Figure 5.1 A screenshot that shows the spouse information mentioned in Wikidata for which

we needed the gender to decide the appropriate sentence ending for the template sentence.

5.2.2 Observation 2

Based on the above nuances, we were not able to obtain the gender of some objects because that
information was missing from the Wikidata Pages. A Wikidata page of a specific individual
can tell you all information about the Subject, but the value of the key about the individual,
more specifically the object, has no separate link to another Wikidata Page where we can fetch
the gender information. Hence, we decided to employ some Python modules like gender-guesser
[13] that can guess the gender based on pre-trained data.
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This was, of course, not 100% accurate, and hence, we were unable even then to get the
gender information for some objects. For clearly identifiable ones, we employed the codebase,
but for those that showed ”unknown,” we decided to leave the placeholders in the format of
थे/थी and when the user reads the sentences, he/she can use either of the placeholder words
depending on the gender of the object, which they can find out using other resources and world
knowledge.

5.2.3 Observation 3

When we downloaded our Wikidata dump using SPARQL queries, and when we parsed through
the data, there were some pre-existing Hindi Labelled Key-Value pairs, which we used, but there
were some English Key-Value Pairs for which we had to transliterate/translate depending on
the requirement(Refer Section 3.2). We thus used the Anuvaad 4 to help us transliterate and
translate the English Key-Value Pairs with excellent accuracy. When we walked through the
values for every key of the Scientist, we noticed that it was not necessary that the value would
be a single unit. We noticed keys like Award Received, Occupation, Names of their Children,
etc., have multiple values, so we needed to accommodate all of them in our template sentences,
but since we had made only one placeholder for all the keys, we had to improvise and combine
all the values barring the last value, using the delimiter ’,’ and then use और to combine the
last value of the list with the rest of the combined values.

Let us explain the above with the following examples:

1. {{Scientist}} को {{पुरस्कार प्राप्त}} से सम्मा�नत �कया गया और उन्हें {{नामा�ंकत �कया गया}} के �लए

नामा�ंकत भी �कया गया {alivestatus} | 5

2. {{Scientist}} एक प्र�सद्ध {{व्यवसाय}} {alivestatus/wgop} �जनका जन्म {{जन्म �त�थ}} को {{जन्म

स्थान}} देश में हुआ {alivestatus} |6

Let us look at the example sentence 1. As we can see in the template sentence, we have made

a single placeholder for 'पुरस्कार प्राप्त' but in reality, if we were to write the template sentence

in a Hindi Wikipedia page for, let’s say, Irene Curie as an example, we would see that in her

Wikidata page from Figure 5.2, during her lifetime, she won multiple awards and was even

nominated for a lot of awards. There was no way to include so many awards using multiple

brackets because it would unnecessarily make the sentence dependent on each Scientist, and
4https://anuvaad.org/
5{{Scientist}} was nominated for {{Nominated Awards}} and was awarded {{Awards List}}
6{{Scientist}} was a famous {{Occupation}} who was born in {{Place of Birth}} on {{Date of Birth}}
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Figure 5.2 The list of awards won by Irene Curie which we needed to combine when writing

the sentence pertaining to the awards she won during her lifetime.

one would have to create multiple template sentences depending on the Scientist. To avoid

this situation, we decided to combine all the awards, and the example sentence for Irene Curie

becomes

1. इरनेे जोएलट-कुरी को "नए र�ेडयोधम� तत्वो के उनके सश्लेषण की मान्यता मे" के �लए रसायन शास्त्र में नोबेल

पुरस्कार से सम्मा�नत �कए जाने के साथ-साथ मतेउची मेडल, �वज्ञान को मे�रटायड� स�वस के �लए बरनाड�

मेडल, पोलो�नया र�ेस्टटुआ के आदेश के स्टार के साथ कमांडर, ग्रैनवल्ड के क्रॉस का आदेश, 3 वीं कक्षा, सेना

के अ�धकारी सम्मान के, मा�रया क्यूरी-स्क्लोडोवास्वा �वश्व�वद्यालय के मानद डाक्टर और क्रावो के जगेलो�नयान

यू�नव�सटी के मानद डाक्टर से सम्मा�नत �कया गया | 7

7Irène Jolet-Curie was awarded the Nobel Prize in Chemistry "in recognition of her synthesis of new radioactive

elements", in addition to being awarded the Matteucci Medal, the Bernardi Medal for Meritorious Service to Science

Medal, Commander with Star of the Order of Polonia Restitua, Order of the Cross of Grundwald, 3rd Class, Army of the
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We applied the same logic to all such keys that had multiple values associated with them, and
two such examples are given above. We can see that this approach enables us to combine all
the values into one single entity and use that as a placeholder for a template sentence. Now,
this template sentence could be used for all scientists covering all aspects of multiple values
associated. This observation, and consequently the approach, helped us immensely in collating
the multiple values data and making the sentence complex and rich in Hindi.

Figure 5.3 Another screenshot that displays the multiple occupations for an example Scientist

on Wikidata, which were required to be combined to make the template sentence.

5.2.4 Error Analysis

During the vast amount of preprocessing we did on the 17000 Scientists’ data, there were a lot
of duplicate names of Scientists that had the same occupation, along with certain other keys,
and hence our QIDs (Unique for every item in Wikidata) faced a mismatch, and our code ended
up referring QIDs to the wrong recipient. This error was unforeseen as the Occupation Key
had been mapped using SPARQL, and we were now facing an information mismatch for some
Scientists. To resolve the same, we reiterated through all Scientists and re-ran the QWikidata

Official Honors, Honorary Doctor of Maria Curia-Sklodovas University and Jagiellon Niyan of Kraków Awarded Honorary

Doctorate of the University.

36



Module to update any mismatched QIDs and were able to resolve the issue. For specific keys like
the Number of Children, Wikidata stored information in an extremely complicated structure,
and our code was unable to parse the data. Without the information, we would not be able to
make the correct sentence. To resolve this, we had to improve the code to delve even deeper
into the codebase of Wikidata, and finally, after using specific libraries to improve our efficiency,
we were able to parse the data to get the desired information.

5.3 Results

After processing the above observations and correcting the errors, we were successful in gener-
ating Hindi Wikipedia pages for scientists who did not have one, despite having pages in other
languages. The sample template Hindi Wikipedia page is publicly available at this link8. We
compiled all available information on each scientist and incorporated it into their respective
Hindi Wikipedia pages.

We have also created a valuable resource in the form of a dataset consisting of 17,000 entities.
The dataset is divided into 1,700 files, each containing information on 10 scientists presented
as key-value pairs under their respective names. The dataset and the corresponding code can
be found at this link. During this entire process, we have created a method wherein a user can
enter any Scientist name from our 17,000 rich Scientist dataset, and our code and algorithms
will automatically generate the corresponding Hindi Wikipedia Page for that Scientist. The
corresponding page will contain all the data available on Wikidata for the same scientist, and
the sentences will be arranged coherently with the rule that the most complex sentence accord-
ing to the number of keys and other intricacies as discussed in section 4.2.4.2 will occur first.
In the next section, we demonstrate how we evaluated our work by comparing it to existing
machine translation outputs from English to Hindi.

5.4 Evaluation

To evaluate our work, we enlisted 20 English-Hindi bilinguals and provided them with 2 sets
of 50 articles each of 50 scientists. One set is machine-translated using Wikipedia’s in-built
translator, while the second set was created using our template approach. Each Scientist has
been vetted by 3 different workers. We then did a comparative analysis by creating a survey
that hinged on 4 key points on a scale of 1-5. These points were based on the word level,
sentence level, discourse level, and overall level of the articles, and the results were tabulated.
Figure 5.4 and Figure 5.5 show the questionnaire for the research survey conducted.

8For anonymity, we have uploaded the article using an anonymous identity.
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Out of the 50 articles given, 40 articles that were generated using our method received more
points on the scale compared to the machine-translated articles. The following Table 5.1 displays
some of these Scientists, with the last column displaying the better output between Template
Driven Output & Machine Translation Output. The entire list of Scientists evaluated can be
found at this link. Based on the questionnaire that details the intricacies of word, sentence,
and overall context level, the scores are compared, and the results show that our method has
indeed produced better results in terms of readability, coherence, and structure of the articles.
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Table 5.1: Final Results of Evaluation

Scientist Output Type
Word
Level
Score

Sentence
Level
Score

Dis-
course
Level
Score

Overall
Score

Total
Added
Score

Better
Approach

Cassiano
Dal Pozzo

Machine
Translation
Output

2 1 5 1 9

Template
Driven
Approach

2 2 4 3 11
2 2 3 2 9

Total Score 6 5 12 6 29

Template Driven
Approach Output

4 5 4 4 17
4 5 5 5 19
4 5 5 4 18

Total Score 12 15 14 13 54

John
Houghton

Machine
Translation
Output

3 4 5 4 16

Machine
Translation
Output

5 5 5 5 20
4 2 3 4 13

Total Score 12 11 13 13 49

Template Driven
Approach Output

4 4 5 4 17
4 5 5 4 18
3 3 4 3 13

Total Score 11 12 14 11 48

Yuri
Mikhailovich
Luzhkov

Machine
Translation
Output

4 5 5 5 19

Machine
Translation
Output

4 5 5 4 18
4 5 5 4 18

Total Score 12 15 15 13 55

Template Driven
Approach Output

4 3 5 4 16
5 5 5 5 20
2 5 5 3 15

Total Score 11 13 15 12 51

Nicolas
Cabrera

Machine
Translation
Output

4 3 3 3 13

Template
Driven
Approach

4 4 3 4 15
4 3 3 3 13

Total Score 12 10 9 10 41

Template Driven
Approach Output

3 4 4 4 15
3 2 4 2 11
3 5 3 5 16

Total Score 9 11 11 11 42
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Continuation of Table 5.1

Scientist Output Type
Word
Level
Score

Sentence
Level
Score

Dis-
course
Level
Score

Overall
Score

Total
Added
Score

Better
Approach

Harrison
Schmitt

Machine
Translation
Output

1 2 1 1 5

Template
Driven
Approach

2 1 1 2 6
1 4 4 3 12

Total Score 4 7 6 6 23

Template Driven
Approach Output

3 2 3 3 11
2 3 3 3 11
2 5 3 4 14

Total Score 7 10 9 10 36

Leon
Rosenfeld

Machine
Translation
Output

3 3 5 3 14

Template
Driven
Approach

4 3 4 4 15
2 5 4 5 16

Total Score 9 11 13 12 45

Template Driven
Approach Output

4 5 4 5 18
5 4 4 5 18
4 5 3 4 16

Total Score 13 14 11 14 52

Benjamin
Thompson

Machine
Translation
Output

4 4 4 4 16

Template
Driven
Approach

4 4 4 4 16
4 4 5 3 16

Total Score 12 12 13 11 48

Template Driven
Approach Output

3 5 5 4 17
4 5 5 4 18
3 5 5 4 17

Total Score 10 15 15 12 52

Robert
Lucas

Machine
Translation
Output

5 4 5 4 18

Template
Driven
Approach

5 3 4 3 15
3 1 2 1 7

Total Score 13 8 11 8 40

Template Driven
Approach Output

4 5 5 5 19
3 3 4 3 13
3 5 5 4 17

Total Score 10 13 14 12 49
End of Table
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Figure 5.4 The 1st page of the Research Survey circulated to evaluate our approach over the

traditional Machine Translation approach
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Figure 5.5 The 2nd page of the Research Survey circulated to evaluate our approach over the

traditional Machine Translation approach
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Chapter 6

Conclusions and Future Work

6.1 Conclusion

Thus, we present a study on creating Hindi Wikipedia Pages in the Scientific person domain for
those Scientists who do not yet possess a Hindi Wikipedia page by creating template sentences
from information collected via Wikidata that serve to fill in information for any Scientist. We
also present a rule-based system that works by analyzing various aspects and syntax present in
the Hindi language to order accurately and present information in a sophisticated, meticulous,
and articulate manner. Reading about a Scientist in their mother tongue will help a reader in
their acquisition of scientific knowledge. Figure 6.1 presents such an article that has also been
published on the Hindi Wikipedia.

The method works on the principle of data collection, cleansing the data, formulation, and a
deep dive analysis into the intricacies involved in data present in Wikidata. The refurbished
and cleaned dataset is then used to identify top frequently and most important keys without
which any Scientist Wikipedia Page is incomplete. Once identified, we proceed with creating
sentences based on these keys and their respective values keeping in mind the rules of the Hindi
language. These sentences then will be filled in with different information for different Scientists
based on a rule-based method.

Using our evaluation methods, we have been able to demarcate a significant difference in the
outputs achieved using our method over the existing Wikipedia’s internal translation system.
We also have been instrumental in creating a 17,000 datapoints dataset that can serve as a
starting point for multiple other research projects to improve Natural Language Processing.

43



Figure 6.1 The final generated Hindi Wikipedia page on Benjamin Thompson published on

Wikipedia

6.2 Future Work

We recognize that there is a significant lack of Wikipedia pages in other Indian languages,
such as Tamil, Telugu, and Gujarati, among others. We believe that our methodology can be
extended to these languages if the appropriate data is available, pre-processed per our code
requirements, and, if necessary, the template sentences are written or transliterated from Hindi
to the target language. We also anticipate that a Table-To-Text machine learning model can be
applied to the dataset to generate articles in the required language, which would speed up the
process even further. This would eliminate the need to create template sentences as the model
would automatically generate the article based on the information in the dataset. However,
these generated articles would still require manual vetting due to learning bias. In addition
to creating Wikipedia pages, we believe that our dataset can be utilized for various linguistic
tasks, such as enhancing current machine translation tasks and improving natural language
generation models since we provide preprocessed data for 17,000 entities.
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