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Abstract

You shall know a word by the company

it keeps.

J.R. Firth

Transformer models, due to their self-attention architecture, ease of training, and high par-
allelization capabilities, transformer models have taken the field of deep learning by storm.
They have been applied in Natural Language Processing, Computer Vision, Speech Recogni-
tion, Protein Folding, Reinforcement Learning, and other intersections of deep learning and
sub-fields within artificial intelligence and beyond.

Deep Learning models in Natural language processing, especially transformer models,
have given rise to skillful and well-performing language models. Recently, one such appli-
cation called ChatGPT has seen 100 million users within three months of launch because
of its user-friendly interface and wide-ranging task-solving capabilities through prompting,
finetuning and other techniques.

We aim to investigate the capabilities of transformer language models and understand
the nuances of evaluating them. We focus on applying a pre-trained language model to the
summarization task and trying to extend its capabilities through finetuning. These models
can have their abilities augmented and extended to solve tasks in various domains. We
then look at developing a generation benchmark. Developing a benchmark gives us insight
into where the field was at and where the area is going and the choices that must be made
to create a benchmark that meets the needs of an ever-encompassing fast-moving natural
language processing landscape and even then be challenging enough for language models so
that it provides us some insight into their nature. Next, we turn our attention toward LLMs to
appreciate the capabilities of language modeling transformers and their scalable nature. We
see the development of BLOOM, a 176B parameter multilingual language model trained on
46 languages. We evaluate its 0-shot and 1-shot performance on various tasks to understand
what one can expect from a massively trained large language model.
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Chapter 1

Introduction

Somewhere, something incredible is

waiting to be known.

Carl Sagan

Language is the foundation of human communication and culture, serving as a
bridge between individuals and societies. Natural Language Processing (NLP) is the inter-
disciplinary study and development of algorithms and techniques that enable computers to
process, i.e., understand and generate human language. NLP draws from linguistics, com-
puter science, and artificial intelligence to address many tasks, including question-answering,
summarization, reading comprehension, and more.

Large language models like GPT3, Chatgpt, and GPT4 in the past few months have seen
an absurd amount of usage, and the adoption of Natural language processing models has
seen growth hitherto unknown, as Chatgpt saw 100 million users within three months of its
launch.

While Intelligent Assistants first showed up in popular culture in the form of JARVIS in
Iron Man Comics. The first NLP system that showed some semblance of natural language
processing was ELIZA, a chatbot created through pattern-matching rules. Since then, the
field has moved through various ways to process language on computational systems, like
regular expressions for file matching and searching within documents. Also, Tokenization
and Lemmatization helped to understand documents better and draw insights about the text
they contain, leading to algorithms like tf-idf and other information retrieval algorithms.

Statistical language modeling with Hidden Markov Models (HMM) laid the groundwork
for predicting words based on their predecessors, increasing the usage of Markov assumption
in language modeling more and more. However, the true potential of language modeling was
realized with the introduction of vector-based word representations by Geoffrey Hinton in
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the late 1980s, followed by architectural advances like Recurrent Neural Networks (RNNs) in
1982 and Long Short-Term Memory (LSTM) networks in the 1990s. The first neural language
model, introduced by Hinton et al. in 2003, paved the way for further innovations like
the Word2Vec and Glove embeddings based on the distributional hypothesis, which was
followed by adding attention to Neural sequence-to-sequence model, ultimately leading to
the development of the Transformer architecture, an architecture based on self-attention. This
improvement ultimately paved the way to better contextual language modeling through pre-
trained language models and is the foundation of Large language models today.

1.1 Motivation

When Word2Vec [63] and subsequently Glove embeddings were introduced, evaluating
these models was divided in two ways, Intrinsic and Extrinsic evaluation. Intrinsic evalua-
tion looked at the quality of the embeddings and language representations the model had
developed, while extrinsic evaluation tried to apply these tasks to a downstream task. The
first intrinsic evaluation seen in these embeddings was done by making word analogies of the
form "King:man:: Queen:?" and then the WordSim323 to test relatedness in words. Extrinsic
evaluation was achieved by applying these embeddings to Named Entity Recognition tasks.

As language models evolved and sequence-to-sequence models found popularity, these
were directly trained and applied to end tasks. The standard evaluation metric for Language
models was perplexity. It essentially tried to determine how the language model had learned
the distribution of the text it was trained on and if it could predict the words well. Later,
Attention [3] was added to RNNs and evaluated on the WMT14 fr-en task showing immense
gains and finding popularity in other tasks. RNNs were quickly replaced by LSTMs to solve
certain issues like vanishing gradients in the architecture. These found usage in predictive
typing, speech and handwriting recognition, and natural language tasks like Machine trans-
lation and summarization.

Transformers [99] was introduced as an attention-driven architecture and also was imple-
mented to take advantage of parallelization capabilities due to GPUs. Due to the data-hungry
nature of these models, alternative paradigms for language modeling were explored, like de-
veloping them with pretraining objectives, which took advantage of the data and developed
denser representations. BERT [22], GPT-2 [79] were general-purpose transformer language
models with wide-ranging capabilities.

Now that we have modeled language through models, the natural question is, what fea-
tures do we expect from a model? Are the features good? Do they universally apply to the
tasks that we are interested in? If the model performs well on a dataset, then does the model
generalize to all such problems across domains and task types? Evaluating language models
became a multi-dimensional problem that sought answers not only to the internal workings
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of the models but their applicability to external tasks. Their slow but steady improvement
led to the development of sophisticated benchmarks, which evaluated not just a single task
in a single domain but tried to understand all capabilities holistically.

Language models have seen rapid development due to scaling laws [43], and monumental
leaps in their abilities were thus established. Models could now be directly applied to the
task by simply prompting them, "What is the answer to the following question?" "What is an-
other way of understanding newtons 3 laws?" etc. Emergent abilities slowly crept into larger
models which weren’t observed in their smaller counterparts. The most significant ability in
language models today is to seamlessly generate language when queried in natural language
as if speaking to another human being but one endowed with the vast riches of knowledge
and an ability to understand it. Language models are becoming increasingly prevalent in
real-world applications; therefore, it is crucial to understand their capabilities, limitations,
and generalizability across various tasks and domains. In-depth capability studies are essen-
tial to ensure these models’ responsible and effective deployment in diverse settings.

1.2 Summary of the Thesis

This thesis explores evaluating and assessing modern natural language processing models,
explicitly focusing on transformers and large language models.

In this thesis, we first look at a pre-trained language, namely BERT, a model trained with
pretraining objectives and based on transformer architecture. We apply BERT and understand
its ability by applying it to a task. The task of choice is summarization, which is writing short,
concise summaries for documents. We apply BERT to a dataset long-form document sum-
marization dataset in the scientific domain called SciTldr. Although our training methods
yield performance gains, we realize that language models need better evaluation methods
and more language comprehension and understanding abilities to process documents and
get better at summarization tasks. A better way of evaluating would help understand what
the model is good at and what the model is bad at thus helping understand what parts model
improvement can address. Better Language understanding abilities are possible through bet-
ter models.

We then focus on looking at evaluation criteria in NLP and how it has evolved our the
years. This thesis then covers GEM, a natural language generation benchmark that seeks to
evaluate the generation capabilities of large language models holistically and was designed
in the wake of models like BART [51], T5 [80] and GPT-3 [11]. Not only do we design the
benchmark to cover task variety, we also evaluate the models through different automatic
and human evaluation criteria, which paint a nuanced picture of model ability.

We finally move towards another direction of improving models and their abilities by
looking at BLOOM. BLOOM is a 175B multilingual, large language model trained over 49
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languages and 350 billion tokens of text and is the largest multilingual model that is open
source. We walk through the data collection and training aspects before evaluating the model.
Large language models are evaluated with in-context learning, an ability that improves as the
model scales. To establish nuance, see its abilities to their full extent, and shed more light,
we compare the model against other models evaluated similarly.

Our findings can be summarized as follows:

1. Intermediate fine-tuning helps pre-trained language models like BERT improve perfor-
mance on out-of-domain tasks.

2. The development of GEM, a benchmark for evaluating language models in generation
tasks.

3. The evaluation of Bloom, a 175B multilingual language model, and its comparison with
various other language models.

1.3 Thesis Outline

In Chapter 2, We first provide an overview of the Transformer architecture and the objec-
tives used in training pre-trained language models.

Next, in Chapter 3, we investigate the performance of BERT, a particular instantiation of
the Transformer, in the extractive summarization of scientific documents and the impact of
intermediate fine-tuning. This chapter explores domain adaptation in language models and
whether language models could be augmented or trained further to work in other domains,
suggesting that they aren’t universal.

In Chapter 4, We then examine the development of a new benchmark, GEM, for evaluating
language models in generation tasks. The foundation of this benchmark seeks to assess a
model’s multitudinous language generation abilities, which involve not only task solving but
internal abilities like understanding complex inputs like tables and documents and others
like multilingual translation, long-form comprehension, etc.

Finally, in Chapter 5, we analyze the large, multilingual language model, Bloom. Bloom is
the largest open-source, multilingual model in existence to date, and we assess it by compar-
ing its performance with other state-of-the-art models on a wide range of tasks.

In Chapter 6, we discuss the conclusion and also discuss potential future work that can be
pursued.
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Chapter 2

Background

Nothing in life is to be feared, it is only

to be understood. Now is the time to

understand more, so that we may fear

less.

Marie Curie

In this chapter, We will look at the original transformer architecture and develop
some intuition about how it works. We will also study the background of language modeling
and get up to speed on where it is today.

While Recurrent neural networks (RNNs) and Long short-term memory (Long short-term
memory) architectures were popular and useful for the sequence to sequence language mod-
eling, the paper on applying attention to models [3] showed the effectiveness of attention in
processing text and modeling language. Several improvements were made, and every task-
specific architecture involved using different kinds of attention to improve performance on
the target dataset/task.

Attention mechanisms being intuitive also became the bread and butter in neural sequence-
to-sequence architectures but were all used with a recurrent network. Transformers at-
tempted to introduce a new architecture with the self-attention mechanism at its heart, with
practical parallelization features that would also help them take advantage of GPUs.

2.1 Transformers

The transformer architecture was introduced in [99]. It can be seen in 2.1. Most Neural
sequence-to-sequence models have an encoder-decoder structure. The transformer architec-

5



ture uses stacked self-attention and fully connected layers to complete the architecture. We
will go over the layer now.

2.1.1 Input

The Input (tokenization) and embedding look as follows, first the input text is split into
pieces:

" The human i n v e s t i g a t e s " −> [ The_ ] [ human_ ] [ i n v e s t ] [ i g a t ] [ es_ ]

The tokens are then indexed into a vocabulary:

[ The_ ] [ human_ ] [ i n v e s t ] [ i g a t ] [ es_ ] −> [3 721 66 3434 12 ]

Then each vocab entry learns a dmodel -dimensional vector

[3 721 66 3434 12 ] −>
[ [ 0 . 1 2 3 , . 0 2 3 2 , . . . . . ] , [ ] , [ ] , . . . . vocab_size elements ]

Attention is invariant with the position of the token in the sequence. We need to imbue
this with some notion of sequences. Position embeddings are added to the input token
sequences. We can add any periodic wave. The paper chooses sine and cosine functions of
different frequencies.

2.1.2 Self Attention

Intuitively this can be understood as if each token in a sequence can see the whole input se-
quence and then decide to update its own representation based on what it sees because some
words influence the presence of a word more than others. In other words, Self-attention is a
way in which the model generates scores that indicate the importance of each token to every
other token. Another way to understand self-attention is to think of the self-attention matrix
that the transformer creates. Its input size is batchsize x sequence_length x embeddingsize.
The sequence of tokens is embedding and copied three times to create the "query," "keys,"
and "values" vector. Each Matrix goes through the linear layer. The Q and K matrices are split
into multiple parts. Attention allows for long-range dependencies in a sequence-to-sequence
network

A self-attention layer will map an input with the sequence (x1, x2, ....xn) to the output with
the sequence (y1,y2, ....yn). As discussed earlier, the idea of self-attention is for every token
to look at every other token in the sequence and reveal/capture each other’s relevance in the
contexts.

Let us assume the dot product between two vectors xi, xj, which is the simplest way of
comparison. We get

score(xi, xj) = xi.xj (2.1)
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Figure 2.1 Transformer Architecture
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The result of this is a number that is a scalar, so we will need to normalize this so it
doesn’t go out of bounds and become meaningless. We do that by collecting them to create
an attention vector αij:

αij = softmax(score(xi, xj))

=
exp(score(xi, xj)∑i

k=1 exp(score(xi, xk))

∀j ⩽ i

Then the final yi values are generated by taking the input sequence and multiplying by
the attention vector:

yi =
∑
j⩽i

αijxj (2.2)

The steps above ultimately are similar to any attention-based approach. We first have
two sequences to compare in some context, we normalize the scores to get a probability
distribution, and then we use a weighted sum of this distribution. Finally, the output is given
by a computation of the weighted sum over the original input sequence.

In the case of transformers, it is slightly different because we have three different things
we pay attention to. After looking at all other tokens, the query represents the sequence we
are calculating attention for. The key vector represents the sequence before the current one
when compared to the current one, and the value is what we get after computing the current
focus of attention. We calculate these vectors by

qi = WQxi;ki = WKxi; vi = WVxi (2.3)

Where WQ,WK,WV are the weight matrices of the dimensions Rdxd where d is the dimen-
sion of the embeddings, the original paper has dmodel as 1024.

The dot product attention in the case of transformers is calculated as follows:

score(xi, xj) =
qi.kj√
dk

(2.4)

The above equation is called the scaled dot product because it is divided by a factor
of the size of embeddings. The beauty of the transformer model is that while we showed in
equations till now that we consider one sequence at a time, we can parallelize this by taking N
tokens at once in a single matrix X ∈ RNxd. This processing power gives rise to Multiheaded
self-attention, which means the input sequence is used to create queries, keys, and values,
and each token can look at the whole Input and update its representation based on what it
sees.
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2.1.3 Transformer block

Now that we have understood the various parts of the transformer stack, we look at the
entire block at once.

It has a Self-attention layer, then a normalization layer, then fed into a feedforward layer,
and then again layer normalization. A residual connection is also added between the original
sequence and after the self-attention and feedforward layer.

We can look at this entire block in the form of two equations:

z = LayerNorm(x+ SelfAttention(x))

y = LayerNorm(z+ FFN(z))

Layer normalization is done to improve training and keep it stable, which is the same
reason for keeping residual connections. Following ResNets in computer vision, the module
computes a residual instead of a new value. Residual connections dramatically improve
trainability.

The MLP is applied to each token individually as follows.

zi = W2GeLU(W1x+ b1) + b2 (2.5)

This is where the bulk of parameters in a transformer resides. It can also be thought of as
a 1x1 convolution.

The encoder in the original model has 6 or 12 layers stacked on each other, and bigger
language models have even more. The Decoder in the original model also has 6 or 12 layers
and can have a higher number of layers. Once we have the output distribution, we can sample
using greedy or beam search or any other sampling technique.

The transformer model can be used in 3 ways:

1. EDT - Encoder Decoder transformer

2. Only Encoder

3. Only Decoder

Each of these has its own advantages and disadvantages and has been applied in the space
accordingly. Decoder-only Transformers are the most popular kind of transformers right now
and make up the majority of large language models.

Transformers have been applied in a bunch of other sub-fields of deep learning, including
Computer Vision in the form of ViT(Vision Transformers) [24] where the image is thought
of patches and then fed into the transformer. Also, in Speech recognition in the form of
Conformer [33], in Reinforcement learning in the form of Decision Transformer [15].
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2.2 A brief history of language modeling

Language modeling is a straightforward task of modeling the probability of a sequence of
tokens in a text. The joint probability of tokens in a text is represented as:

p(x) = p(x1, x2, ...xn) =
n∏

t=1

p(xt|x<t) (2.6)

Where n is the number of tokens in the text and x<t represents the sequence of tokens.
This approach is also known as autoregressive language modeling.

2.2.1 Word2vec & Glove

Neural language models were originally introduced in 2001 for practical applications like
keyboards, autocorrelation, etc. The original Neural language model was a feedforward
network introduced by [8]. The idea was to represent tokens in vectors and the form of
previous words. These are known as word embeddings today.

The word2vec model introduced in [63] paved the way for denser word embeddings. The
idea was based on the distributional hypothesis and is an unsupervised word embedding
approach. The model involves using a neural model to learn word associations from bodies
of text. There were two types of objectives: a continuous bag of words and skip-gram.

Word embeddings continue to be a part of NLP because they have shown that models
perform much better in downstream tasks when initialized with word embeddings. After all,
word embeddings capture a lot of information and nuance.

Glove [73] subsequently came out to show even richer representations by incorporating
statistical information of words into the model.

2.2.2 ELMO

While word embeddings like Word2vec and glove were very good, they left much to be
desired and were static embeddings. They did not capture nuances like the context of the
text. For example, the word "I am going to murder you!!!" and "a murder of crows" while
has the same word. Murder means to "kill you" (jokingly) in the former, while it means to
represent a collection of crows in the latter.

To capture these semantic and syntactic nuances, ELMO [75] was introduced, which was
a bidirectional language model, using the autoregressive language model objective not only
in the forward direction of text but also in the reverse direction of the same. This formula-
tion gave the model enough information and helped capture the context of the word in the
embeddings.
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2.2.3 BERT

While the ELMO model captured contextual embeddings through the use of an autore-
gressive language modeling model applied both ways through the biLSTM model, the BERT
model tried to capture contextual nuances of text through transformers. BERT stands for
Bidirectional Encoder Representations for Transformers.

The BERT model is an encoder-only transformer model. It tries to learn these nuances by
masking some of the input text and trying to predict it. It creates two primary objectives for
training on data with transformers:

1. MLM: Masked Language modeling

2. NSP: Next Sentence Prediction

The MLM pretraining objective takes advantage of the fact that transformers essentially
encode attention on all words when a sequence is applied to them. The way it is trained
is that in any sequence, it masks about 15% of the words and has the model predict these
masked words, thus gaining context into "whats a valid word" that can fit this missing space
in a sentence thus developing contextual embeddings.

The Next sentence prediction objective is to model Question answering and Natural lan-
guage understanding and is about capturing the relation between two sentences. Given two
sentences, A and B, the model must predict whether sentence B comes after A.

The BERT model does a bunch of ablations to show the efficacy of these objectives and
that they genuinely capture contextual representations.

There have been a variety of follow-up work since BERT in trying to improve pretraining
objectives in encoder-only transformer models:

• RoBERTa [60] optimizing for design choices in BERT and training for longer with a
more extensive dataset, and they also remove the NSP objective because they find in
ablation studies that at scale removing the NSP objective has no substantial gains on
the training of the model.

• AlBERT [47] incorporates parameter reduction techniques to reduce the size and im-
prove the scaling of the models. They also improve performance over BERT by replacing
NSP with an inter-sentence coherence loss.

• ELECTRA [18] finds that better pretraining objectives might be applied to improve the
performance of encoder transformer models. They suggest the replaced token detection
objective, where an MLM is used to predict masked words in a sentence, and then a
discriminator is trained to compare the original unmasked sentence and the sentence
generated. The discriminator has to predict which of the words was replaced or not.
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This paper shows substantial improvements over BERT with this and also makes it more
data efficient than BERT.

• DeBERTa improves on BERT and roBERTa by a disentangled attention mechanism and
an enhanced mask decoder. In a subsequent improvement of this model called DeBERTa
v3 [36] they replace the MLM objective with the replaced token detection objective and
show further gains, Thus cementing the place of the ELECTRA objective for pre-trained
language modeling.

2.2.4 GPT2 and the other large language models

While BERT and other encoder-only models showed that contextual embedding trans-
formers could be used to initialize task-specific architectures and finetuned further for gain-
ing performance at the same time, GPT-2 was one of the first works to increase the model
size of decoder-only transformer models.

The objective of GPT-2 was the same core language modeling objective, and they hypoth-
esize that transformer models are better at computing these conditional probabilities. They
show consistent zero-shot capability improvement on a bunch of datasets.

GPT-2 propelled OpenAI to train GPT-3 a large language model at the 175B parame-
ter scale, which has shown powerful capabilities by just the simple autoregressive language
modeling objective and also the fact that these scaled language models had a lot of out-of-box
performance without any need for finetuning, in the form of In-Context learning.

Since then, various other large language models have been trained and more results have
been further established to show that decoder-only models might be better at scale because
of these capabilities.

2.3 Conclusion

In this chapter, We see a very brief background of transformer architecture and the lan-
guage modeling era to understand and develop some nuance about how the field of language
modeling has shaped and also changed due to transformers. Next, We see the application
of an encoder-only pre-trained language model BERT to a domain-specific summarization
dataset.
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Chapter 3

Extractive Summarization on Scientific Documents

We can only see a short distance ahead,

but we can see plenty there that needs

to be done.

Alan Turing

Automatic text summarization is the task of writing concise summaries of big text
documents. Summarization is an attempt to address the humongous and continually increas-
ing amount of textual data available on the internet to both help in discovering relevant info
and to consume important info in a quicker way. The summary thus generated has to be
concise, relevant, grammatically sound, and factually faithful to the source document, i.e.,
the details in the document should be represented correctly.

There have been multiple attempts to summarize automatically including rule-based sys-
tems and extractive systems which did heuristic searching with the help of tf-idf and then
tried to write a summary with the same. These attempts although they saw some success
it was only modest in nature because of the inability to process large documents and were
limited to only smaller documents.

With the rise of Neural Natural language processing, various tasks across the field saw
a natural boost because of the ability to train models with better architectures and interpret
results as well. These gains were evident in Question Answering, Machine translation, and
other semantic tasks like POS-tagging and Named entity recognition.

There are two types of Summarization noted below:

• Extractive Summarization: These approaches heavily derive from the document that is
trying to be summarized. In this, we try to pick the sentences which maximize the cov-
erage/content presented in the document and present them as a summary. Although
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they might suffer from issues like coherence since the “extracted” sentences are disjoint.
You can think of this approach as akin to a highlighter. In this approach, summaries
are formed by copying and concatenating the most important spans(usually sentences).

• Abstractive Summarization: These approaches try to model what we do as humans.
In this, we trying to use novel language-generating techniques to write sentences i.e.
trying to comprehend what the document means and then presenting the summary in
a more coherent way. You can think of this approach as akin to a pen. In this approach,
target summaries contain words or phrases that were not in the original text and usually
require various text rewriting operations to generate.

The Neural era in Summarization started with the introduction of the CNN-Daily Mail
Dataset for Summarization introduced in [65]. The dataset was originally introduced in
[37] as a Question-Answering Dataset and was repurposed to a Summarization task in [65]
which was an anonymized version. CNN-Daily Mail was the first large-scale summarization
dataset with multi-line summaries. The dataset is a news Summarization dataset with a
document’s average size of around 800 tokens and an average summary size as 60 tokens.
Since then several different kinds of datasets for summarization have been released including
opinion summarization, dialogue summarization, long-form summarization, domain-specific
summarization benchmarks, multilingual summarization datasets, etc.

Dataset Split Number of instances in Split

Training 287,113

Validation 13,368

Test 11,490

Table 3.1 Dataset Split and Size for CNN/DailyMail

3.1 Early Neural Summarization Work

3.1.1 Pointer generator and Reinforcement learning

In [65], Sequence to sequence networks was used to solve the abstractive summariza-
tion problem. Despite various tricks involving attention, large vocabulary, and a switch-
ing pointer-generator for unseen words, some issues became evident when using a simple
sequence-to-sequence model for summarization. These were:

• Coverage: Vanilla Sequence to sequence models were not covering the entire document
while generating the summary.
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Text "BOLINGBROOK, Illinois (CNN) – The disappearance of a subur-

ban Chicago police sergeant’s wife is now being treated as a poten-

tial homicide, and her husband is a suspect, authorities said Friday.

Stacy Peterson, 23, has been missing from her suburban Chicago home

since October 28. In another development, a judge signed an order

to exhume the body of Drew Peterson’s third wife, who was found

drowned in a bathtub in 2004, said Will County State Attorney James

Glasgow. Peterson, 53, said he last spoke to 23-year-old Stacy Peterson

– his fourth wife – the night of October 28. Drew Peterson initially

told the media he believed his wife ran off with another man, but he

hasn’t repeated that accusation. CNN has been unable to contact Drew

Peterson for comment. The couple have been married four years and

have two children, who have been interviewed for the investigation,

Glasgow said. Drew Peterson also has older children from a previous

marriage. Investigators have twice searched the couple’s home and ve-

hicles, and removed several items, including computers, said Illinois

State Police Capt. Carl Dobrich......"

Summary "NEW: Judge signs order to exhume the body of Drew Peterson’s third

wife. Peterson has said he believed his fourth wife left him for another

man. Police: Case shifts from a missing persons search to a poten-

tial homicide. Friends and family: Stacy Peterson expressed concerns

about her husband ."

Table 3.2 A summarization example from the CNN/DailyMail Dataset

• Repeating words: Earlier Language models were prone to succumb to neural degener-
ation i.e. when sampling words from the model it eventually tends to just repeat the
word.

• Factual Details & OOV issue: The model was not able to handle factual details and
out-of-vocabulary (OOV) words.

The pointer-generator architecture in [89] (As shown in Figure:3.1) was proposed as an
answer to the issues faced by earlier summarization works. The paper solved the factual
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Figure 3.1 The pointer generator architecture

details and out-of-vocabulary word issue by having a probability specifically for generation
called pgen ∈ {0, 1}. It was used as a switch to either sampling a word from the vocabulary
distribution or copying the word from the attention distribution. They also solved the cover-
age problem by proposing a coverage loss, and intuitively this loss worked in a way that after
the decoder was made aware of all the parts of the document it paid attention to earlier and
this helped focus on other parts of the document, this also helped in reducing the repeating
words problem. The architecture worked very well since its performance was much better
than that of [65].

Around the time of the pointer generator, a parallel work solving abstractive summariza-
tion was published by [72]. Looking at the generation problem from a perspective of exposure
bias, they proposed using reinforcement learning to train their model. Exposure bias stems
from the issue of the availability of ground truth to the decoder when generating outputs
during training time but the absence of these during test time because models are trained
with MLE (Maximum likelihood estimation). Also, the space of valid summaries is wide
and hard to accurately decide on. The CNN/Dailymail dataset only provides 1 reference
summary for each document. Therefore they use Self-Critical Sequence training (SCST) [83]
to train the model. This allows the model to be trained on the metric that it is evaluated on
during test time. They find that just using MLE or SCST results in issues around making the
model converge so they use a mixed objective which cold starts the network by first training
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Figure 3.2 BERTSUM Architecture

it in MLE and later slowly weighing the SCST reward more. A clever trick that the paper
applies to reduce repetition is using trigram blocking; if the generated sentence has a trigram
that is already present in the summary generated before it, the sentence is skipped and not
included in the summary.

3.1.2 BERT Based architecture for Summarization

The BERT model [22] trained on a large body of text was one of the first pre-trained models
to show marked improvement on a bunch of tasks. The paper itself showed performance on
Natural Language Understanding benchmarks like GLUE [102], showcasing that it had rich
representations for language. It was also applied to SQUAD [81]a question-answering task
but had yet to be adopted a wider range of tasks since the paper showed that the finetuning
step could be applied and model performance could thus be further improved depending on
the choice of task.

BERTSUM [59], was the first work in summarization to apply the BERT model to sum-
marization. They applied the BERT model to both extractive and abstractive summarization.
While a variety of architectures were proposed before using communicating agents [13], copy-
ing mechanisms like the pointer generator architecture and reinforcement learning techniques
like [72], this model just used BERT in addition to a summarization layer for generating or
selecting sentences resulting in a relatively simple model.
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The encoder used for summarization in the BERTSUM model is the BERT model but since
the model was trained with sentence segmentation as a part of its next sentence prediction
task, directly feeding the document to the model would not have worked. The authors thus
add [SEP], [CLS] (as shown in Figure 3.2) tokens between the sentences to demarcate sentence
boundaries and allow the BERT model to process the document and produce rich paragraph
and document level embeddings. These embeddings were then fed into the summarization
layers in the case of extractive summarization and a decoder in the case of abstractive sum-
marization. The extractive summarization layers were a 2-layer transformer with a sigmoid
layer at the end and this model was called Bertsumext. While the abstractive summariza-
tion decoder was a 6-layer transformer decoder to generate words and this model was called
Bertsumextabs. These models achieved state-of-the-art scores on the datasets that they were
tested on.

3.2 The effect of pretraining on Scientific Summarization

3.2.1 The problem

While BERTSUM [59] showed better performance on a bunch of datasets including CN-
N/Dailymail, the model wasn’t thoroughly tested on out-of-domain tasks. In our work,
We focus on the task of scientific summarization thus studying domain adaptation of BERT
Based models in a task and also studying the effect of intermediate finetuning and if this
helps improve task performance.

3.2.2 The approach

Even though more powerful models like T5 [80] and BART [51] were introduced for bet-
ter abstractive summarization, an issue found in abstractive summarization models was that
they were hallucinating content that didn’t exist and weren’t faithful to the source document.
In [61] and [45], they report that hallucinations are present in more than 70% of single sen-
tence summaries and most hallucinations are neither factual nor faithful while mentioning
that pre-trained models might have lower issues they weren’t non-existent. In [40] they find
that extractive models are better than abstractive models because of factual consistency. Ex-
tractive models do suffer from the issue of unnecessary text in the output (because sentences
are directly selected), but abstractive summarization models suffer from omission (missing
important details) and hallucination. They find that pretraining models work best and even
improve the content selection capabilities of summarization models. In [25], the authors
establish a tradeoff between faithfulness and the abstractive nature of the output.
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For scientific summarization, We hence build on work from [59] and choose an extractive
summarization model to solve the task since it is very important that a summary generated
for a scientific document is both faithful (only generates or selects things in source docu-
ment) and accurate when stating facts (does not add unnecessary things which might not be
present).

While BERT-based models were better than the models before them on out-of-domain
tasks, there was a lot of room left to be desired for further improvement. In [34], the authors
show that adapting pre-trained language models to more domains with task and domain
adaptive pretraining is helpful. In [100], intermediate pretraining steps are helpful in task
transfer and especially help in the case of low-resource tasks. We find that this has not really
been studied in the context of summarization. Since we are solving a scientific summarization
task and BERT is a general-purpose model, we try task adaptation strategies before evaluating
the model.

3.2.3 The dataset

We study the effects of intermediate pretraining with the help of two scientific summa-
rization datasets, SciTldr and PubMed.

SciTldr introduced in [12] is an extreme summarization scientific summarization task.
Collected from Openreview with the Openreview API1 from authors who write short sum-
maries/abstracts for the papers they submit. The inputs can be of two subsets:

• SciTldr-A - Abstract only, where the summary is generated just from the abstract.

• SciTldr-AIC - Abstract + Introduction + Conclusion, where the summary has to be
generated with the help of all three.

We use the splits mentioned in the original paper and report numbers on both subsets.
PubMed originally introduced in [19] was introduced to test abstractive summarization on

the longer forms of documents. It’s collected from PubMed.com, where the abstract of the
scientific document is considered the summary. Due to the long nature of the document and
the limitation of the number of tokens that can be processed by BERT-like models, only the
introduction is used to generate the summary. We use the splits in [114].

3.2.4 Experimental Setup

3.2.4.1 Model choice and Implementation details

We use two pre-trained language models as our base embedding models namely BERT
[22] and SciBERT [7]. SciBERT was a model similar to BERT trained on scientific papers and

1https://github.com/openreview/openreview-py
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Dataset Name # documents # tokens

Total Train Valid Test Doc Sum

SciTldr 3,229 1,922 619 618 5,000 21

PubMed 93,204 83,233 4,946 5,025 444 209.5

Table 3.3 SciTldr and Pubmed Statistics

data in the domains of biomedicine and computer science. They showed a bunch of gains
across a variety of tasks when it came to the scientific domain with this model.

Our summarization model is based on [59]. We first both the models without training
on the SciTldr dataset to establish a baseline. Our intermediate pretraining experiments for
SciTldr are as follows:

1. Train the model on training split of PubMed.

2. Train the model on training split of CNN/Dailymail but only use as many documents
as PubMed, i.e., 83k documents, for fair comparison of the domain.

3. Train the model on a mixed dataset of PubMed and CNN/Dailymail of about 83k
documents

4. Train the model on the full train split of CNN/Dailymail

For intermediate pretraining experiments on PubMed, we just use the full train split of
CNN/Dailymail.

All training steps have a dropout rate of 0.1 and a learning rate of 2e-3 similar to [59].
We use a batch size of 3000 for the experiments. The selection of the best model is done
by validating the model. The validation is achieved by validating rouge scores for one-line
summaries. This is to factor in the "extreme" summarization nature of SciTldr. Ultimately to
generate summaries, we choose 1 line for SciTldr and 6 lines for PubMed as done in [114].

3.2.4.2 Evaluation Criteria

All summarization models are evaluated with ROUGE [54]. ROUGE stands for Recall-
oriented Understudy for Gisting Evaluation. ROUGE-1 compares unigrams of the generated
summary and the reference summary to give a score, ROUGE-2 uses bigrams, and ROUGE-L
uses the longest common subsequence. ROUGE is an automatic metric. When comparing
extractive summarization systems, the best possible score is when the system is an Oracle.
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Oracle scores are calculated by selecting the best possible subset of sentences, which maxi-
mizes the rouge score against the gold truth. These often act as "the best possible" extractive
summarization systems for comparison.

3.2.4.3 Model Comparison

We compare our results to a model called MatchSum introduced in [114]. The model
solves the extractive summarization task as a text-matching problem and shows state-of-the-
art scores in a variety of different datasets.

3.2.5 Results

In table 3.4, We note the results of intermediate pretraining experiments. We find that
while PubMed helps as a task, CNN/Dailymail helps more. The mixed dataset shows the
maximum gains, and we conclude that selectively choosing articles from a mix of high-quality
task data (in this case CNN/Dailymail) and target domain task data (in this case PubMed) is
useful and beneficial for domain task adaptation. Using SciBERT, i.e., a pre-trained language
model in the target domain does not seem to help with performance suggesting that it’s better
to start with a general pre-trained model like BERT and then adapt it to the target domain
rather than using domain-specific pre-trained models.

In table 3.5, we report the results for PubMed. We see that intermediate pretraining is of
little use for this dataset and conclude that intermediate pretraining might not be as useful in
the case of target datasets which are very large (in the case of PubMed about 83k documents).

We do two ablation studies whose results are shown in table 3.6 and table 3.7. For the first
ablation study, the numbers which are presented in table 3.6, we do the influence of inter-
mediate pretraining dataset size on the final performance of the model on the target dataset.
We find that although there are some gains when the model goes from 83k documents to
176k documents, the model quality does not improve with more documents. This suggests
that there is some optimal size of dataset useful for low resource task adaptation. For the
second ablation study, the scores for which are presented in table 3.7, we change the input
length of the document and see if there is any change in the performance, while there is no
improvement when going from 512 tokens to 1024 tokens, there is some improvement in the
case of 1500 tokens. The gains achieved with greater input length seem to be substantial in
nature.

We also note that in the case of SciTldr, our approach leads to higher scores when com-
pared to MatchSum and comparable performance when it comes to PubMed. The Matchsum
model also starts with a pre-trained language model as its base, but since its a Siamese net-
work, it takes about 8 Tesla-V100-16 GPUs to train, while our intermediate pretraining step
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SciTldr-A SciTldr-AIC

R1 R2 RL R1 R2 RL

Oracle 49.2 26.0 39.9 53.7 29.9 43.9

MatchSum† (BERT-base) 42.7 20.0 34.0 38.6 16.4 30.1

Our Models

Pretraining Datasets Using BERT

- 39.71 18.91 32.63 36.99 16.14 29.64

Pubmed (83K) 41.49 19.57 33.40 40.82 18.98 32.84

CNN/DM (83K) 41.69 19.55 33.44 41.93 20.10 33.95

Mixed (83K) 42.32 20.50 34.30 42.78 21.06 34.83

CNN/DM (Full) 42.26 20.32 34.09 42.21 20.24 34.19

Using SciBERT

- 39.93 18.50 32.32 37.16 15.94 29.65

CNN/DM (83K) 40.60 19.04 32.93 40.74 19.09 32.95

Pubmed (83K) 41.10 19.33 32.87 40.61 18.69 32.68

CNN/DM (Full) 40.66 19.08 32.59 41.25 19.40 33.37

Table 3.4 SciTldr ROUGE scores. † Results from [12]

can be achieved on a single Nvidia 2080, thus also offering a less computationally intensive
alternative to domain adaptive summarization.

3.3 Conclusion

In this chapter, we study pre-trained models and their influence on the summarization
task. We specifically learn the BERTSUM [59] architecture and also extend its capabilities.
With the help of experiments, we understand that it is possible to improve summarization
models that use BERT-like models as their input embedding models. Domain adaptation of
these models is possible, and this can also be achieved by training these models on the task of
choice first before applying them to the target task. This especially helps in the case of low-
resource task data, which is often seen in specialized domains. This also helps us understand
what we mean by domain adaptability and generalization and what we seek from pre-trained
transformer language models.

This work saw the application of BERT-based models to summarization, specifically long-
form summarization in the scientific domain, and we discovered that BERT models could be
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Pubmed

R1 R2 RL

Oracle 45.12 20.33 40.19

MatchSum† (BERT-base) 41.21 14.91 36.75

Our Models

Pretraining Datasets Using BERT

- 40.65 14.85 36.18

CNN/DM (Full) 40.77 14.92 36.29

Using SciBERT

- 41.08 15.16 36.59

CNN/DM (Full) 40.59 14.76 36.12

Table 3.5 PubMed Rouge scores.† Results from [114]

Dataset Size R1 R2 RL

83k articles 41.93 20.10 33.95

176k articles 42.27 20.37 34.32

286k articles 42.21 20.24 34.19

Table 3.6 CNN/DailyMail intermediate pretraining size variation while finetuning on

SciTldr-AIC.

further trained to improve their performance on target tasks. It was apparent that further
leaps of performance in these tasks could not be gained without better language models,
which would thus lead to better language understanding and better evaluation of these mod-
els, which help us gauge the ability of these models to evaluate models. There was also a
need to move away from the single-dimensional ROUGE evaluation and metrics that add nu-
ance to the models’ abilities. This led to the subsequent work on designing a general-purpose
natural language generation benchmark to measure the abilities of language models holisti-
cally. This is the focus of the following two chapters in this thesis. The next chapter looks at
evaluating models better, while the latter chapter focuses on developing a large multilingual
language model and furthering its language understanding abilities and studying those.

In Chapter 4, we learn about the rise of benchmarks to evaluate Natural language pro-
cessing models and their motivations. We also understand the design with the help of a
generation benchmark called GEM.
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SciTldr-AIC Pubmed

Input Length R1 R2 RL R1 R2 RL

512 42.21 20.24 34.19 40.65 14.85 36.18

1024 42.21 20.34 34.35 42.44 16.39 37.86

1500 42.23 20.65 34.41 42.65 16.59 38.03

Table 3.7 Input length variation. The pretraining dataset is CNN/DailyMail for SciTldr-AIC

and none for Pubmed.
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Chapter 4

Evaluation in the LM era & The GEM Benchmark

The real voyage of discovery consists

not in seeking new landscapes, but in

having new eyes.

Marcel Proust

As we saw earlier in Chapter 2, Language models are evaluated using extrinsic and
intrinsic evaluation. The intrinsic evaluation involved testing models on linguistic capabilities
while extrinsic evaluation was about testing models on end tasks in the form of Question
answering, Machine Translation, Summarization, etc.

Most models developed in the statistical NLP era and early deep learning era were about
developing task-specific architectures. These models solved the target task of choice and were
designed with inductive biases tailored to the ask which helped them better. For question
answering, [91] developed the BIDAF architectures, which stands for Bidirectional attention
flow, for machine comprehension. This was a multistage architecture that developed repre-
sentations at the character, word, and paragraph levels in the hope of solving the task better.
For summarization, we saw the pointer generator architecture by [89] in Chapter 3 which
had a copy mechanism for factual details, and coverage loss for paying attention to the entire
article. Both architectures helped improve performance by significant margins and spurred
the research of more task-specific architectures.

Task-specific architectures were not very good at Natural language understanding and
seemed unable to have a general understanding of language. These models were designed
only to solve a specific task after all and only for a specific dataset with a specific domain,
thus struggling to generalize to other tasks and have linguistic capabilities. There was a need
to develop more general-purpose models.
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Name Task Train Test Metric

Single sentence tasks

CoLA Acceptability 8.5k 1k Matthews Corr.

SST-2 Sentiment Analysis 67k 1.8k accuracy

Similarity and paraphrastic tasks

MRPC Paraphrasing 3.7k 1.7k accuracy/F1

STS-B Sentence Similarity 7k 1.4k Pearson/Spearman Corr.

QQP Paraphrasing 364k 391k accuracy/F1

Inference tasks

MNLI NLI 393k 20k matched acc./mismatched acc.

QNLI QA/NLI 105k 5.4k accuracy

RTE NLI 2.5k 3k accuracy

WNLI NLI 634 146 accuracy

Table 4.1 GLUE Tasks

ELMO [75] came out with a deep contextual representation model using a bidirectional
LSTM. They showed that the model was not only good at linguistics (syntax and seman-
tics) but at extrinsic tasks as well like natural language inference, question answering, and
sentiment analysis.

How do you measure the capabilities of more general models? What aspects do you judge?
GLUE [102] came out in 2018 as an answer to these questions.

4.1 GLUE: General Language Understanding Evaluation

GLUE benchmark is a collection of natural language understanding tasks. These include
tasks like QA (question answering), sentiment analysis, and textual entailment. The idea was
not to place limits on what kind of model was developed or trained but rather to understand
model capabilities. The only assumption is that the model should be able to process sentences
and sentence pair inputs. The benchmark was created by curation of existing datasets rather
than creating new data. The benchmark ultimately tried to test linguistic knowledge and the
ability of this knowledge effectively transfer to other tasks.

They also announced a leaderboard still present at a website1 which also served as an
online evaluation platform.

1https://gluebenchmark.com
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4.1.1 Tasks in GLUE

There are 9 tasks in GLUE, and all of them are centered around the English language.
These are mostly sentence understanding tasks and the primary motivation again was to
spur general language NLP systems.

• CoLA from [105] called the Corpus of linguistic acceptability is a dataset of English ac-
ceptability judgments drawn from documents on linguistic theory. The task is to judge
if a given sentence is grammatical or not. The evaluation metric for this is Matthews
correlation.

• SST-2 from [97] has movie reviews in the form of sentences and sentiments. The task is
to predict the sentiment of the review. The evaluation metric is accuracy on the labels.

• MRPC from [23] are pairs of sentences extracted from news websites. The task is to
judge whether the sentences are semantically the same, i.e., they mean the same thing.
The evaluation metric is accuracy on the labels, and also the F1 score since the classes
in the dataset is imbalanced.

• QQP from [41] was released by Quora and is a collection of questions. The task is to
judge whether two questions are semantically the same, i.e., they mean the same thing.
Similar to MRPC, both accuracy, and F1 are calculated.

• STS-B from [14] is a collection of sentences from a variety of sources. The task is to
predict similarity scores between pairs of sentences. The evaluation criteria are Pearson
and Spearman correlation.

• MNLI is a natural language inference dataset from [108]. Given a premise sentence and
a hypothesis sentence, the model has to output if the hypothesis follows the premise
(entailment), contradicts it (contradiction), or neither (neutral). Both matched (in the
domain), and mismatched (cross-domain) accuracy scores are reported.

• QNLI is a question-answering dataset by [81], the original dataset is recast to the task
of determining if a context sentence has an answer to a question. This recast dataset is
called QNLI. The metric used is accuracy.

• RTE Recognizing textual entailment is a dataset formed by combining RTE-1 [20], RTE-
2 [5], RTE-3 [32], RTE-5 [9]. The task is to predict entailment or not entailment. The
metric used is accuracy.

• WNLI is the Winograd schema challenge [50] originally a correference resolution task.
The task is recast into a sentence pair classification task by changing the uncertain
pronoun with possible references. The task is to predict if the sentence with the pronoun
follows the original sentence. The converted dataset is called WNLI (Winograd NLI).
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Name Task Train Dev Test Metric

BoolQ QA 9427 3270 3245 acc.

CB NLI 250 57 250 acc./F1

COPA QA 400 100 500 acc.

Multi-RC QA 5100 953 1800 F1α/EM

ReCoRD QA 101k 10k 10k F1/EM

RTE NLI 2500 278 300 acc.

WiC WSD 6000 638 1400 acc.

WSC Coref 554 104 146 acc.

Table 4.2 SUPERGLUE Tasks

While GLUE saw quick popularity in the NLP community and became a successful eval-
uation framework. The introduction of GPT [78] and BERT [22] saw improvements on the
task that were not expected while creating the benchmark. The progress had made it impos-
sible to continue using GLUE Benchmark since models that surpassed human performance
on GLUE had already been introduced. To address this, the authors released a tougher and
more rigorous benchmark called SuperGLUE.

4.2 SUPERGLUE

SuperGLUE [101] followed the same evaluation benchmark design as GLUE. It had more
challenging tasks and task formats were increased to now include question answering and
coreference resolution.

4.2.1 Tasks in SUPERGLUE

There are 8 tasks in SuperGLUE, and all of them are centered around the English language
and are solvable by most college-educated English speakers. These are question answering,
natural language inference, and coreference resolution tasks to judge a broader surface area
of tasks solvable by models and evaluate it more thoroughly.

• BoolQ Boolean Questions from [17] is a question-answering task containing a short
passage and a yes/no question about the passage. The metric of the evaluation was
accuracy.
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• CB The Commitment Bank from [21] is a collection of short texts in which sentences
contain embedded clauses. The task is a natural language inference task. Because of
class imbalance, F1 is also reported along with accuracy.

• COPA Choice of Plausible alternative from [85] is a causal resoning task. The task is to
determine the effect or cause given a premise sentence. Evaluated using accuracy.

• MultiRC Multi Sentence Reading comprehension from [44] is a question-answering
task consisting of a short text, a question about it, and some possible answers. The
model must determine which of the answers are true and which of them are false. This
is a multi-domain dataset. The evaluation criteria are F1 overall answer options (F1α)
and exact match (EM).

• ReCoRD Reading comprehension with commensense reasoning dataset from [111] is a
multiple choice questioning answering task. It comprises news articles and questions
about the article with a word/entity masked out (these types of questions are called
cloze-type questions). The model has to predict which of the entities in the passage are
the answer to the question. Evaluated with F1 and EM.

• RTE retained from GLUE because the only task in GLUE which was not beaten and had
a lot of margin for growth.

• WiC Word in Context from [76] is a word sense disambiguation task, basically when
you use the word to mean separate things in different contexts. For example, "This
notebook is mine" and "I am going to work in the diamond mine," The word "mine"
means two different meanings/senses in a different sentence. The task is given two
texts and a polysemous word to determine if the word is used in the same sense or not.
Accuracy is the evaluation criterion of this task.

• Wsc Winograd Schema Challenge from [50] is a coreference resolution task. Given a
sentence that consists of a pronoun and a list of nouns from the sentence, the model
must resolve which of the nouns the pronoun was referring to. The evaluation metric
for the task is accuracy.

4.3 The GEM Benchmark: Natural Language Generation, its Evalu-

ation and Metrics

The popularity of GLUE [102] and superGLUE [101] led to the rise of leaderboard wars,
where models focused on trying to gain some marginal points on performance [56]. Another
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Figure 4.1 GEM Benchmark philosophy

trend observed in recent years with the advent of GPT-2 [79], GPT-3 [11], T5 [80] etc. accel-
erated the trend of Natural language generation systems which are much more capable than
earlier BERT-based models, and GLUE and superGLUE majorly focused on NLU tasks which
did not capture the evaluation of generation capabilities. Also with the rise of mBERT [22],
mT5 [109], and other multilingual models there is a lack of benchmarks that capture and test
capabilities not only in a single language i.e., English but also a wide set of other languages
when models are trained with multiple languages new capabilities like cross-lingual transfer
and other abilities emerge which have to be adequately tested by benchmarks. Although
GLGE (General language Generation Evaluation) [57] the benchmark falls to the pitfall of
basing the entire benchmark on a single metric like ROUGE which does not capture enough
nuance about models and their capabilities. Thus, we introduce and design the GEM bench-
mark [31], a "living" benchmark for Natural language generation, its evaluation, and metrics.

The GEM benchmark ethos as shown in Fig 4.1 is the idea of continually evolving bench-
marks. GLUE and superGLUE etc. show some gameable metrics, and as superGLUE did
with GLUE there’s a need to continually choose more challenging tasks in a rapidly evolving
and improving NLG model landscape. There’s a need for consistent human evaluation as
well since automatic evaluation does not paint a nuanced picture. Overall, a living bench-
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mark is one that is supposed to improve and evolve trying to meet the criteria and test the
models that exist during the times and not get obsolete by ever-evolving models.

4.3.1 Tasks in GEM

The datasets chosen for GEM 1.0 are shown in table 4.3. They measure two aspects of
generation one content selection and planning i.e., "What to say" given a body of text how
do you select the best parts of the data and make sure they are a part of your generation
and surface realization i.e., "how to say it" given a body of text how do you generate fluent
and high-quality text about the data. Models need to be capable of simplifying sentences,
paraphrasing them, generating concise text, not falling into the usual pitfalls of text genera-
tion, etc. While designing the benchmark questions around task focus vs task diversity, low
resources vs high resource languages were asked.

GEM features 18 languages and the size of the datasets is from 5000 to 500,000. Some of the
tasks do not have any English component and are just multilingual in nature. In accordance
with guidelines in Data-to-text tasks from [74] and general evaluation of NLP models from
[84], we add another dimension of testing by proposing challenge sets for 10 tasks. Last
but not least to not fall into the pitfall of using a single evaluation criterion and paint a
broader nuanced picture of model performance we select a variety of evaluation criteria both
automatic and human.

In this work, I have contributed to the choice of datasets in the broader GEM benchmark
and also those specifically pertaining to summarization researching the choices available
and choosing ones that would help evaluate language models better both across domains
and languages and also suggested some initial evaluation criteria for Summarization beyond
ROUGE. I have also contributed to the general design of data cards which resulted into the
work on Reproducible Data cards [62] and is used in huggingface datasets [52].

The 11 datasets are chosen from a wider range of 35 datasets. The datasets are as follows:

• CommonGEN from [53] is a dataset from common sense reasoning it requires com-
positional generalization and relational reasoning to solve. The task is to generate a
sentence that is concise and fluent, given a set of common concepts. The language is
English.

• Czech Restaurant from [27] is a dataset in Czech in the restaurant domain. The Czech
language is morphologically rich and requires inflecting named entities and delexi-
calization to be good at the task. The task is to generate concise text for a meaning
representation. The language is Czech.

• DART from [66] is a data-to-text generation dataset. The data is a table. The table is
represented in the form of triples. The task is to generate coherent text for the given
triples. The language is English.
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• E2E clean from [68], [26] is a task to generate coherent text key-value attribute pairs from
the restaurant domain similar to the Czech restaurant task. The language is English.

• MLsum from [88] is a multilingual summarization dataset that is scraped from online
newspapers. There are 5 languages in the original dataset namely French, German,
Spanish, Russian, and Turkish. We only choose German and Spanish for the purposes
of our benchmark. The task is to generate a relevant fluent summary for the news
article. The language is English.

• Schema guided Dialog from [82] is a dataset that is a response generation dataset. The
task is to generate an output when a dialog act is presented to it. The domain is the
hotelier industry majorly. The language is English.

• ToTTo from [71] is a task to generate text from a table. The table is given, and the
highlighted cells in the table are also marked. The task is to generate a coherent text for
these highlighted cells. The language is English.

• XSUM from [67] is a form of Extreme summarization task. The dataset is collected
from an online news website. The task is to generate the summary of the dataset in one
sentence. The language is English. The dataset is shown to have hallucination flaws in
[61]. To combat this 500 document summary pairs, which were manually annotated are
used to train a classifier and all document summary pairs for which P(faithful) > 0.8
are removed.

• WebNLG from [30] is a collection of DBpedia triple sets. The task is to generate coherent
texts for RDF triples. The language is English and Russian.

• WikiAuto + Turk [42] and ASSET [1] are datasets that cover the task of sentence simplifi-
cation. Given a sentence from Wikipedia, the task is to generate a sentence in simplified
layman’s language. The language is English.

• Wikilingua from [46] is a large-scale multilingual dataset with article summary pairs
across 18 languages. Whenever present an article has parallel data for the same in
another language as well. This also allows the dataset to be used for cross-lingual
abstractive summarization and we use it for the same idea. Although present for 18

languages we focus on a cross-lingual setup from English, Spanish, Russian, Turkish,
and Vietnamese to English summaries.

4.3.2 Evaluation Criteria

To avoid succumbing to the pitfalls of single evaluation criteria benchmarks, we choose
a wide array of evaluation criteria to allow for a more nuanced understanding of models.
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The idea is to change "System X performs best" because we have a singular leaderboard to
"System X performs better on these metrics, not so well on these and comparable in those,"
so we understand the model in a broader fashion.

The evaluation criteria for the benchmark is as follows:

• ROUGE [54] is chosen to test for lexical similarity and is the standard evaluation cri-
terion for summarization tasks. Although it is shown in recent work that the metrics
performance and correlation to human judgments the number of references, it is shown
on a system level to still correlate well with human judgments. We use ROUGE 1/2/L
which measures the unigram, bigram and longest subsequence overlap.

• BLEU from [70] is used to measure lexical overlap as well; it is mostly used in Machine
translation.

• Meteor from [4] is used to measure lexical overlap as well. This differs from ROUGE
and BLEU in the sense that it tries to evaluate with the generalized concept of the world
instead of doing word-to-word lexical overlap like the other metrics. This essentially
helps in accepting and scoring a wider range of valid summaries.

• BERTscore from [113] is used to measure semantic equivalence. In this contextual em-
beddings are used to compute token similarities.

• BLEUrt from [90] is used to measure semantic equivalence. It is a learned metric that
models human judgment, and given a reference summary, the generated summary and
the source document it returns a score.

In [35], the authors talk about unifying statistical evaluation in NLP and how they cover a
variety of measures. They also argue that generation models trade off diversity for quality. To
measure diversity metrics, we measure the Shannon entropy [92] over unigrams and bigrams
H1,H2. We also measure the ratio of distinct n-grams over the total number of n-grams and
count the total number of unique n-grams. These measures capture how diverse the output
of the NLG model is.

4.3.3 Model Baseline and other details

To establish some model baselines, we run the benchmark over some standard multilingual
generation models found in the wild. These models include BART [51], T5 [80], mT5 [109],
mbart [58], PEGASUS [110]. We only show the best models for each respectively in table 4.4.

As mentioned earlier challenge sets are proposed for about 10 tasks out of the 11 in the
benchmark. These test sets are created by either manipulating the existing test set by chang-
ing a small attribute e.g. Numerical variation where the cardinal value in the documents
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is changed with random values. Also done by breaking down test sets into different com-
plexities For e.g. taking randomized samples of validation and training data. Also done by
compilation of new challenge sets. For e.g., we collect covid19-related keyword articles for
XSUM and MLSUM and release them as challenge sets.

4.4 Future of GEM and conclusion

In this chapter, We learned about the nature of benchmarks, a brief insight into why they
were created, and the growth they spurred in the field of NLP. We also saw the development
of the GEM benchmark. This multilingual natural language generation benchmark addressed
issues for previous benchmarks while ensuring it did not become obsolete by becoming a
"living" benchmark. The GEM benchmark also tries to offer more nuance into model abilities
by having a wide net of evaluation criteria.

Next, we learn about the development of the largest open-source, multilingual language
model called BLOOM.
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Dataset Task Description Language(s) Size Input Type

CommonGEN [53] Generate text for

all concepts

en 67k Concept Set

Czech Restaurant

[27]

Generate text

for given intent

and preferred

attributes

cs 5k Meaning Repre-

sentation

DART [66] Describe table

given in triples

en 82k Triple Set

E2E Clean [68],

[26]

Describe a restau-

rant given pre-

ferred attributes

cs 42k Meaning Repre-

sentation

MLSUM [88] Summarize News de/es 520k Article

Schema-Guided

Dialog [82]

Provide the sur-

face realization for

virtual assistant

en 165k Dialogue Act

ToTTo [71] Generate text for

highlighted cells

en 136k Highlighted table

XSUM [67] One line summary

of news

en 25k Article

WebNLG [30] Generate natural

text for Triple

en/ru 50k RDF Triple

WikiAuto+Turk

/ASSET [42] [1]

Text Simplification en 594k Sentence

Wikilingua [46] High quality sum-

mary of article

*ar/cs/de/en

es/fr/hi/id/it

ja/ko/nl/pt/ru

th/tr/vi/zh

550k Article

Table 4.3 Description of datasets in the GEM Benchmark
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Dataset Model
Metrics (Lexical Similarity and Semantic Equivalence)

METEOR ROUGE-1 ROUGE-2 ROUGE-L BLEU BERTScore BLEURT

CommonGen BART 0.301 63.5 32.5 55.1 27.5 0.943 -0.400

Czech Restaurant mT5-XL 0.229 52.1 31.3 47.3 17.0 0.905 –

DART T5 0.115 8.4 0.0 8.4 0.02 0.901 -0.091

E2E clean BART 0.373 73.6 48.5 57.8 43.5 0.948 0.190

MLSum (de) mT5-XL 0.102 12.6 3.7 10.5 5.3 0.832 –

MLSum (es) mT5-XL 0.247 33.1 15.0 27.2 11.9 0.849 –

Schema-Guided T5 0.331 58.2 36.8 52.6 33.4 0.874 0.009

ToTTo T5 0.363 70.1 48.3 60.1 42.2 0.914 0.179

XSum PEGASUS 0.216 46.5 23.2 38.1 17.0 0.918 -0.186

WebNLG (en) mBART 0.462 83.4 63.1 70.3 66.1 0.967 0.458

WebNLG (ru) mBART 0.613 34.8 13.4 33.0 47.0 0.888 –

Turk BART 0.556 90.3 86.1 89.9 88.3 0.967 0.358

ASSET BART 0.560 90.1 82.3 89.6 92.4 0.982 0.407

WikiLingua (es→en) mBART+ 0.196 40.7 16.9 34.1 14.3 0.858 -0.248

WikiLingua (ru→en) mBART+ 0.174 37.3 14.9 31.9 12.0 0.851 -0.303

WikiLingua (tr→en) mBART+ 0.204 43.7 20.8 37.9 17.5 0.866 -0.252

WikiLingua (vi→en) mBART+ 0.183 38.1 15.4 32.5 13.3 0.853 -0.284

Table 4.4 Best models respectively amongst the ones tested for each task in GEM.
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Chapter 5

Bloom: A large multilingual language model

Any sufficiently advanced technology is

indistinguishable from magic.

Arthur C. Clarke

Large language models have become a cornerstone of Natural language processing
in the last three years. The idea was slowly pioneered over the years. It started with the
idea of contextual embeddings in ELMO [75], and having a language modeling step before
task training [39]. Then the first relatively bigger language model was trained by OpenAI,
GPT [78], BERT, a pre-trained language model [22] furthered the cause, both the models
showing that models gain language abilities when trained over large data and then fine-
tuning them on target tasks helped improve their performance further. GPT-2[79] was the
first model to be trained in the billion parameter scale with the 1.5B parameter model, GPT-3
[11] was subsequently trained with a 175B parameter model, both the papers showed that
when trained on large bodies of data, these large language models gained the ability to tasks
directly without any additional training or fine-tuning.

Neural Scaling laws were first established and proven in [43]. The paper proved that
increasing compute (measured in PF-days i.e. Petaflop days), increasing dataset size, and
increasing parameters improved the model’s performance and suggested that the maximum
amount of performance is gained when all the parameters are increased in tandem. Chin-
chilla [38] investigated the optimal model size and amount of tokens under a given "compute"
budget, they find that scaling the model size should be done equally, and for better perfor-
mance, every doubling of parameters should be coupled with doubling of tokens that the
model is trained on. They cement this result by training a model called Chinchilla with 70B
parameters but similar performance to the GPT3-175B and other large language models. In
[107], the authors study the emergent abilities of language models. They define emergent
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Figure 5.1 Scaling Laws shown in [43]

ability as "An ability is emergent if it is not present in smaller models but is present in larger
models." and find several such tasks which aren’t solved by models with a smaller number
of parameters but are solvable by larger models beginning especially in the 70B parameters
and above range.

Most of these large language models are neither public nor multilingual (although training
with hundreds of billions of tokens does result in some multilingual performance). To ad-
dress these issues, we present the "BigScience Large Open-science Open-access Multilingual
Language Model" (BLOOM, BigScience Workshop, 2022[87]). The model is a 176-billion-
parameter large language model trained on 59 languages (46 languages, 13 programming)
and was developed as a part of the BigScience workshop. The compute for training the
model was provided by a French public grant and involved giving access to the IDRIS Jean
Zay supercomputer.

The scale of this work was global and collaborative, with 900 individuals contributing and
350 authors to the paper. I was a part of the 35 core contributors working on the evaluation of
the trained models. I have contributed to the experimental design of evaluating the BLOOM
models, the choice of datasets, the nature of the evaluation (in-context learning), and the
choice of evaluation metrics. Also contributing to the selection of models to compare the
BLOOM model to and running evaluations on almost all models except the BLOOM 175B.
I also contributed to writing prompts for the datasets and integrating the lm-evaluation-
harness repository, a repository made for easy few-shot evaluation of language models, and
the prompt source repository, a repository made for the development of prompts for various
tasks.
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Figure 5.2 ROOTS dataset

5.1 Training dataset

BLOOM was trained on the ROOTS corpus [48], a collection of HuggingFace datasets and,
as mentioned earlier, comprises 59 languages, which is made up of 46 natural languages and
13 programming languages. A broad view can be seen in the treemap in fig: 5.2. The code
dataset was collected through BigQuery 1.

Deduplication is done by removing datasets with a limited amount of natural language
and small datasets for high-resource languages. Documents with high repetition of words
and characters, highly filled with special characters, are removed. Also, documents with
flagged words are removed. Personally identifiable information is removed, and details like
phone numbers, credit card numbers, email addresses, social media handles, and IP ad-
dresses are replaced with rule-based approaches with regular expressions.

To study the 46 languages inside the ROOTS corpus, we need to understand that they come
from 3 macro areas and nine families of languages. These families include Dravidian, Aus-
tronesian, Basque, Indo-European, Mande, Austro-Asiatic, Niger-Congo, Sino-Tibetan, and
Afro-Asiatic. English is the dataset’s most prominent language, after which comes Chinese,
French, Spanish, and Portuguese. The size of the corpus, when compared to other corpora,
can be seen in Fig 5.3. C++, Java, and PHP account for more than half of all coding-related
data in the corpus.

While we will look at BLOOMZ in detail later in this chapter, to prepare a dataset to train
the BLOOMZ model, a large-scale hackathon was done by contributors to write prompts for

1https://cloud.google.com/blog/topics/public-datasets/github-on-bigquery-analyze-all-the-open-source-
code
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Figure 5.3 ROOTS dataset size when compared to other recent large datasets

about 180 datasets. This public pool of prompts was used to train the BLOOM model with
multilingual zero-shot possibilities, and we call this bigger model BLOOMZ.

5.2 Experimental Setup

5.2.1 Model Architecture

In the work of [104], they explore which language model architecture and pretraining
objectives work best for Zero-shot generalization. They do a variety of experiments, as seen
in fig 5.4. The parameters that are ablated are pretraining objective, adaptation, i.e., how well
a model on one architecture can be retrained for new ones, fine-tuning impact, i.e., how well
a model adapt to newer tasks, domains, or multilingual capabilities, and finally, evaluating
with some end tasks to validate these ideas. The experiment methodology is shown in Fig
5.4. The findings from their paper are summarized as follows:

1. Multitask fine-tuning helps zero-shot generalization a lot.

2. Decoder-only models, when trained with full language modeling objectives, are better
than others after self-supervised pretraining.

40



Figure 5.4 Ablation experiments for determining architecture in [104]

3. Encoder-decoder models are better after multitasking and fine-tuning.

As we saw earlier in the case of the Chinchilla model [38], The authors mention that
increasing compute, amount of tokens, and parameters of the model can improve the per-
formance of a model. One of the questions ultimately that is natural to ask when you have
a lot of compute is, "What kind of language model can I train in this much compute?". In
[49], they explore precisely this question. The findings from their paper are summarized as
follows:

1. High-quality sources improve zero-shot generalization. This fact also suggests that
curating your pretraining data to include high-quality data is a good idea. It should be
as diverse and cover as many domains as possible.

2. ALiBi [77] PEs (Positional embeddings) perform better than others.

3. Layer normalization degrades zero-shot generalization.

The results from [104] and [49] ultimately influence the BLOOM architecture. Most of these
experiments were done on the same eval set as T0[86] and Eleuther LM-Eval Harness[29]. A
mixture of experts [93] are not considered because their effectiveness at scale was not proven.

The original transformer model is an encoder-decoder model. Since then, various trans-
former architectures have been tried. BERT [22] is an encoder-only model. T5 [80] is an
encoder-decoder model trained to generate sequences. GPT-2 [79], GPT-3 [11] and the origi-
nal GPT[78] are all decoder only models and have shown at the 100B+ scale that they outper-
form everything. Although T5 showed that the encoder-decoder worked better than most,
results have yet to be established at the 100B+ scale. Coupled with results from [104], which
showed that causal decoder models perform well soon after pretraining, we chose a decoder
model as our architecture.
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Figure 5.5 The BLOOM architecture

For positional embeddings, we choose ALiBi [77] positional embeddings, which have
shown that not only do they extrapolate to longer sequence lengths they also perform pretty
well at the original sequence length when compared to the original positional embedding in
[99] and a newer type of work in embeddings called the rotary embeddings [98].

We added an additional layer norm for the embedding layer, which we found helped in
training stability. At a scale of 100B+, even marginal improvements in training abilities are
welcome. We settle for a 250k-sized vocabulary. We ultimately decided on the size 250680

for GPU parallelism and other reasons. The tokenizer is learned using byte pair encoding for
standard reasons and also because it maximizes vocabulary sharing between languages.

5.2.2 Model Training

As we spoke earlier, the hardware for training the model was given to us in the form of
Jean Zay a French supercomputer. BLOOM was trained on about 48 nodes of 8 Nvidia A100

80GB GPUs each, in total about 1 million hours in A100 compute. BLOOM took about three
and a half months to train. 4 nodes were maintained in reserve in case a few faulty nodes
went under.

The Framework for training Large Language models is possible through Megatron-Deepspeed
[96]. The basic idea can be seen in Fig: 5.6. It consists of using the repository created for
training MegatronLM by Nvidia [95] and a framework that helps for distributing loads over
GPUs through different parallelism components and has the ZeRO Optimizer. This allows us
essentially to achieve something called 3D parallelism.
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Figure 5.6 Using 3D parallelism for training BLOOM

3D parallelism is:

• Data parallelism - In this, the model is replicated multiple times and it’s kept on a
different device and fed different parts of the data, the models are synced at the end of
training steps.

• Tensor parallelism - Also called as intra-layer parallelism, we partition individual layers
of the model and put them across multiple GPUs.

• Pipeline parallelism - Also called as vertical parallelism, We split up layers in the model
on multiple devices.

We were ultimately able to achieve 156 TeraFlops (TFLOPS) on our fastest configuration.
6 Different sizes of the model are trained as seen in table 5.1.

5.2.3 BLOOMZ

Recent work like T0 [86], and FLAN [106] has shown the advantages of fine-tuning lan-
guage models to grant them additional capabilities. This is done because the language model
is explicitly trained with a supervised dataset in a multitask fashion. The training involves
training on multiple tasks at once. These tasks are specified in the form of prompts.

Why do prompts matter? In [11], it was shown that large language models possess out-
of-the-box capabilities to do some tasks. While earlier pre-trained language models were
elaborately trained on the target task data, they found that when given a document and at
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the end appending "tl;dr" or "please summarize this document," the model then generates a
summary. The appending sentence is known as a prompt, and this act is called prompting
the model. When one feeds the model a single document/input and asks for an answer, it
is known as zero-shot prompting, while multiple documents with some examples can also
be given to achieve few-shot prompting. All of this happens within the input context size of
the model and does not require gradient training. This nature of large language models and
their ability to process tasks and the ability to be prompted is known as "In-Context learning"
in popular parlance.

In [86], the authors set out to find if there are any other ways of repurposing or equipping
the model with better zero-shot capabilities in the form of prompt processing. They find that
multitasking fine-tuning works very well. As mentioned in the training dataset section, five
prompts for 170 datasets were collected. All of these are used to fine-tune BLOOM to give
rise to BLOOMZ [64]. The models are fine-tuned for 13 billion tokens.

5.3 Evaluation

Due to the recent rise of large language model capabilities, the primary way of testing these
models has shifted from fine-tuning to "In-context learning" based evaluation. Therefore we
evaluate BLOOM on 0 shot and few shot contexts.

We evaluate the BLOOM model on superGLUE, machine translation, and summarization
in zero-shot and one-shot results. We also measure it with the BLOOMZ model, i.e., af-
ter multitask fine-tuning. For an example of what kind of prompts are used for machine
translation, refer to table 5.2.

The models we compare with the following baseline models wherever appropriate:

• mGPT [94] is a model with a GPT-style architecture, and it is trained in more than 50

languages.

• GPT-NEO [10], [103] is a set of GPT style models trained by eleuther ai.

• T0 [86] is a multitask finetuned model trained with the architecture of T5 [80] with
prompted datasets

• OPT [112] is a large language model trained on a bunch of datasets and has parameters
as high as 175B

• XGLM [55] is a model with GPT-style architecture trained in about 100 languages.

• M2M [28] a multilingual model which was exclusively trained to translate between
languages, it was about 100 languages.

• Codex [16] a GPT style architecture model trained on code.
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All datasets had about five prompts written for them, and all evaluations is run over all
the prompts. The choice of using 5 prompts is to study prompt variance and ensure that we
do not prompt engineer too much and show the results of the model grounded in reality. We
report the average of the five prompts whenever it is a final number.

SuperGLUE We test on a subset of this benchmark using the tasks Ax-b, Ax-g, Boolq,
CB (the Commitment bank), RTE, Wic, WSC. These are English-only tasks but are standard
datasets to evaluate large language models.

Machine Translation We evaluate on WMT14 en ↔ fr and en ↔ hi and Diabla [6] as well.
We evaluate using SacreBleu as an implementation of BLEU. While previously task-specific
architectures were evaluated by beam search, we use greedy decoding to generate from the
model.

Summarization We evaluate Wikilingua from the gem benchmark. We focus on 1-shot re-
sults because initial studies showed that 0-shot results for this task were not great. To test for
BLOOM’s multilingual ability, we exclusively test "language ↔ language pairs". We choose
nine languages for this ar (Arabic), en (English), es (Spanish), fr (French), hi (Hindi), id (In-
donesian), pt (Portuguese), vi (Vietnamese), zh (Chinese). Evaluating multilingual summa-
rization is extremely difficult because of non-standard evaluation practices. While we report
rouge scores, we use the sentence piece tokenizer instead. We use the exact decoding and
generation process as machine translation.

The performance on SuperGLUE is shown in Fig 5.7. We see that T0 is consistently better
than most of the other models, and we attribute this to its being good at prompt evalua-
tion since it’s trained explicitly on multitask prompt-tuned datasets. The multiple circles in
each model show the different prompts. Some prompts show much better performance than
others, as the chart shows. As models go from 0-shot performance to 1-shot performance,
something to observe is that prompt variance comes down, and the performance on the task
is more uniform despite prompt variance. When additional model ablations are done over
BLOOM and OPT models, we show that both families of large language models improve
slightly with scale.

The performance on machine translation is shown in Fig 5.3. As mentioned earlier, the
example prompts for the machine translation task are shown in Fig 5.2. There is a massive
leap from 0 shot to 1 shot, as we find that in 0 shot, the model has usual generation issues
like repeatability and inability to generate coherently. Most of these issues are alleviated
in 1-shot, and with the right prompt, it performs comparatively but lags behind dedicated,
supervised models like M2M(e.g., 43.8 BLEU when going from English to French). The two
major problems observed in this case are the inability to produce the correct language and
overgeneration. The former problem could perhaps be resolved by clever prompt techniques
which flag the language to the model and steer it in the proper direction.
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Figure 5.7 Performance of models on SuperGLUE. Left to right the models are mGPT-1.3B,

GPT-J-6B, T0-11B, OPT-175B, BLOOM-176B

The performance on summarization is consistently better than that of OPT. It is because
of the multilingual training of BLOOM, which also increases with parameter count. The
continual growth of performance in multilingual languages also suggests that there is more
performance that can be gained from training even bigger models. The performance on code
generation is not substantially better than codex models even though coding data is 11%
of the entire training corpus of BLOOM. We also see no improvement in code generation
even after multitask fine-tuning, which might be because no tasks specifically handle code
generation in the dataset.

5.4 Conclusion

In this chapter, We saw the development of BLOOM, the largest multilingual model, and
study it through a lens of data collection, training, and evaluation and understand how large
language models are evaluated today. While there are a variety of improvements that can be
made to get the best out of the model, large language models are much better equipped to
learn/fine-tune because of in-context learning.
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Hyperparameter (↓) BLOOM-560M BLOOM-1.1B BLOOM-1.7B BLOOM-3B BLOOM-7.1B BLOOM

Architecture hyperparameters

Parameters 559M 1,065M 1,722M 3,003M 7,069M 176,247M

Precision float16 bfloat16

Layers 24 24 24 30 30 70

Hidden dim. 1024 1536 2048 2560 4096 14336

Attention heads 16 16 16 32 32 112

Vocab size 250,680 250,680

Sequence length 2048 2048

Activation GELU GELU

Position emb. Alibi Alibi

Tied emb. True True

Pretraining hyperparameters

Global Batch Size 256 256 512 512 512 2048

Learning rate 3.0e-4 2.5e-4 2e-4 1.6e-4 1.2e-4 6e-5

Total tokens 341B 366B

Warmup tokens 375M 375M

Decay tokens 410B 410B

Decay style cosine cosine

Min. learning rate 1e-5 6e-6

Adam (β1,β2) (0.9, 0.95) (0.9, 0.95)

Weight decay 1e-1 1e-1

Gradient clipping 1.0 1.0

Multitask finetuning hyperparameters

Global Batch Size 1024 1024 2048 2048 2048 2048

Learning rate 2.0e-5 2.0e-5 2.0e-5 2.0e-5 2.0e-5 2.0e-5

Total tokens 13B 13B

Warmup tokens 0 0

Decay style constant constant

Weight decay 1e-4 1e-4

Table 5.1 BLOOM & BLOOMZ Training Hyperparameters.
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Prompt name Prompt Target

a_good_translation-

source+target

Given the following source

text: [source sentence], a

good L2 translation is

[target sentence]

gpt3-target What is the L2 translation

of the sentence: [source sen-

tence]?

[target sentence]

version-target if the original version says

[source sentence]; then the

L2 version should say:

[target sentence]

xglm-source+target L1: [source sentence] = L2: [target sentence]

Table 5.2 MT prompts examples

Prompt en → fr fr → en en → hi hi → en

Shots 0 1 0 1 0 1 0 1

a_good_translation-source+target 15.38 36.39 14.15 36.56 1.90 14.49 10.19 24.60

gpt3-target 7.90 32.55 12.73 33.14 0.26 6.51 0.66 9.98

version-target 21.96 34.22 26.79 35.42 1.96 13.95 11.48 25.80

xglm-source+target 14.91 27.83 15.52 34.51 6.80 13.62 12.05 25.04

Table 5.3 WMT’14 zero- and one-shot results (BLEU) for BLOOM-176B. The prompts used

are described in Table 5.2.
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Chapter 6

Conclusion

In this thesis, We study the evaluation of large and pre-trained language models through
multiple lenses.

First, learning about the task of summarization and task-specific architectures, which led
to initial development, and how pre-trained language models helped improve performance.
We choose long-form summarization in the scientific domain to study the generalization
abilities and domain adaptation of pre-trained language models. BERT models can be en-
hanced through methods like intermediate finetuning on the target task with the help of
high-resource datasets, which can help it perform better on low-resource datasets and cross-
domain tasks. While they aren’t perfect, we also see that they provide immediate improve-
ments over task-specific architectures and can even be data efficient when it comes to low-
resource data in the target domain. Understanding that a pre-trained language model like
BERT is not the final step and further task performance would need better language under-
standing abilities and evaluation criteria, we move to further work on evaluation and training
better models.

We then look at the initial development of NLP benchmarks and understand their original
motivations. Recognizing that natural language understanding benchmarks are lacking in
nature and do not holistically assess current models, which are much more capable and also
have generation capabilities, we study the current state of the art in the generation bench-
marks and see what choices have to be made and nuances that have to be considered and
kept in mind while designing these. While important, we know that leaderboard benchmarks
lack nuance in model capabilities and hence develop a more nuanced dataset with broader
evaluation criteria to understand models better.

We finally look at BLOOM, a large language model of 176 billion parameters trained on
over 40 languages. Data collection is one of the more critical steps in large language models.
We first understand the data collection process for 49 languages and how it was sourced.
We then look into how most Large language models are trained today and understand the
training setup specific to BLOOM. Then we see that most evaluation today happens through
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in-context learning, and our earlier methods of intermediate finetuning are now achieved in
context with the help of few-shot learning. The evaluation of this model, while broad, still has
nuances that can be explored. We also learn that while in-context learning makes learning
much more data-efficient, We also learn that at the same time, prompt variance impacts the
quality of models a lot, and that has to be kept in mind when writing prompts for languages,
and hence the prompt design must be carefully done to get the best out of large language
models.

6.1 Future Work

While it was possible to evaluate BLOOM because the model is open source, most newer
models like GPT-3 [11], GPT-4 [69] and PALM-2 [2] can only be evaluated through APIs.
While doing the internal calculation, we find that evaluating GPT-4 on Superglue costs about
5000$, which also hints towards evaluation becoming costlier; this means that there is a dire
need for evaluation benchmarks that cover the same surface area as earlier benchmarks but
with a fraction of the data points since model finetuning through in-context learning has also
made evaluation sample efficient. Most of these benchmarks were developed in an era when
task-specific architectures were trained in traditional machine learning methods of having
training, development, and test sets which required large high-quality datasets for models to
work well, which are no longer true today.

At the same time, while evaluation benchmarks move forward, there is a lot we do not
understand about large language models and their capabilities and the best way to bring
these out. A lot of research is needed toward better prompt design or removing it altogether
by automating the search for better prompts.

In closing, I hope reading this thesis has given you some insight into the world of eval-
uating language models and the various nuances to keep in mind. We have a long way to
go.
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