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Abstract

The conformational dynamics of proteins is essential for biological functions. The characteriza-

tion of binding-induced changes in protein conformational dynamics is of paramount importance to

understand the fundamental processes of life. Molecular modelling and molecular dynamics simula-

tions have emerged as useful computational tools to probe atomistic details of molecular recognition

and binding-induced dynamical responses of proteins. The interactions of proteins with DNA and small

drug molecules play crucial roles in regulating various cellular processes. The present thesis reports

results of investigation of the functional roles of protein conformational dynamics in the following two

important biological systems: (a) a DNA repair protein complexed with a mistmatched DNA and (b) an

inhibitor drug-bound human c-Src kinase. In the former system, our primary objective is to understand

the molecular mechanism of how a specific DNA repair protein (RAD4/XPC) binds to a damaged DNA,

recognizes lesions and repair them efficiently using molecular dynamics and enhanced sampling sim-

ulations. In the latter system, we have investigated drug-induced conformational transitions in human

c-Src kinase to understand its activation mechanism using molecular dynamics simulations and nudged

elastic band method.

DNA damage caused by ultraviolet (UV) radiation can lead to a range of genetic skin conditions

and cancers. The protein Rad4/XPC recognizes and repairs these types of DNA damage with high ac-

curacy to safeguard the integrity of the genome. However, the precise mechanism of how Rad4/XPC

recognizes DNA damage in the crowded cellular milieu is not yet fully understood. The first part of this

thesis investigates the mechanism, energetics, dynamics, and molecular basis of Rad4/XPC’s recogni-

tion with base pair mismatched DNA lesions. In particular, the mechanism of association of RAD4

with the mismatched DNA is investigated using molecular dynamics and umbrella sampling simula-

tions. The Rad4-DNA association free energy surfaces are determined for three Rad4-DNA complexes

(CCC/CCC, TTT/TTT, and TAT/TAT) and the sequence-dependent specificity of Rad4 for mismatched

DNA is explored. The results reveal that Rad4 exhibits higher specificity for CCC/CCC mismatched

DNA compared to the other two mismatches. The key molecular interactions contributing to Rad4-

DNA association and specificity are characterized.

Protein kinases act as biological switches that toggle between ON (active) and OFF (inactive) states

in response to specific cellular signals to regulate various cellular processes including growth, cell pro-

liferation and differentiation. Since protein kinases are implicated in tumorigenesis and malignant cell

proliferation, they have become favourable targets for cancer therapy. The second part of the thesis

focuses on drug-induced conformational transition of c-Src kinase between active (drug-bound) and in-

active (drug-free) states using the minimum energy path analysis and molecular dynamics simulation.

The crucial role of hydration of the binding pocket in the association/dissociation of drug from the ki-

nase is explored. The coupling between the entry and exit of the drug, influx of water molecules into
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the binding pocket and critical interactions of key kinase residues near the binding pocket appears to

influence the conformational transition between the active and inactive states of the kinase. We believe

that the molecular mechanisms elucidated will be useful for rational design of novel therapeutics against

cancer and other kinase-related diseases.
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Chapter 1

Introduction

Contents
1.1 DNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Protein Kinases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Structure of Src family Kinases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Structural features of the Catalytic Kinase domain of SFKs . . . . . . . . . . . . 9

1.5 Kinase Inhibitors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.6 Research Focus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Proteins and nucleic acids are important biomacromolecules that play crucial roles in the structure

and function of cells. Deoxyribonucleic acid (DNA) is a chain molecule that carries the genetic infor-

mation needed for making all the proteins and other molecules that are necessary to drive the cellular

machinery. Proteins, on the other hand, are large complex molecules that are involved in virtually all

aspects of cellular function, from providing structural support to catalyzing chemical reactions. DNA

and proteins interact with each other to give life to cells. Understanding how some of the processes sur-

rounding DNA and proteins occur in biological cells is therefore important for diseases such as cancer.

Proteins are dynamical systems. They exhibit a wide spectrum of dynamics such as fast bond vibra-

tions, side chain motions, loop motions and large domain motions [1–4]. It is important to examine the

functional role of fast and slow dynamics of proteins in order to understand how the biological cellular

processes are governed by these motions.

The rugged potential energy surface (PES) of proteins consists of multiple energy basins of differing

depths and widths separated by barriers of differing heights. The energy basins on PES represent stable

configurations of proteins and the energy maxima correspond to unstable (or transition state) protein

configurations. The conformational dynamics of proteins can be thought of as transitions between dif-

ferent energy basins via a network of metastable intermediate states. Upon binding to drug molecules or

other molecules such as DNA, the protein’s PES is altered and consequently the nature of its conforma-

tional transitions also changes. Given higher energy barriers on PES, the computational characterisation
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of protein conformational transitions is nontrivial and challenging. The conventional molecular dynam-

ics simulations of limited duration fail to capture the entirety of slow protein conformational transitions

due to inadequate sampling of the phase space of the system. In such MD simulations, the system

tends to be stuck in a stable energy well and the timescales of traditional molecular dynamics tech-

niques deem insufficient to capture barrier crossing events. Enhanced sampling methods like umbrella

sampling, metadynamics and path finding techniques like minimum energy path analysis are therefore

needed to study binding-induced conformational dynamics of protein and protein-DNA complexes.

In this thesis, we are interested in studying such binding-induced conformational transitions in ki-

nases and protein-DNA systems using minimum energy path analysis and enhanced sampling methods.

The two systems of interest are : (a) RAD4/XPC DNA damage sensing protein binding with DNA, and

(b) Type-1 drug (Bosutinib)-bound c-Src kinase. In the following sections, we briefly introduce these

two model systems and discuss some structural features of the molecular components of these model

systems.

1.1 DNA

Deoxyribonucleic acid (DNA) is a long molecule that contains the genetic instructions used in the de-

velopment and functioning of all known living organisms and many viruses. DNA is a double-stranded

molecule that is organized into segments called genes, which are made up of long sequences of four

chemical bases: adenine (A), guanine (G), cytosine (C), and thymine (T) (see Figure 1.1). These bases

are paired together in specific ways, with A always bonding with T and C always bonding with G, to

form the ”rungs” of the DNA ladder. This specific sequence of bases in a DNA molecule carries the

genetic information that determines the traits and characteristics of an organism [5–7].

The DNA molecule is incredibly stable, but it can also be replicated, or copied, accurately to produce

new DNA molecules. This process is essential for the reproduction of cells and for the transmission of

genetic information from one generation to the next [8–10]. In addition to its role in carrying genetic

information, DNA also plays a crucial role in the functioning of cells. It is involved in the regulation

of gene expression, which determines which genes are turned on or off in a particular cell. This helps

to control the development and specialization of cells, ensuring that they can perform their specific

functions in the body [11]. Overall, DNA is an essential component of life, and our understanding of its

structure and function has advanced significantly over the past few decades. This has led to important

medical and technological advances, including the development of genetic engineering and personalized

medicine [12].

DNA damage refers to any type of change or mutation that occurs in the DNA sequence of a cell. This

can happen due to a variety of reasons, including exposure to certain chemicals, radiation, or even as a

2



Figure 1.1: Chemical structure of DNA. Hydrogen bonds between DNA base pairs are shown with
dotted lines.
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result of normal cellular processes. When DNA is damaged, it can lead to various problems, including

mutations, cell death, and even cancer.

There are many different types of DNA damage, including single-strand and double-strand breaks,

cross-linking of DNA strands, and modifications to the sugar-phosphate backbone of DNA. These dam-

ages can be caused by a wide range of factors, including ultraviolet (UV) radiation from the sun, chemi-

cal carcinogens, and even normal cellular processes such as replication and repair [13–16]. Single-strand

breaks occur when one of the strands of the double-helix structure of DNA is broken. These types of

lesions are relatively common and can be caused by a variety of factors, including exposure to UV ra-

diation, certain chemicals, and even normal cellular processes. Double-strand breaks are more severe,

as they involve the breaking of both strands of the DNA double-helix [15, 16]. These types of lesions

are more difficult to repair, and if left unrepaired, they can lead to mutations, cell death, and even can-

cer. Cross-linking of DNA strands occurs when two DNA strands become physically linked together.

This can happen when certain chemicals, such as formaldehyde, react with DNA, causing the strands

to become cross-linked. This can interfere with the normal function of DNA, including replication and

transcription. Modifications to the sugar-phosphate backbone of DNA can also cause lesions. These

modifications can include the addition of methyl groups to the sugar molecules, which can interfere

with the normal function of DNA.

DNA base pair mismatch damage occurs when there is a mismatch between the nucleotide bases that

make up the DNA double helix. This can happen during DNA replication, when the DNA polymerase

enzyme is copying the genetic information from one strand of DNA to another. If the enzyme encoun-

ters a base that does not match its complementary base on the template strand, it can insert the wrong

nucleotide, resulting in a mismatch [17, 18]. Mismatches in the DNA sequence can have serious conse-

quences for the cell, as they can cause problems with the proper functioning of proteins. For example,

a single base pair mismatch can lead to the creation of a protein with an altered amino acid sequence,

which can affect its structure and function. In some cases, this can lead to the development of diseases

such as cancer. To repair base pair mismatch damage, the cell has a number of mechanisms in place.

One such mechanism is called mismatch repair, which involves specialized enzymes that recognize and

remove the incorrect nucleotide from the DNA strand. The DNA polymerase enzyme can then correctly

insert the correct nucleotide in its place. The base pair mismatch damage is a potential problem for cells,

as it can lead to genetic mutations and other problems.

Each type of DNA lesion can have different effects on the cell and it is important for the body to

have mechanisms in place to repair DNA damage in order to maintain the integrity of the genome. DNA

lesions in human cells are repaired by a number of mechanisms, depending on the type and severity of

the damage. Some of the main mechanisms for repairing DNA lesions in human cells include:

4



Figure 1.2: A representative image showing few types of DNA damages commonly occuring in human
cells.
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1. Base excision repair: This is a mechanism that is used to repair small, non-helix-distorting le-

sions in DNA. It involves the removal of the damaged nucleotide by a specific enzyme called a

DNA glycosylase, followed by the insertion of a new, correct nucleotide in its place [19].

2. Nucleotide excision repair: This mechanism is used to repair larger lesions in DNA that are

more helix-distorting. It involves the removal of a larger segment of DNA, including the damaged

nucleotide, by a specific enzyme complex. This is followed by the synthesis of a new, undamaged

strand of DNA using the intact strand as a template [20].

3. Mismatch repair: This mechanism is used to repair mismatches in the DNA sequence that oc-

cur during DNA replication. It involves the recognition of the mismatch by specific enzymes,

followed by the removal of the incorrect nucleotide and the insertion of the correct one [17, 18].

4. Double-strand break repair: This mechanism is used to repair double-strand breaks in DNA.

There are two main pathways for repairing double-strand breaks: homologous recombination

and non-homologous end joining. In homologous recombination, the broken DNA strands are

repaired using a homologous (identical) template. In non-homologous end joining, the broken

ends are directly joined together without the use of a template [21].

These mechanisms help to maintain the integrity of the genome and prevent mutations and other

harmful diseases.

1.2 Protein Kinases

Protein kinases are a family of enzymes that transfer the γ-phosphate group from adenosine triphos-

phate (ATP) to a protein (specifically to the hydroxyl group of serine, threonine or tyrosine residues of a

protein), thereby modifying the protein’s function. This process, known as phosphorylation (Figure 1.3),

is a critical regulatory mechanism in cells and is involved in many cellular processes, including signal

transduction, metabolism, and the cell cycle. Owing to their ability to phosphorylate, protein kinases are

also called molecular switches since they act like switches, turning proteins on (also known as activated

or upregulated state) or off (also known as deactivated or downregulated state) depending on the needs

of the cell [22–24].

Protein kinases are divided into two main classes: serine/threonine kinases and tyrosine kinases.

Serine/threonine kinases phosphorylate proteins on the amino acids serine and threonine, while tyrosine

kinases phosphorylate proteins on the amino acid tyrosine. Serine/threonine kinases typically consist of

two subunits: a catalytic subunit that carries out the phosphorylation reaction, and a regulatory subunit

that helps control the activity of the enzyme. There are many different serine/threonine kinases, and they

are typically grouped into different families based on their structure and function. Some examples of
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Figure 1.3: The phosphotransfer reaction catalyzed by a protein kinase.

serine/threonine kinase families include the AGC kinase family, the CMGC kinase family, the CAMK

kinase family, and the STE kinase family. Each of these families has its own unique set of members,

and each member plays a specific role in the cell [25–27].

Tyrosine kinases play a key role in signaling pathways that control a variety of cellular processes.

For example, when a growth factor binds to a receptor on the surface of a cell, it activates the recep-

tor’s tyrosine kinase activity. This leads to the phosphorylation of specific tyrosine residues on the

receptor, which in turn triggers a cascade of downstream signaling events that ultimately result in the

cell responding to the growth factor. Tyrosine kinases are also involved in the development of cancer.

Many oncogenes, which are genes that can promote cancer, encode for tyrosine kinases. When these

oncogenes are activated, they can cause excessive tyrosine kinase activity and lead to the uncontrolled

growth and proliferation of cancer cells. As a result, tyrosine kinases are the target of many cancer drugs

[28–30].

Non-receptor tyrosine kinases are a subtype of tyrosine kinases that do not function as part of a

receptor on the cell surface. Instead, they are found inside the cell, where they phosphorylate tyrosine

residues on other proteins to regulate their activity. Unlike receptor tyrosine kinases, which are activated

by signaling molecules that bind to the receptor on the cell surface, non-receptor tyrosine kinases are

typically activated by other cellular events such as mechanical stress or DNA damage. For example,

when cells are stretched or subjected to mechanical stress, non-receptor tyrosine kinases are activated

and phosphorylate specific proteins to regulate the cell’s response to the stress.

Non-receptor tyrosine kinases are also involved in the development of cancer. Many oncogenes,

which are genes that can promote cancer, encode for non-receptor tyrosine kinases. When these onco-

genes are activated, they can cause excessive tyrosine kinase activity and lead to the uncontrolled growth

7



and proliferation of cancer cells. As a result, non-receptor tyrosine kinases are the target of many cancer

drugs as well.

The Src family of non-receptor tyrosine kinases includes several closely related proteins including

Src, Yes, Fyn, Lyn, Lck, Blk, Hck, Fgr, and Yrk. These proteins share similar structures, functions and

regulatory mechanisms. The numerous signal transduction pathways and biological processes depend

on these kinases. In addition to signaling downstream DNA synthesis, MAPK activation, cytoskeletal

rearrangements, and cell movement, the members interact with a wide variety of transmembrane recep-

tors. Tyrosine residues are phosphorylated in order to control the activity of these kinases. Tyr416 is a

regulatory site whose phosphorylation is linked to an increase (upregulation) in kinase activity [31–33].

Another site is Tyr527, whose phosphorylation will suppress (downregulate) the kinase activity [34, 35].

1.3 Structure of Src family Kinases

All of the 9 member proteins of the Src family (Src, Yes, Fyn, Lyn, Hck, Lck, Blk, Fgr, and Yrk)

share a similar overall structure, which includes the myristoylated N-terminus domain, SH4 domain,

Unique domain, SH3, SH2, linker domain a central kinase domain (also known as SH1 domain), and a

C-terminal tail that is involved in protein-protein interactions [36–41].

The myristoylation of the N-terminus refers to the attachment of a myristoyl group, a type of fatty

acid, to a specific amino acid at the N-terminus of the protein. This post-translational modification is

important for the proper localization and function of Src family kinases within cells. It is located at the

beginning of the protein and is composed of a specific sequence of amino acids. Myristoylation helps

anchor the protein to the membrane, allowing it to interact with other proteins and perform its functions

within the cell.

Src homology 2 (SH2) domain is composed of about 100 amino acid residues. It’s role is to bind

to phosphorylated tyrosine residues on other proteins, which allows SFKs to interact with and regulate

various signaling pathways in response to various stimuli. This leads to a variety of cellular responses,

including cell growth, survival, and migration. Similar to SH2, the SH3 domain is composed of about

60 amino acid residues and binds to proline-rich regions on other proteins, thereby playing critical role

in regulating various signaling pathways [42, 43].

The linker domain connects SH3 and SH2 domains. It is composed of a variable number of amino

acid residues, and its structure and composition can vary depending on the specific SFK. In addition to

its role in regulating SFK activity, the linker domain is important for the localization of SFKs within the

cell. It has been shown to interact with various proteins and organelles, including the plasma membrane,

the cytoskeleton, and the nucleus. This allows SFKs to be properly positioned within the cell to carry

out their various functions.
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Figure 1.4: A representative diagram showing various structure domains of the Src family Kinases.

The C-terminal tail is located at the end of the SFK. It is composed of a variable number of amino acid

residues, and its structure and composition can vary depending on the specific SFK. The C-terminal tail

is also responsible for the localization of SFKs within the cell. It also interacts with other proteins inside

the cell and makes sure the SFK is properly positioned within the cell to carry out various functions [44].

The central kinase domain performs the catalytic activity of the SFK. It is composed of about 250

amino acid residues, and is responsible for the ability of SFKs to phosphorylate tyrosine residues on

other proteins. It contains the active site of the SFK, where the phosphorylation of tyrosine residues

takes place. Mutations in the central kinase domain can affect the activity of SFKs and lead to impaired

function. It also contains several regulatory sites, including the ATP binding site and the substrate

binding site, which allow SFKs to be activated and inhibited in response to various stimuli. We will talk

in detail about the kinase domain in the next section.

A schematic representation of the Kinase domain sequence is shown in Figure 1.4. The residue

numbering of kinase domains in c-Src kinase is shown in Table 1.1. Crystal structures of the active and

inactive forms of c-Src kinase have been shown in Figure 1.5.

Table 1.1: The residue numbering of the domains in c-Src kinase.

Region SH3 SH2 linker N lobe C lobe C-terminus
Residue no. 84− 153 154− 245 246− 259 260− 341 342− 521 522− 533

1.4 Structural features of the Catalytic Kinase domain of SFKs

The central kinase domain is the most important domain of SFKs. This is responsible for the ki-

nase’s enzymatic activity and consists of various regulatory sites, allowing SFKs to be upregulated or
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(a) (b)

Figure 1.5: Crystal structure of (a) active and (b) inactive form of c-Src kinase along with important
domains. Figure adapted from [45].

downregulated in response to various stimuli. The various important structural features of this domain

are listed below:

1. N-lobe: The N-Lobe is the larger lobe in the catalytic kinase domain. It typically consists of a

five-stranded beta-sheet, coupled to a C-helix. It also contains two highly conserved sequence

motifs within the Beta-sheet strands, namely, the glycine rich loop and P-loop. Due to the high

flexibility of γ-phosphate of ATP, the glycine-rich loop is important to keep the γ-phosphate of

ATP in the right position for catalysis.

2. C-lobe: C-lobe is the smaller lobe and contains 5 helices (D, E, F, G and H) and one beta-sheet.

This helical subdomain is extremely stable and forms the main core of the kinase. The C-lobe

also contains the binding site for protein substrates for kinase enzymatic activity. D, E, F, and H

helices are well-shielded and buried deep inside the C-lobe. The G-helix is more solvent exposed.

The beta-sheet in C-lobe contains the catalytic domains needed for kinase enzymatic activity.

3. Activation loop: Activation loop is part of the kinase’s catalytic domain. The activation loop

helps to position the substrate in the active site and bring the enzyme’s catalytic residues into

close proximity, facilitating the transfer of the phosphate group.

4. DFG Motif: Aspartate (D), Phenylalanine (F), and Glycine (G) amino acids in the activation loop

form the DFG motif. It is necessary for the DFG motif to be in ”in” conformation, towards the

ATP binding site, for the kinase to be in active conformation. The Phe residue in ”in” state forms

the base which stabilises ATP by forming hydrogen bonds with it.

5. LYS-GLU Salt Bridge: Lys295 and Glu310 in N-lobe form an evolutionary salt bridge in the

active state and it is conserved across the kinase family. This bridge is broken when the kinase
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switches to the inactive state. The opening and closing of this bridge is coupled with water

molecules penetrating inside the binding pocket and occupying the ATP binding site.

6. ATP binding site: The ATP binding site is the conserved region in between the N and C-lobes.

This is the region where ATP binding happens. This region is correctly formed when the kinase

is in active conformation. The residues in the ATP binding site stabilise the ATP molecule by

forming hydrogen bonds directly and water mediated with the ATP molecule.

7. Substrate binding site: Substrate binding site is part of the C-lobe, where the substrate docks

and the enzymatic activity happens. The substrate binding site can only form correctly when the

kinase is in active conformation.

8. α-C helix: This helix is part of the N-lobe and rotates outwards when the kinase goes from active

to inactive state.

9. Catalytic Spline: The C-spline consists of hydrophobic residues from both the lobes. Binding of

ATP is necessary to complete the C-spline since the adenine ring of ATP is a part of this.

10. Regulatory Spline: The R-spline consists of 4 non-consecutive hydrophobic residues, 2 each

from both the lobes.

The kinase must be in active conformation in order to perform its enzymatic activity. This requires

various motifs in the kinase catalytic domain to be oriented in a correct relative geometry to attract ATP

and substrate to their respective binding sites. The most important of these is the assembly of the two

hydrophobic spines, R-spline and C-spline, in the enzyme’s core, which activates the kinase. The C-

helix also changes orientation, moving from a position away from the cleft in the down-regulated form

to a position closer to the cleft in the active form. This brings a key residue, Glu310, into position to

form a catalytically important salt bridge with Lys295. The Activation loop needs to be open and rotated

outwards, so as to form enough space for the ATP to bind. In the down-regulated form of the enzyme,

the A-loop is folded in a two-helical structure that blocks access to the catalytic site. In the active form,

the A-loop extends into a free loop structure, exposing the catalytic site for substrate phosphorylation.

The relative orientation of the N-lobe and C-lobe also needs to happen correctly. The distance between

the two lobes also increases in the active state, resulting in a more open catalytic cleft.

1.5 Kinase Inhibitors

Kinases, if not regulated properly, can behave abnormally and lead to overexpression, causing various

diseases including cancer. Kinase inhibitors are drugs that target specific kinases in order to prevent

cancer from spreading by ”locking” and stabilising the respective kinase in a particular conformation,
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Figure 1.6: Types of kinase inhibitors. The kinase is shown in grey color and inhibitors in their sticks
and surface representation are shown in magenta color. Figure adapted from [51].

thereby restricting it from performing its catalytic activity. There are several ways to classify kinase

inhibitors based on their mechanism of action [46–50]. One classification divides Src family kinases’

inhibitors into three categories: type I, type II, and type III.

Type I inhibitors bind to the active form of a kinase in the ATP binding site. These inhibitors are

therefore similar in size and share similar structural characteristics with the ATP molecule. Similar to

ATP, type I inhibitors also form covalent contacts with kinase residues in the ATP binding pocket and

with the water molecules trapped inside. They thus prevent the ATP molecule from binding with the

kinase even when the kinase is in active-like conformation [46–48]. Since the ATP binding pocket is

conserved across the kinase family, these drugs are generally not specific to a particular kinase, but

rather effective for the family of kinases. This is a drawback since the behaviour of other kinases would

also be impacted upon the usage of such drugs. Some examples of FDA approved type I drugs are:

1. Imatinib (Gleevec) - A medication used for the treatment of chronic myeloid leukemia and gas-

trointestinal stromal tumors. It works by targeting the BCR-ABL tyrosine kinase, a protein in-

volved in the growth and spread of these types of cancer.

2. Sunitinib (Sutent) - A medication used for the treatment of several types of solid tumors, including

kidney, pancreatic, and gastrointestinal cancers. It targets a range of receptor tyrosine kinases,

including VEGFR, PDGFR, and KIT.

3. Erlotinib (Tarceva) - A medication used for the treatment of non-small cell lung cancer and pan-

creatic cancer. It works by targeting the epidermal growth factor receptor (EGFR), which is often

overexpressed in these types of cancer.
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4. Lapatinib (Tykerb) - A medication used for the treatment of breast cancer. It works by targeting

the human epidermal growth factor receptor 2 (HER2) and the epidermal growth factor receptor

(EGFR).

5. Dasatinib (Sprycel) - A medication used for the treatment of chronic myeloid leukemia and acute

lymphoblastic leukemia. It works by targeting the BCR-ABL tyrosine kinase, as well as a number

of other receptor tyrosine kinases.

Type II kinase inhibitors are small molecule kinase inhibitors that bind to inactive or ”off” kinase

conformation. They are typically characterized by their ability to bind to the Asp-Phe-Gly (DFG)-OUT

conformation of a kinase. They bind to the ATP binding conserved site and extend to the allosteric site

ahead. This allosteric is formed only when the kinase is in DFG-out inactive conformation and when

the Activation loop is in an inactive-like conformation. Therefore, Type II inhibitors often have slower

dissociation rates, resulting in significantly increased affinities over type I inhibitors. Some examples of

FDA approved type II drugs are:

1. Nilotinib (Tasigna) - A medication used for the treatment of chronic myeloid leukemia. It works

by targeting the BCR-ABL tyrosine kinase, which is involved in the development and progression

of this type of cancer.

2. Ponatinib (Iclusig) - A medication used for the treatment of chronic myeloid leukemia and acute

lymphoblastic leukemia. It works by targeting the BCR-ABL tyrosine kinase, as well as a number

of other receptor tyrosine kinases.

Type III kinase inhibitors, also known as allosteric inhibitors, are a class of small molecule protein

kinase inhibitors that do not compete with ATP for binding to the active site of the kinase. Instead, they

bind to a different site on the kinase, often referred to as the allosteric site, which can affect the activity

of the enzyme. Allosteric inhibitors can alter the conformation of the kinase, making it more or less

likely to bind to ATP or other substrates. They can also interfere with the ability of the kinase to transfer

the phosphate from ATP to the substrate. Some examples of FDA approved type III drugs are:

1. Palbociclib (Ibrance) - A medication used for the treatment of breast cancer. It works by targeting

cyclin-dependent kinases 4 and 6 (CDK4/6), which are involved in the regulation of the cell cycle.

2. AZD9291 (Osimertinib) - A medication used for the treatment of non-small cell lung cancer. It

works by targeting the epidermal growth factor receptor (EGFR), which is often overexpressed in

this type of cancer.

3. Alectinib (Alecensa) - A medication used for the treatment of non-small cell lung cancer. It

works by targeting the anaplastic lymphoma kinase (ALK) receptor tyrosine kinase, which is

often overexpressed in this type of cancer.
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1.6 Research Focus

1.6.1 Sequence Specificity, Energetics, and Mechanism of Mismatch Recognition by
DNA Damage Sensing Protein Rad4/XPC

At the beginning of this chapter, we discussed about various DNA lesions that can harm the cells, and

different damage identification and repair mechanisms the cells deploy to cope with these DNA lesions.

In the present work, we have studied how the DNA damage sensing enzyme, Rad4, recognises base-

pair mismatches in yeast cells and the mechanism and energetics surrounding this process. The three key

events that occur during this recognition process undertaken by Rad4 are as follows: (a) the association

of Rad4 with the damaged base-pair site, (b) the flipping of the damaged bases and their partner bases

and (c) the insertion of β-hairpin of Rad4 into the damaged site. The exact mechanism, ordering and

energetics of these events remain elusive. We have employed the umbrella sampling technique, along

with molecular dynamics simulations to understand the association of RAD4 enzyme with the damaged

DNA site in detail. We have studied 3 different base-pair mismatches in this work, namely, TTT/TTT,

TAT/TAT, CCC/CCC. We studied and observed how the energetics surrounding these 3 events also varies

with the exact DNA base-pair mismatch sequence.

1.6.2 Minimum Energy Path Analysis of Drug-induced Conformational Transitions of
c-Src Kinase

Despite the wealth of structural knowledge about the active and inactive states of protein kinases,

much remains to be understood about the precise mechanism of conformational transitions between

the active and inactive states. The effect of various inhibitors on protein kinase activity and associated

conformational transitions is yet to be fully understood. Although the rotation of α-C helix and the

opening/closing of activation loop appear to important events in kinase activation/inactivation, there are

still ambiguities in the order in which these events occur (whether the folding of the A-loop precedes

or succeeds the rotation of the α-C helix) during the inactivation process. While some studies have

suggested that the α-C helix rotation occurs first and is followed by the folding of the A-loop, others

have suggested the opposite order of events. Moreover, there is a lack of structural information about the

intermediates along the path of the active-inactive conformational transition. Another area of uncertainty

is the function of the Src regulatory domains and how they impact the transition of the kinase domain.

Most studies done so far to understand activation/deactivation mechanism and energetics of kinases have

focused primarily on the kinase catalytic domain and its conformational changes. Only a few studies

have also taken the impact of drugs on these conformational mechanisms into account.

In the present study, we have answered some of these questions. We have employed the use of

Minimum Energy Paths (MEPs) to study the conformational transition between the drug-bound active
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and drug-free inactive states. The crucial role of the drug and water molecules at the binding site in the

mechanism of this conformational transition and drug binding/unbinding process is also studied. We

believe that the results on the mechanism and energetics of drug-induced conformational transition in

c-Src kinase will be useful for rational design of novel drugs for therapeutics.
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Chapter 2

Computational Methods
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2.1 Introduction

Computer simulations and molecular modelling have emerged as valuable tools to study complex bi-

ological systems at the molecular level. They enable us to better understand the mechanics, kinetics and

energetics that govern molecular systems. Computer simulations are typically based on mathematical

models that represent the behavior of a system. These models can be based on existing theories or on

data collected from observations of the real-world system. Once a model has been developed, it can be

used to generate virtual experiments or scenarios that can be studied in detail. This allows researchers to

study the behavior of a system under a wide range of conditions, and to test how the system will respond

to different inputs or perturbations.

A key advantage of computer simulations is that they can be performed at multiple times, allowing

researchers to study the behavior of a system over a wide range of possible scenarios. This can provide

a more comprehensive view of the system than what could be obtained from a single experiment in

the real world. In addition, computer simulations can be run much faster than real-world experiments,

allowing researchers to study the behavior of a system on much shorter timescales.
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Figure 2.1: Potential energy surface of alanine dipeptide, in terms of its dihedral angles. Figure adapted
from http://ambermd.org/tutorials/advanced/tutorial5 amber11/section2.htm

2.2 Potential Energy Surfaces

The potential energy surface describes how the potential energy of a system changes as the positions

of its constituent atoms (described by the configuration of the system ({r})) are modified. The potential

energy of any system is therefore a function of 3N dimensions, where N is the number of atoms in the

system, considering x, y and z dimensions for each constituent atom. The derivative of potential energy

U({r}) of a system with respect to the atomic coordinates calculated at a given configuration (defined

by its position on the 3N dimensional potential energy surface) gives us the forces on atoms, which

governs the dynamics of the system [52]. It is not feasible to plot and visualise potential energy surfaces

for large complex systems, as it spreads in 3N dimensions. However, potential energy surfaces for small

systems like alanine dipeptide have been studied extensively and used as model systems for developing

scientific research. The potential energy surface for alanine dipeptide is a function of its two torsion

dihedral angles, Φ and Ψ, as can be seen in Figure 2.1.

The potential energy surface is rugged, full of maximum and minimum, for large complex systems.

Studying the mechanisms of conformational transitions between different stable states, represented by

energy basins on the potential energy surface, is therefore nontrivial. Developing algorithms for finding

paths that the system might take for conformational transitions on the energy landscape is an ongoing

area of research. We seek to understand and use one such algorithm in our current work.
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2.3 Force Fields

Force fields are mathematical models that are used to describe the interactions between atoms in

a molecular system. They are used in computer simulations to predict the behavior of molecules, in-

cluding their structures, energies, and dynamics. They are essential for understanding and predicting the

properties of molecular systems by helping us understand the behaviour of such systems using computer

simulations. Force fields are typically divided into two categories: empirical force fields and ab initio

force fields. Empirical force fields are based on fitting parameters to experimental data and are generally

more efficient and easier to use than ab initio force fields. They are commonly used for studying large

molecular systems and for performing simulations over long time scales. However, they are limited

by their reliance on experimental data and may not accurately describe systems that are significantly

different from those used to fit the parameters [52, 53].

Ab initio force fields, on the other hand, are based on first principles, such as quantum mechanics.

They provide a more accurate description of the interactions between atoms, but are generally more

computationally intensive and less efficient than empirical force fields. They are typically used for

studying small molecular systems or for studying systems for which experimental data is not available.

There are many different force fields available, each with its own set of parameters and assumptions.

Choosing the appropriate force field for a particular simulation depends on the nature of the system

being studied and the desired level of accuracy [54–58].

Most standard empirical force fields can be represented using the following general equation:
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1
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The first and second terms in Equation (2.1) describe bond-stretching and angle-bending, which are

treated harmonically to keep bonds and angles close to their equilibrium values [55, 56, 59–62]. The

bond length and angle are represented by b0 and θ0, respectively, and the force constants for these terms

are Kb and Kθ. The third term represents dihedral angles and includes the dihedral force constant kϕ,

the multiplicity of the function n, the dihedral angle ϕ, and the phase shift δ [52, 63].
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The last term in Equation (2.1) describes the nonbonded interactions between pairs of atoms (i,j),

including van der Waals and electrostatic interactions. The van der Waals interaction is described by

a Lennard-Jones potential, which consists of a short-range repulsion and a long-range attraction. The

distance between the interacting atoms is represented by rij, and the LJ well depth and distance at which

the minimum LJ energy occurs are represented by ϵij and σij, respectively. These LJ parameters are

calculated using the Lorentz-Berthelodt combination rules, which involve taking the geometric mean of

ϵii and ϵjj for the individual atom types and the arithmetic mean of σii and σjj for the individual atom

types. The electrostatic interaction between the partial atomic charges qi and qj is calculated using the

Coulombic potential with a dielectric constant of ϵ [64].

2.4 Energy Minimization

Energy minimization on a potential energy surface refers to the process of finding the configuration

of a system that corresponds to the minimum potential energy. This can be achieved by using optimiza-

tion algorithms such as steepest descent or conjugate gradient. In these algorithms, the positions and

orientations of the particles are adjusted iteratively until the potential energy reaches a local minimum.

Any configuration that is an energy minimum on the potential energy surface should satisfy the

following conditions :

∂U

∂xi
= 0 and

∂2U

∂x2i
> 0

where U is the potential energy function of the system.

Energy minimisation techniques are used to find stable states for the system on the potential energy

landscape. These represent more stable energy basins, where the system is more likely to be found.

2.4.1 Steepest Descent Algorithm

Steepest Descent energy minimisation is a type of gradient descent algorithm and it adjusts the

coordinates of the particles in the direction of the negative gradient of the potential energy surface.

The gradient of the potential energy surface gives the direction of steepest descent, and the particles

are moved in this direction until the potential energy reaches a local minimum [65, 66]. The algorithm

works by iteratively updating the coordinates of the particles according to the following formula:

xn+1 = xn − αn∇U(xn) (2.2)

where x is the coordinate of the particle, α is a step size parameter, and ∇U(x) is the gradient of the

potential energy U with respect to the coordinate x.
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The steepest descent algorithm is simple to implement and easy to parallelize, but it can be slow to

converge and may get stuck in local minima. If the step size parameter alpha is too small, the algorithm

will converge slowly because the particles will be moved only a small distance at each iteration. If the

step size parameter is too large, the algorithm may oscillate or diverge because the particles will be

moved too far in each iteration. It is therefore important to choose an appropriate step size parameter to

ensure α good convergence.

2.4.2 Conjugate Gradient Algorithm

The conjugate gradient algorithm is another gradient descent algorithm for minimizing the potential

energy of a system. It converges faster than the steepest descent algorithm. This is because the conjugate

gradient algorithm uses a search direction that is conjugate to the previous search directions, which helps

to avoid oscillations and ensure that the algorithm converges quickly [67].

The conjugate gradient algorithm works by iteratively updating the coordinates of the particles ac-

cording to the following formula:

xn+1 = xn − αdn (2.3)

where x is the coordinate of the particle, α is a step size parameter, and d is the search direction. The

search direction is updated at each iteration according to the following formula:

dn = ∇U(xn) + βdn−1 (2.4)

where ∇U(x) is the gradient of the potential energy with respect to the coordinate x, and β is a

coefficient that ensures that the search direction is conjugate to the previous search direction.

The conjugate gradient algorithm is easy to implement and parallelize, and it has good convergence

properties. However, it can be sensitive to the choice of step size parameter alpha, and it may fail to

converge if the potential energy surface has multiple local minima.

2.5 Molecular Dynamics (MD) Theory

Molecular dynamics (MD) simulations are computer-based modelling techniques that use classical

mechanics to simulate the motion of a system of particles. These simulations are used to study the

behavior of molecules at the atomic level, including their structural, dynamical, and thermodynamic

properties. In an MD simulation, the positions and velocities of the particles in a system are calculated

at each time step using Newton’s laws of motion. The interactions between the particles are typically

described using force fields of our choice. As studied above as well, these force fields can either be

empirical, based on experimental data or theoretical, based on quantum mechanical calculations.
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The simulations are performed using algorithms that solve the equations of motion for the system

of particles. The most common algorithm is the Verlet algorithm, which is based on the second order

Taylor expansion of the equations of motion. One of the main advantages of MD simulations is that

they can be used to study systems that are too large or too complex to be studied experimentally or

theoretically. They can also be used to study systems that are difficult to study experimentally because

they are too small, too fast, or too reactive.

The microscopic state of a system, in terms of phase-space, can be characterized by the positions

and momenta of the atoms that make up the system. The total energy of the system, known as the

Hamiltonian and denoted by H, is composed of the kinetic energy (the energy associated with the motion

of the atoms) and the potential energy (the energy associated with the interactions between the atoms).

The Hamiltonian can be written as the sum of these two energies for a system consisting of N atoms

using the following equation :

H(r,p) =
N∑

i=1

p2
i

2mi
+U(rN) (2.5)

where

The coordinates of the atoms in the system are represented by a set of coordinates, r =

(r1, r2, ..., rN), and the momenta of the atoms are represented by a set of momenta, p = (p1, p2, ..., pN).

The mass of the ith atom is represented by mi, and the potential energy of the system is given by U(rN).
The force acting on each atom is calculated by taking the negative gradient of the potential energy with

respect to the atom’s position, resulting in the equation Fi = −∆iU(rN). The time evolution of the

system is governed by Hamilton’s equations of motion:

ṗi = −
∂H

∂ri
= −

∂U

∂ri
= Fi (2.6)

ṙi =
∂H

∂pi

=
pi

mi
(2.7)

In the above expression, ri, pi, ṙi and ṗi represent the position, momentum and their time-derivatives,

respectively for the ith atom in the system.

The equations of motion are integrated to obtain the dynamics of the system. If ri(t) and pi(t)

represent the position and momentum of ith particle at time t, then its position and momentum after a

timestep ∆t are given by

To study the dynamics of the system, we integrate the above equations of motion. If ri(t) and pi(t)

represent the position and momentum of the ith particle at time t, then its position and momentum at

time t+∆t can be expressed as :

ri(t+ ∆t) = ri(t) + vi(t)∆t+
1

2mi
Fi(t)(∆t)

2 (2.8)
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pi(t+ ∆t) = pi(t) +
1

2mi
[Fi(t) + Fi(t+ ∆t)]∆t (2.9)

By repeatedly applying this procedure for a large number of time steps, we can determine the tra-

jectory of the system, or the path that the system follows over time. This can give us insight into the

structural, dynamical, and thermodynamic properties of the system [68–71].

2.5.1 The Velocity Verlet Integrator

The velocity Verlet equation is a mathematical equation that is used in molecular dynamics simu-

lations to calculate the movement of atoms and molecules. It is based on the principles of classical

mechanics, is a second-order integrator, and it is used to predict the position and velocity of a particle at

each step of the simulation [72].

The update equation is given by:

v(t+ ∆t) = v(t) +
1

2
[a(t) + a(t+ ∆t)]∆t (2.10)

where v is the velocity of the particle, a is the acceleration of the particle, and ∆t is the time step.

The acceleration of the particle at time t+∆t can be calculated from the potential energy of the system

using the equation:

a(t+ ∆t) = −
∇U(r(t+ ∆t))

m
(2.11)

where U(r) is the potential energy of the system as a function of the positions of the particles, r is

the position of the particle, and m is the mass of the particle.

The position of the particle at time t+∆t can then be updated using the velocity at time t+∆t:

r(t+ ∆t) = r(t) + v(t+ ∆t)∆t (2.12)

This completes one time step of the velocity Verlet algorithm. The algorithm can then be repeated

for a specified number of time steps to simulate the dynamics of the system.

2.6 The Umbrella Sampling Method

The umbrella sampling method is a computer simulation technique that is used to calculate the free

energy of a system as a function of a collective variable. A collective variable is a macroscopic quantity

that represents the state of the system, such as the distance between two atoms or the dihedral angle

between four atoms. The free energy of the system is a measure of the thermodynamic stability of the

system and can provide insights into the behavior of the system.
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In umbrella sampling, the system is artificially constrained to explore a specific range of the collective

variable. The constraint is applied using a biasing potential, which is a force that acts to keep the system

within a certain range of the collective variable. The biasing potential can be represented by a harmonic

potential or a more complex function, depending on the needs of the simulation [73–79].

As the simulation runs, the system is allowed to move around within the constrained range of the

collective variable, and the energy of the system is recorded at regular intervals. The resulting energy

data is used to calculate the free energy of the system as a function of the collective variable. This

method can be used to calculate the free energy of the system over a range of values of the collective

variable, allowing for a detailed understanding of the thermodynamic stability of the system. It is

particularly useful for studying systems that have multiple minima or multiple conformations, as it can

provide information about the relative stability of different conformations [73–79].

In mathematical terms,

The free energy can be calculated by integrating the distribution function over the range of the col-

lective variable:

F(x) = −kT ln(g(x)) = −kT ln
(∫

g(x)dx

)
(2.13)

where x is the collective variable, k is the Boltzmann constant, T is the temperature, and g(x) is

the distribution function. The distribution function g(x) can be calculated from the umbrella sampling

simulations as follows:

g(x) = <e−βU(x)> (2.14)

where U(x) is the potential energy of the system at a given value of the collective variable, and ⟨⟩
denotes an average over all configurations sampled in the simulation. The parameter β is related to the

temperature and is defined as β = 1/(kT).

2.7 Minimum Energy Path

A path in conformational space is defined as a set of conformations, represented by points. The

Minimum Energy Path (referred commonly as MEP) on the Potential Energy Landscape is a set of

conformations/points such that a movement in a direction perpendicular to the MEP would result in

increase in the potential energy of the system. So, if a point lying on the MEP is displaced in any

direction perpendicular to the path, the force due to potential energy (i.e. Perpendicular component of

Natural Force) should bring the system back to its initial conformation. Therefore, a MEP is a path

is such that any point on the path is at an energy minimum in all directions perpendicular to the path.

Alternatively, it can be understood as the union of steepest descent paths from the saddle points to the
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minima [80]. The two conformational states chosen to find MEP are generally two stable states on the

potential energy surface representing the system of interest, and they are generally called the end states

[81–89].

2.8 Nudged Elastic Band Method

The Nudged Elastic Band (NEB) algorithm is a method for finding the minimum energy pathway

(MEP) between two stable conformational states (also known as the start and end conformations) in a

system. The algorithm begins by taking a series of intermediate conformations, known as replicas, be-

tween the start and end conformations as an initial guess for the MEP. These replicas are then minimized

on the Potential Energy Surface (PES). To prevent the replicas from collapsing towards the end states,

they are connected to one another with artificial springs, known as nudging forces. Reparameterization,

or the adjustment of the spring forces along the tangent to the MEP, is performed to maintain an equal

distance between the replicas in order to efficiently sample the conformational space between the start

and end conformations. However, the component of the nudging forces that is perpendicular to the MEP

should not be considered in the convergence of the MEP, as these forces are artificially introduced and

do not contribute to the actual convergence. Similarly, the component of the natural forces, or potential

energy forces, that is parallel to the MEP is not taken into account since moving along the minimum

energy path does not contribute to its convergence [81–91].

An advantage of the NEB method described above over other advanced sampling methods is it does

not restrict any degrees of freedom and hence the system is free to undergo changes in its conformations

naturally.

A set of initial configurations are ”guessed” or interpolated, either linearly or by some guessing

strategy, from the given two end states. The number of these intermediate configurations should be

high, in order to effectively sample the rugged configuration space connecting the end states. These

guesses, or images, are attached by Hooke springs to the neighbouring replicas. These images are then

minimized over the potential energy landscape of the system following the equation:

xi = xi − ηFi (2.15)

where xi denotes the 3N-dimensional position vector of the ith image. With a standard minimization

technique such as the steepest descent, the force on each image would be equivalent to the negative

gradient of the potential energy [Fi = −∇U(xi)]. In the nudged elastic band method, however, since

replicas are connected to each other with the help of artificial springs (known as nudging), the force

acting on image i is a resultant of the spring force and the negative gradient. A tangent at image i is

defined, which is considered as the angle bisector of the two tangents in the original implementation:
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τi =
xi − xi−1

|xi − xi−1|
+

xi+1 − xi
|xi+1 − xi|

(2.16)

Spring forces along the tangent to the MEP are considered for reparameterization, i.e. to have the

replicas equidistant from each other and to thus efficiently sample the conformation space between the

start and end replica. Similarly, the component of the gradient perpendicular to the tangent is considered

for convergence of elastic band towards the MEP.

Hence, the Force Fi on any NEB image becomes,

Fi = Fs
i |∥+ Fi|⊥

Fi|∥ = [k{(xi+1 − xi) − (xi − xi−1)}.τ̂i]τ̂i

Fi|⊥ = −∇U(xi) + {∇U(xi).τ̂i}τ̂i

(2.17)

where τ̂i is the normalized tangent (τ̂i = τi/|τi|) along the image. The above equations assume that

all the springs have the same spring constant, i.e. k0, k1... = k.

The exclusion of the perpendicular component of the spring force is done to avoid the corner-cutting

of the MEP along the regions where it is curved, thereby avoiding the true saddle point. The paral-

lel component of the true force [−∇U(xi).τ̂i] forces the images to slide down, thereby reducing the

resolution around the saddle point [92].

The angle-bisector definition of the tangent led to kinks in the Minimum Energy path. A revised

tangent definition was introduced as an alternative solution to eliminate kinks. This tangent was defined

as a unit vector pointing to the neighbouring image with the higher potential energy. Thus,

τi =

τ+i = (xi+1 − xi) Vi+1 > Vi > Vi−1

τ−i = (xi − xi−1) Vi+1 < Vi < Vi−1

(2.18)

If the image is at a minimum Vi+1 > Vi < Vi−1 or a maximum Vi+1 > Vi < Vi−1, then:

τi =

τ+i ∆V
max
i + τ−i ∆V

min
i Vi+1 > Vi−1

τ+i ∆V
min
i + τ−i ∆V

max
i Vi+1 ≤ Vi−1

(2.19)

where

∆Vmax
i = max(|Vi+1 −Vi|, |Vi−1 −Vi|) and ∆Vmin

i = min(|Vi+1 −Vi|, |Vi−1 −Vi|) (2.20)

The study of the convergence of the elastic band to the MEP can be divided into two subproblems

through the use of Nudging:
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Figure 2.2: A representative image with the initial guess of a Minimum Energy Path on the two-
dimensional potential energy surface of LEPS potential coupled to a harmonic oscillator. The inner
box shows how forces are decoupled parallel and perpendicular to the elastic band. Figure adapted from
[93].

• The natural potential force, which aids in convergence and is perpendicular to the position of the

replicas on the elastic band.

• The spring force, which maintains the equidistant spacing of the replicas and allows for a larger

conformational space to be sampled during the transitional pathway. The spring constant chosen

for this process is arbitrary, as it does not impact either the convergence of the elastic band or the

position of the replicas relative to each other.

2.8.1 Convergence Criteria for Nudged Elastic Band Algorithm

As described above, the movement of the replicas on the nudged elastic band is controlled by both

spring forces and natural potential forces. While the movement of the replicas along the nudged elastic

band does not affect the nudged elastic band itself, it does impact the resolution of the MEP. On the other

hand, movement of the replicas in a perpendicular direction to the nudged elastic band does change the

MEP. The nudged elastic band is considered to have converged to the MEP when the replicas do not

move any further in the perpendicular direction. In other words, the nudged elastic band has reached the
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MEP when the replicas are no longer able to move along the perpendicular direction [81, 82, 88–90].

This convergence can be described mathematically as:

F⊥i,natural = −∇V(Ri)⊥ = 0 (2.21)

∀ i ∈ [0..N-1], where N is the total number of images.

For practical implementations in simulation softwares, the convergence criteria can be said to have

met if for each image, the magnitude of the total NEB force acting on the image is less than a specified

tolerance force value, Fmax [80]: √
FNEB
i .FNEB

i < Fmax (2.22)

2.8.2 Simulated Annealing Protocol in Amber MD

To find the global minimum energy pathway (MEP), we follow a simulated annealing protocol in

AMBER MD. This process involves dividing the number of images (N) in half, with one half being

given the conformation of one end state and the other half being given the conformation of the other

end state. These images are then heated at a low temperature with a low spring constant, allowing them

to explore different conformations freely, similar to an independent normal MD simulation. The low

spring constant value also makes sure the system does not blow up since the images are stacked together

at the start. As the process continues, the images are heated at higher temperatures and cooled, allowing

them to sample a wider range of conformations and eventually converge on the global MEP. During this

process, a higher spring constant is used to evenly space the images and improve the resolution of the

global MEP. Finally, the images are cooled to 0K and subjected to quenched MD to make the system’s

kinetic energy disappear when the nudged elastic band reaches the MEP. The simulated annealing pro-

tocol has two main benefits: 1. It allows for a wider exploration of conformational space, increasing the

chances of finding the global MEP rather than a local MEP close to the initial guess, and 2. It allows for

multiple different MEPs to be found by running the simulation multiple times [93, 94].

2.8.3 Partial NEB implementation in Amber MD to accomodate large explicitly solvated
systems

The Simulated Annealing Protocol described above to find MEPs had certain limitations in the types

of systems that could be simulated due to the requirement of applying NEB forces to all atoms in the sys-

tem. This limitation was because of the implementation of the NEB algorithm in Amber MD considered

all atoms in the system. This typically made it computationally inefficient to simulate larger systems

and also restricted the use of NEB to systems with implicit solvent, as the inclusion of explicit water

molecules could introduce artifacts by forcing them to move between the endpoints without allowing

them to equilibrate in response to the conformational change. Moreover, in previous implementations of
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the NEB method in Amber MD, all images distributed along the path were treated as a single simulation.

Running long simulations for large complex systems with multiple images to have enough sampling thus

became tricky. Also, the coordinate file included the coordinates for all images, which were later split

into discrete structures at the end of the NEB simulation. The parameter file contained a separate copy

of the system for each bead, while the nonbonded exclusion list, which was the same for all images and

not copied, was used to prevent interactions between images. However, the large size of the nonbonded

exclusion list made it impractical to use the particle mesh Ewald method, which would have required

distance calculations with PME for each bead in the list in order to remove their interaction in reciprocal

space.

These limitations made it difficult to apply NEB to large systems and also resulted in a single re-

ciprocal space grid being used for the entire set of beads, which could limit scaling due to fast Fourier

transform calculations.

A new implementation of the nudged elastic band (NEB) method, known as Partial Nudged Elastic

Band (PNEB), has been developed in Amber MD, to address the limitations of the previous implemen-

tations. This new version, PNEB, allows users to specify which parts of the system the NEB forces

should be applied to, such as only the solute and not the solvent atoms. The code has also been rewritten

and optimized for greater parallel efficiency and the ability to handle periodic systems. The multisander

functionality of the Amber MD engine (SANDER), which runs multiple SANDER jobs simultaneously

under a single Message Passing Interface (MPI) program, has been applied to the NEB method. This al-

lows each image to remain a discrete simulation and enables the use of the particle mesh Ewald method

with no exclusion list beyond the standard system. Each image also has its own reciprocal space cal-

culation and writes output and trajectory information during its own MD simulation. These changes

make it possible to simulate larger systems by spreading the simulations of different NEB images across

multiple processors [95].

PNEB (particle mesh Ewald molecular dynamics) was later integrated into the PMEMD (particle

mesh Ewald molecular dynamics) module of Amber and further optimized by implementing it with

CUDA on NVIDIA GPUs. To minimize data transfer through the message passing interface (MPI)

between GPUs, a shuttle transfer was implemented. We have used this PNEB implementation in Amber

MD for our MEP calculations [93].

2.8.4 PNEB calculations for Alanine Dipeptide Conformational Transition: Test system

The above defined PNEB algorithm and its implementation in Amber MD program was tested using

Alanine Dipeptide as model system. This model was chosen because it is well-studied in the past by

various research groups and its potential energy surface is well-explored and well-known to us.

The potential energy surface for alanine dipeptide is a function of its 2 dihedral torsional angles, Phi

(Φ) and Psi (Ψ). Phi (Φ) torsional angle is defined as the angle between the plane formed by the atoms
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Figure 2.3: Phi (Φ) and Psi (Ψ) torsional angles of Alanine Dipeptide. Figure adapted from [95].

N-Ca-Cb and the plane formed by the atoms C-N-Ca, as seen in Figure 2.3. Psi (Ψ) torsional angle is

defined as the angle between the plane formed by the atoms Ca-Cb-C and the plane formed by the atoms

N-Ca-Cb, as can be seen in Figure 2.3.

Alanine dipeptide can exist in two stable conformations, which can be seen in the phi-psi contour

diagram (Figure 2.4). These conformations are represented by A (phi=-76◦, psi=-16◦) and B (phi=68◦,

psi=8◦). The diagram shows two energy basins, indicating that there are two distinct conformational

states that the molecule can adopt. We intend to find the Minimum Energy Path connecting the states A

and B.

Simulated Annealing discussed in the above section was used to find the MEP between Alanine

dipeptide isomers. In the first step of simulated annealing protocol, the system was heated to 300K in a

duration of 40ps with a Langevin collision frequency of 30ps−1. Springs were used with force constant

of 10kcalmol−1Å−2. The second step involved equilibrating the images at 300K for 80ps with langevin

collision frequency of 60ps−1. Springs used in this step had a force constant of 50kcalmol−1Å−2.

Same spring constant is used for the next step as well. The third step involved heating the images from

300K to 500K and bringing the system back to 300K. This annealing of the system was performed

stepwise over 100ps with langevin collision frequency of 70ps−1. In the fourth step, the system was

cooled further to 0K over 120ps with langevin collision frequency of 70ps−1 and force constant of

10kcalmol−1Å−2 to remove kinetic energy. In the last step, Quenched MD was performed for 100ps

with langevin collision frequency of 240ps−1 and force constant of 10kcalmol−1Å−2. In all of the

above 5 steps, NEB algorithm was applied to all the alanine-dipeptide atoms. The NEB algorithm was

not applied to the solvent atoms. The resulting conformation of the images along the MEP is shown on

the phi psi contour diagram in Figure 2.4 in black color. The actual MEP, as known previously from

past studies [95? ], is also shown in white color.
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Figure 2.4: Phi psi contour plot of Alanine Dipeptide. The actual MEP for the conformational change
of alanine dipeptide is shown with white color, white filled squares representing the images along the
MEP. The MEP obtained using Simulated Annealing Protocol in AMBER MD is shown in black color,
black filled circles representing the images. Color coding for the Potential Energy Landscape is shown
on the right side. Figure adapted from [95].

Simulated Annealing discussed in the above section was used to find the MEP between Alanine

dipeptide isomers. In the first step, the system was heated to 300K in a duration of 40ps with a Langevin

collision frequency of 1000ps−1. Springs were used with force constant of 10kcalmol−1Å−2. The

second step involved equilibrating the images at 300K for 100ps. Springs used in this step had a force

constant of 50kcalmol−1Å−2. Same spring constant was used for the next 3 steps as well. The third

step involved heating the images from 300K to 500K and bringing the system back to 300K. This

annealing of the system was performed stepwise over 300ps. In the fourth step, the system was cooled

further to 0K over 120ps to remove kinetic energy. In the last step, Quenched MD was performed for

200ps. In all of the above 5 steps, NEB algorithm was applied to all the alanine-dipeptide atoms. The

NEB algorithm was not applied to the solvent atoms. The resulting conformation of the images along

the MEP is shown on the phi psi contour diagram in Figure 2.4 in black. The actual MEP, as known

previously from past studies [93, 95], is also shown in white color.

We observe the MEP obtained for the conformational transition between alanine dipeptide isomers

via PNEB implementation of NEB method in Amber is almost identical with previously obtained results.
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Chapter 3

Molecular Dynamics Simulations of Association of Mismatched DNA and
Damage Sensing Protein Rad4/XPC
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3.1 Introduction

DNA repair proteins detect and repair DNA damage in cells and protect the integrity of the genome

[96–101]. Given the numerous nucleotide base pairs found in genomes, it remains unclear as to how

these proteins search for, interrogate, identify, and accurately repair particular DNA lesions in a crowded

cellular environment [102–105]. Deciphering the molecular mechanism behind these proteins’ mode of

action during DNA repair remains a nontrivial challenge in this field of study [106–108].

The most frequent UV radiation-induced DNA lesion, known as a cyclobutane pyrimidine dimer

(CPD), is responsible for many common hereditary skin illnesses and malignancies in humans [13,

14]. Using the nucleotide excision repair (NER) mechanism, the protein xeroderma pigmentosum C

(XPC) detects and treats CPD and other lesions of this type [109–111]. Mismatches, tiny and bulky

lesions, including CPD, are eliminated with varying efficiency, according to previous investigations on

the sensitivity of diverse DNA lesions to the human excision mechanism [112].

Understanding the molecular basis of XPC-mediated DNA damage repair in humans is severely

constrained by the lack of crystal or solution structure of the lesion-containing DNA-XPC complex

[113]. The yeast orthologue of XPC, Radiation Sensitive 4 (Rad4), is a crucial protein involved in

identifying numerous DNA damage types in yeast cells [114, 115]. Rad4 is a valuable model to study
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Figure 3.1: The crystal structure of the Rad4-DNA complex with TTT/TTT mismatch. The image was
generated using the POV-Ray renderer (www.povray.org) in VMD [116]. DNA strands are represented
in black and mismatched basepairs are represented in yellow color. BHD3 domain of Rad4 is colored
in red and BHD2 domain is colored in blue.

XPC-mediated DNA damage repair in humans because of its structural and functional similarities to

XPC and because the crystal structure of DNA-Rad4 complex is available.

Analysis of crystal structure of the mismatch or CPD-containing DNA-Rad4 complex reveals the

DNA duplex is distorted near the mismatch or lesion and the two mismatched base pairs are completely

flipped out of the double helix so that they are exposed to water, while the partner bases are safely caught

by Rad4 [114]. Additionally, the structure demonstrates that the three β-hairpin domains (BHDs) of

Rad4—BHD1, BHD2, and BHD3—are essential for detecting and repairing DNA damage, as shown in

Figure 4.2. BHD1 binds to an 11-bp stretch of the matched or undamaged section of the DNA, whereas

BHD2 and BHD3 specifically bind to a 4-bp DNA region that contains the mismatches or CPD lesion

[114, 115]. The Rad4-DNA complexation process is only statically depicted by the crystal structure, but

it nevertheless provides important hints on the following three crucial molecular processes that are most

likely to control the dynamics of damage recognition and repair at the initial stage: (a) the association of

DNA and Rad4, (b) the insertion of a β-hairpin in BHD3 into the DNA duplex at the mismatch or lesion

site, and (c) the flipping out of the pair of nucleotide bases at the mismatch or lesion site [117–119].

Uncertainty persists on the precise process and timing of these events.
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The conformational capture or passive mechanism and the associated motion or active mechanism

are the two most plausible methods suggested for Rad4/XPC to detect DNA lesions [118–121]. Before

Rad4/XPC binds to DNA in the first mechanism, one or two bases opposing the lesion spontaneously

flip out. Rad4/XPC searches the damaged DNA and detects and captures these extruded bases. The

lesion is then forced to leave the duplex as a result of the BHD3 β-hairpin’s insertion [120]. However,

in the latter pathway, the BHD3 β-hairpin insertion after Rad4-DNA binding is followed by or takes

place during the base flipping and lesion eviction [121].

While noting that the order of these events is probably lesion dependent, Broyde et al. presented

findings from a computational investigation that supported conformation capture of the bases [118,

122]. In addition, they investigated the sequence of events for Rad4 binding to 6-4PP and contrasted

the excision efficiency between numerous structurally various DNA lesions by resolving the crystal

structure of pyrimidine-pyrimidone (6-4) photoproduct (6-4PP)-containing DNA bound to Rad4 [123,

124]. These computer experiments showed that it may be possible to distinguish between poorly and

well-recognized lesions based on the initial contact of Rad4’s BHD2 with DNA via the minor groove

and the subsequent insertion of BHD3’s β-hairpin into the DNA duplex.

In a recent fluorescence lifetime study, conformational heterogeneity, inherent deformability, and

Rad4-binding selectivity of a set of 3-bp mismatched DNA were compared [122, 125]. The outcomes

showed that Rad4 recognizes mismatched DNA with excellent specificity even when it is highly dy-

namic and conformationally diverse and has higher deformability. That is, the specificity of Rad4 in-

creases with the structural heterogeneity and deformability of mismatched DNA. Rad4 in particular

showed strong, medium, and low specificity for the CCC/CCC, TTT/TTT, and TAT/TAT mismatches,

respectively, among all the 3-bp mismatched DNA tested.

We investigate the structure, dynamics, and energetics of three mismatched DNA-Rad4 complexes

(CCC/CCC, TTT/TTT, and TAT/TAT) using molecular dynamics and umbrella sampling simulations

to better understand the mechanism and molecular basis of specificity of mismatch recognition by

Rad4/XPC [126]. We used these DNA-Rad4 complexes as model systems to investigate the mecha-

nism of Rad4’s mismatch recognition because it is known that Rad4/XPC binds to these mismatched

DNA despite the fact that it is not removed by the NER machinery. These three unique mismatch se-

quences were chosen in consideration of their capacity to span the whole specificity spectrum and the

availability of experimental FRET data [125].

This study’s main goal is to understand the effects of sequence-dependent specificity and related en-

ergetics surrounding the process of Rad4 association with damaged DNA. Rad4’s affinity for association

with different sequence mismatches is also discussed here.
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3.2 Simulation Details

3.2.1 Models

The Rad4-DNA complex with a TTT/TTT mismatch, whose X-ray crystal structure [114] has been

resolved at 2.8 Å (PDB ID: 2QSH) was used as a template to build CCC/CCC and TAT/TAT mis-

matched DNA-Rad4 complexes using the swapna module of the UCSF Chimera software package

[127]. There were two regions that were missing in these structures. The first missing region was

the loop G(518)R(519) P(520)K(521)G(522)E(523)A(524)E(525) in the BHD2 domain of Rad4, which

was modelled using MODELLER v9.22 software. The second missing region was the two disordered

thymine bases in the damaged strand of DNA, which were modelled in their extra-helical conforma-

tional states using the PSFGEN module of VMD [116, 128]. To solvate each model system, a TIP3P

water box of appropriate dimensions was used, to which 15 Na+ ions were added to neutralize the

system [129, 130].

3.2.2 Molecular Dynamics

MD (molecular dynamics) simulations were conducted using the GROMACS 2016.3 simulation

package, patched with PLUMED 2.4, with the amber99bsc1 force field for Rad4-free and Rad4-bound

DNA [56, 131–134]. The equations of motion were integrated using the Velocity-Verlet algorithm with

a time step of 2 fs, and hydrogen bond lengths were constrained using the LINear Constraint Solver

(LINCS) algorithm to allow for a slightly larger integration time step of 2 fs [135]. Periodic boundary

conditions were applied for all directions using a periodic box with dimensions of 120Å × 95Å × 95 Å

in the x, y, and z directions, respectively. Long-range electrostatic interactions were calculated using the

particle mesh ewald (PME) method with a direct space cut-off of 14 Å [136, 137]. Pressure was set at 1

bar using the Parrinello-Rahman method with a time constant of 1.0 ps and temperature was set at 300

K using a velocity-rescale thermostat with a time constant of 0.1 ps [138].

In order to minimize the energy of the systems, we followed a two-step process. First, we used

the steepest descent algorithm for 50000 steps. Then, we used the conjugate gradient algorithm for an

additional 50000 steps [67, 139]. To ensure convergence, we set a criterion such that the absolute value

of the maximum force was less than 0.239 kcal mol−1 Å−1. After minimizing the energy, we performed

three stages of equilibration. In the first stage, we used the NVT ensemble and gradually increased the

temperature from 0 K to 300 K over a period of 140 ps, while applying position restraints (with a spring

constant of kcal mol−1 Å−2) on the heavy atoms of DNA and Rad4. The velocities of the atoms were

assigned based on a randomly-seeded Maxwell velocity distribution at 300 K. In the second stage, we

used the NPT ensemble at 300 K and 1 bar pressure, with the position restraints still in place, for 2
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ns. Finally, we removed all position restraints and performed an additional 3 ns of NPT equilibration

followed by a 50 ns NPT production run.

3.2.3 Umbrella Sampling

For studying the association of BHD2/BHD3 domains of Rad4 with the lesion site, a distance based

collective variable, ξ, was chosen in accordance with previous studies on the subject [118]. ξ denotes

the distance between the COM of the backbone heavy atoms of the two mismatched paired bases of

interest and the COM of the backbone heavy atoms of the residues (R494, Y497, M498, N554, F556,

N558, E560, F562, P592, V594, S596, F597, P607 and L609) of Rad4 that constitute the binding pocket

for the flipped partner bases. The range of ξ (from 5 Å to 21 Å) was divided into 40 bins of size 0.4 Å

each. Each US window for ξ was sampled for 3 ns. Since our simulations started off with Rad4 already

bound to the DNA, the association of Rad4 and DNA is modelled here as a dissociation process.

Using the reaction coordinate or collective variable (CV) ξ (shown in Figure 3.2) to describe the

Rad4-DNA association, umbrella sampling (US) simulations were performed to compute the poten-

tial of mean force (PMF) for Rad4-DNA association in the chosen complexes. The conformations

obtained from the unbiased simulations have been used as the starting structure for biased simula-

tions for each mismatched complex. The Weighted Histogram Analysis Method (WHAM) (mem-

brane.urmc.rochester.edu/?page id=126) was used to determine PMFs from CV trajectories obtained

from the US simulations [140]. Each US simulation (3 ns trajectory per window) was performed in the

NPT ensemble, under the same conditions as those of unbiased MD runs. The spring constants used for

biasing potential was 15.0 kcal mol−1 Å−2.

Figure 3.2: ξ is the distance between the DNA damage site (dotted box) and the center of mass (COM)

of key residues (green ellipses) in the BHD2/3 domains of Rad4.
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Figure 3.3: Time evolution of ζ

3.2.3.1 Convergence Analysis

To ensure the accuracy of the obtained potential of mean force (PMF) plots from umbrella sampling

simulations, a thorough convergence analysis was conducted. The force constants used to bring the

system to the center of the simulation window were carefully chosen after testing various values in the

range of 0.239 − 45 kcal/(mol Å2) and selecting the lowest value that quickly moved the system to

the center of the window (in less than 100 ps). The relatively large force constant for the association

umbrella sampling studies is due to the separation of the large groups being considered in this analysis.

To assess the convergence of the free energy profiles, the time evolution of a convergence quantity

called ζ was monitored. ζ was defined as follows:

ζ =

√√√√ 1

N

N∑
D=1

(
F(D, t+ ∆t) − F(D, t)

)2
(3.1)

In the analysis, N bins were used to divide the space being considered (D), and the free energy

profiles at two adjacent time windows, t and t + ∆t, were calculated. ∆t was set to 0.5 ns, so the

free energy profiles were recorded at regular intervals of 0.5 ns along the simulation trajectories for

each window. The value of ζ was then monitored as a function of time t (where t = ∆t, 2∆t, 3∆t,

... , n∆t, and n is an integer such that n∆t corresponds to the total simulation trajectory length for

each window). As the simulation progresses, ζ decreases and approaches zero, and the conformational

sampling is considered complete when ζ is less than a certain threshold value. The convergence of the

free energy profiles can be seen in the decreasing values of ζ over time, as shown in Figure 3.3.

An evaluation of the probability distributions of the collective variable ξ calculated from the umbrella

sampling trajectories showed that there is sufficient overlap between the distributions of the adjacent

windows. This overlap is necessary in order to obtain accurate and converged estimates of the free

energy from the simulations. The overlap between the distributions can be seen in Figure 3.4.
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(a)

(b)

(c)

Figure 3.4: The probability distributions of the association collective variable ξ for the umbrella sam-

pling simulation of the Rad4-DNA complex with (a) TTT/TTT, (b) TAT/TAT, and (c) CCC/CCC mis-

matches.
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Figure 3.5: Free energy profiles of ξ for TTT/TTT (black), TAT/TAT (red) and CCC/CCC (green).

3.3 Results and Discussion

3.3.1 Free Energy Profiles

Figure 3.5 shows the association free energy profiles F(ξ) obtained from umbrella sampling simula-

tions. The structure of the Rad-DNA complex corresponding to high-energy regions of F(ξ) (ξ > 20.5

Å) for the TTT/TTT mismatch is shown in Figure 3.10. For all three systems studied, F(ξ) exhibits

an asymmetric parabolic well around the global energy minimum at ξmin, followed by a plateau and a

linear increase at higher ξ. The three regimes of interest in the study of Rad4-DNA association are: (1)

the low-ξ regime (regime-I) in which Rad4 makes the closest approach to DNA (2) the intermediate-ξ

regime (regime-II) in which Rad4 experiences interactions with both water and DNA. (3) the high-ξ

regime (referred to as regime-III) in which Rad4 is distantly separated from DNA and it interacts pri-

marily with solvent molecules and only weakly with the DNA.

The interplay between Rad4-water, DNA-water and Rad4-DNA interactions and the ξ-dependent

variation in their relative contributions to the overall stability of the complex determine the nature of

F(ξ). Owing to close proximity of Rad4 and DNA, and their favourable interactions, the global mini-

mum in F(ξ) is expected to lie in regime-I. The width of the energy well around the global minimum

quantifies the ”tightness” of Rad4-DNA association.
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We examined the variation in the number of hydrogen bonds between Rad4 and DNA (Figure 3.8)

and the Rad4-DNA interaction energy as a function of ξ (Figure 3.9). There is a general decrease in the

number of hydrogen bonds and a weakening of interaction energies as the BHD2/3 domains move away

from the lesion site. The slope change observed in regime-II is a consequence of this.

In regime-III, when ξ is high, the DNA and Rad4 are not associated and are mainly surrounded by

water molecules. Therefore, the Rad4-water and DNA-water interactions dominate over the Rad4-DNA

interactions in this regime. Since the DNA and Rad4 are homogeneously surrounded by water, F(ξ) is

expected to be more or less insensitive to the variation in ξ in this regime. Although complete DNA-

Rad4 dissociation would occur for ξ > 25 Å, the present study investigates the nature of F(ξ) only for

ξ < 20 Å.

The location (ξmin) of the global minimum is different for different sequences studied; in particular,

ξmin for CCC/CCC is significantly different from that for the TTT/TTT and TAT/TAT mismatches.

CCC/CCC docks with the respective domains on Rad4 at a farther distance than TTT/TTT and TAT/TAT,

hinting at the high specificity the protein has for it. This corresponds well with the results from the study

on β-hairpin insertion, and the farther apart that Rad4 BHD domains can dock on the bases, the more

space the β-hairpin has to insert itself into the lesion site and flip the bases out.

We propose that location of the energy minimum might possibly be affected by the presence of

favourable interactions between Rad4 and the active site. High specificity of the CCC/CCC mis-

match might signal that Rad4 experiences these favourable interactions much earlier than in the case

of TAT/TAT mismatch or TTT/TTT mismatch.

3.3.2 Error Estimate of Free Energy Profiles

To further assess the accuracy of our free energy profiles, the Potential of Mean Force (PMF) calcu-

lations were bootstrapped using 4 Monte Carlo trials in the WHAM 2.0.9 software. This process helped

us to estimate the error in calculating the free energy and produced smaller error bars, which indicates

that the convergence of the free energy profiles (as shown in 3.6) is reliable.
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(a) (b)

(c)

Figure 3.6: The free energy profiles for association (ξ) (black) and WHAM error estimates (red) for (a)

TTT/TTT, (b) TAT/TAT and (c) CCC/CCC mismatch.

3.3.3 Free Energy Profile from Molecular Dynamics

We also evaluated the free energy profiles for the association collective variable, ξ for the three

mismatched sequences from the unbiased MD runs. This was done to compare and validate our free

energy calculations from US simulations and to validate consistency across our results. Probability

distribution of the association CV ξ was calculated from the unbiased MD time-series data(Figure 3.4).

This time-series data is obtained by calculating the value of ξ for every frame in the trajectory. The free

energy profile can then be obtained from the probability distribution P(x) from the following formula:

F(x) = −kBT lnP(x) (3.2)

Where kB is the Boltzmann constant and T is the temperature.
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The free energy profiles obtained from MD trajectory are presented in Figure 3.7. The free energy

profiles calculated from the unbiased molecular dynamics (MD) simulations (shown in green) align well

with the free energy profiles obtained from the US runs (shown in black) in the area surrounding the

global energy minimum basin. This suggests that the unbiased MD simulations accurately capture the

energy landscape in this region.

(a) (b)

(c)

Figure 3.7: The free energy profiles of ξ obtained from US simulation (black) and unbiased MD simu-

lation (green) are shown for (a) TTT/TTT, (b) TAT/TAT and (c) CCC/CCC mismatches. The time series

of the collective variable ξ obtained from the unbiased MD is shown in red and the time axis is shown

on right.

3.3.4 Hydrogen Bond Analysis

As the Rad4 enzyme starts to dissociate and move away from its bound position, where it is docked

with the damaged DNA site, the number of hydrogen bonds between the Rad4-DNA complex is ex-

pected to reduce. The hydrogen bond calculator module in VMD was used to calculate the average

number of hydrogen bonds between Rad4 and the DNA lesion region as a function of the collective
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(a) (b)

(c) (d)

Figure 3.8: The average number of hydrogen bonds between Rad4 and the DNA damaged site as a
function of ξ for TTT/TTT (black), TAT/TAT (red) and CCC/CCC (green) derived from US simulations
is shown in (a). Panels (b), (c) and (d) also show the associated error with these calculations for the
TTT/TTT, TAT/TAT and CCC/CCC systems respectively.
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variable ξ, using a distance and angle of 3.5 Å and 35◦, respectively. As shown in 3.8, the number

of hydrogen bonds decreases as ξ increases, indicating that the dissociation of Rad4 away from the

damaged site leads to a decrease in the interaction energies between Rad4 and DNA.

3.3.5 Interaction Energy of Rad4-DNA from US simulations

The umbrella sampling simulations of Rad4-DNA association events were used to calculate the total

interaction energy (including van der Waals and electrostatic interactions) between Rad4 and DNA. The

mean interaction energy for each window was calculated from the stored trajectories at a time interval

of 100 ps. Figure 3.9 shows how the mean interaction energy varies with the collective variable ξ. The

data indicates that Rad4 interacts most strongly with DNA in case of TTT/TTT mismatch, followed by

CCC/CCC and TAT/TAT mismatches.

Figure 3.9: The mean interaction energies calculated from the biased US simulation of Rad4-DNA

association (bias on ξ) for TTT/TTT (black), TAT/TAT (red) and CCC/CCC (green). The associated

errors with these calculations are also shown as vertical bars.

3.3.6 Maximum Energy Structures of Rad4-DNA Complexes

The structure of the Rad4-DNA complex with the highest energy in the high-energy regions of the

BHD2/BHD3 association free energy profiles for the TTT/TTT mismatch is shown here. This structure

was generated using VMD, and a high resolution image is provided.
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Figure 3.10: The maximum-energy structure of the Rad-DNA complex corresponding to high-energy

regions of BHD2/BHD3 association (BHD2/BHD3 domains in blue, and the lesion pocket is shown

in yellow) free energy profile for the TTT/TTT mismatch. The DNA is shown in black, and Rad4 in

translucent gray.

3.4 Conclusion

In the present study, we have investigated the association of the DNA-damage sensing enzyme Rad4

with different sequence mismatched DNA substrates. We have understood the mechanism, the under-

lying dynamics and energetics surrounding the association of Rad4 with the DNA damaged site, which

happens during the process of damage recognition. From the free energy profiles obtained from um-

brella sampling simulations, we see how the docking position, which represents the local minimum on

the free energy profiles, also varies with different sequence mismatches. By looking at the free energy

profiles, we observed that CCC/CCC mismatch was the first one to be recognised and the Rad4 en-

zyme associates with this sequence damage before than the other two sequences. We conclude Rad4

exhibiting high specificity for CCC/CCC mismatch, docking further apart and giving enough space for

β-hairpin to insert into the damaged site. We also highlight three different regimes in the free energy

profiles, where different interactions dominate, depending upon the value of ξ.

It is important to note that in the current study, we have considered only the distance of Rad4 from the

DNA damaged site for defining the collective variable for association of the enzyme. In principle, the

appropriate angle of approach of the enzyme also needs to be taken into account in defining the suitable

collective variables for studying such complex systems. Moreover, the association of the enzyme and
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insertion of β-hairpin from the BDH3 domain are actually interdependent events happening during the

damage recognition process. Therefore, coupling between these events should be taken into account

in order to make more realistic observations for such dynamical processes. We hope to address these

issues in future research.

45



Chapter 4

Minimum Energy Path Analysis of Drug-induced Conformational
Transitions of c-Src Kinase
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4.1 Introduction

Protein kinases act as biological switches that toggle between ON (active) and OFF (inactive) states

in response to specific cellular signals to regulate various cellular processes including growth, cell pro-

liferation and differentiation. Since protein kinases are implicated in tumorigenesis and malignant cell

proliferation, they serve as attractive targets for cancer therapy. Thus, elucidation of the detailed molec-

ular mechanisms of drug-induced inactive→active transition and vice versa exhibited by protein kinases

is of paramount importance for rational design of novel therapeutics against cancer and other diseases

[22, 24, 141–143].

The c-Src kinase, a member of the Src family of cytoplasmic tyrosine kinases, serves as an excellent

model system to investigate mechanistic details of kinase activation and regulation due to availability of

extensive experimental data including the crystal structures of both the active and inactive states [36–

41, 144–146]. The crystal structures reveal that the two key structural determinants that differentiate

active and inactive states of c-Src kinase are the orientation of the αC-helix (residues 304-319) [147] in

the amino-terminal lobe and the activation loop (A-loop, residues 404-424) [147, 148] in the carboxy-

terminal lobe. The A-loop plays a significant role in recognising substrates for catalytic activity of

the kinase. Switching of the kinase conformation between active and inactive states happens via phos-

phorylation at different sites. Phosphorylation at Tyr416 in the A-loop of kinase domain activates the
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kinase, while phosphorylation at Tyr527 in carboxy-terminal tail deactivates it. The A-loop is closed and

folded in the inactive state to prevent substrate access into the active site with unphosphorylated Tyr416

residue. In the active state, Tyr416 is phosphorylated and the A-loop opens up to form the binding

pocket for substrate binding. The αC-helix has to rotate inwards towards the binding pocket as well for

the kinase to be in active state, in order to form the evolutionary Lys295-Glu310 salt bridge, along with

other key protein-protein interactions to make the kinase catalytically active. As the αC-helix rotates

inwards towards the binding pocket, Glu310 switches its hydrogen bonding partners from Arg409 to

Lys295 as the kinase goes from inactive to active state. The evolutionary Lys295-Glu310 salt-bridge is

preserved across the kinase family and is necessary to stabilise active kinases. The DFG motif (Asp404,

Phe405 and Gly406) is an important structural motif, which is part of the A-loop and is necessary to

be in DFG-in conformation for kinase to be in active state. Asp404 of the DFG motif faces outwards

from the binding pocket and Phe405 faces inwards towards the binding pocket when the DFG motif is

in an ”in” conformation. In case of DFG-out conformation, both of these residues flip opposite to their

respective DFG-in conformations.

The gatekeeper residue is a crucial component of the ATP binding site. It’s relative size, positioning

and chemistry controls access of inhibitors to the adjacent binding cavity. In case of type-1 inhibitors,

which occupy the ATP binding pocket and do not extend into the adjacent binding cavity, there is

generally a presence of conserved water molecules. These water molecules contribute to the binding

affinity of type-1 inhibitors by forming water mediated hydrogen bonds, in addition to their contact

with the gatekeeper residue itself. Mutations at the gatekeeper site can impact the type-1 inhibitor’s

binding affinity if it leads to the gatekeeper residue extending into the binding cavity and dislodging the

conserved water molecules outside from it.

It is necessary for all structural motifs in the kinase domain to orient properly in order for kinase

to be in active state. Whereas, inactive kinase exhibits conformational plasticity [149]. The kinase has

to go through a network of conformationally plastic inactive states in order to become catalytically and

conformationally active. Although significant research has been carried out to understand the activation

mechanism of c-Src kinase, and it being well known that the A-loop has to open outwards first, followed

by the inward rotation of αC helix [147, 148], the precise mechanism of how the binding of a drug (for

example, bosutinib) to c-Src kinase induces the inactive → active conformational transition via key

structural intermediates along the transition pathway are still need to be explored in depth. However, the

experimental and computational characterization of these conformational transitions is nontrivial for the

following reasons. Earlier studies have indicated that Type-1 inhibitors (which occupy the ATP binding

pocket) on c-Src kinase have residence times of the order of seconds or more, which are beyond the time

scales accessible to traditional molecular dynamics simulations [150–153]. Moreover, these transitions

involve barrier crossing events on the underlying rugged potential energy surface and the time scales

of such rare events are also too long to be captured in conventional MD simulations. Thus, most of
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the modern computational studies on drug-bound c-Src kinases rely on enhanced sampling techniques

and/or coarse-grained models to probe these transitions. The biased sampling methods rely on a limited

set of collective variables (CVs) and seek to achieve uniform sampling of a reduced space defined by

these CVs. The requirement of predefined CVs limits the usage of such methods to systems with known

CVs. However, it is non-trivial to apply them to complex systems with unknown CVs. Moreover, the

identification of suitable CVs for biomolecular processes involving multitude of coupled degrees of

freedom is a challenging task.

Previous studies on inhibitor-bound Src kinases have highlighted key conformational changes in the

kinase domain as the inhibitor associates/dissociates from the binding pocket [154]. A recent study on

dasatinib-bound chicken c-Src kinase revealed that the Lys295-Glu310 salt bridge first becomes water

mediated and then it merely acts as a switch for drug unbinding to proceed. This eventually leads to

penetration of water molecules into the binding pocket and dissociation of the drug after breakage of

key interactions with kinase residues, which is the actual rate-determining step of the process. Thus,

water appears to be an active participant in the drug binding-induced kinase conformational changes

[155, 155–162]. However, it is not clear whether the initial penetration of water into the drug binding

pocket to make the Lys295-Glu310 salt bridge interactions water mediated precedes or succeeds the

disruption of the Lys295–Glu310 salt bridge and much remains to be understood about the order of

these molecular events and the correlation/coupling between them [154].

Nudged Elastic Band (NEB) method is a useful computational technique to determine the minimum

energy path (MEP) between two stable states of a system [81–91]. It works by simulating multiple

replicas, known as intermediates, and converging them to a path on the potential energy landscape with

the least overall activation energy cost for the transition. Unlike many biased sampling methods that

rely on one or two collective variables, the MEP obtained via NEB does not require the knowledge of

any apriori collective variables and hence it reveals a true sense of the conformational transition on the

3N-dimensional configurational space (here N is the total number of atoms in the system). In this study,

we employ the NEB method to determine the MEP between the drug-bound active state and drug-free

inactive state of human c-Src kinase. The characterization of change in the number of water molecules

in the binding pocket and the structural and energetic changes in the protein as it transits between the end

states via the identified MEP provides us with key insights into the drug-induced c-Src kinase activation

mechanism.

4.2 Modelling and Simulation Details

4.2.1 Models

The active (PDB ID: 4MXO) and inactive (PDB ID: 2SRC) X-ray crystal structures of the human

c-Src kinase were used to generate two end states for performing NEB simulations to find the MEP

48



[144, 145]. Only the catalytic domain residues comprising of residues TRP260–THR521 (262 residues

in total) are included in this study. Since we wanted to study the process and mechanism of how the drug

binds/unbinds as the kinase transitions between active and inactive states, we have considered the active

state crystal structure 4MXO which contains type-1 inhibitor bound inside the ATP-binding pocket of

the active kinase conformation as one of the NEB end states. The corresponding inactive kinase + drug

end state consists of kinase conformation from PDB ID 2SRC with drug kept away from the binding

pocket. Missing kinase residues were modelled using Charmm-GUI [163]. Both the end states were

solvated in a cubic TIP3P water box with 10 Å as the water-padding cutoff distance using tleap software

in AmberTools. 3 K+ ions were added to neutralise the system.

The X-ray crystal structures of the entire catalytic domain (residues TRP260–THR521) of the human

c-Src kinase in the active (PDB ID: 4MXO) and inactive (PDB ID: 2SRC) states were chosen as starting

structures to generate end states for NEB calculations [144, 145]. The active state model consisted of

a type-1 inhibitor (Bosutinib) bound at the ATP-binding pocket, whereas the inactive state model was

generated by taking kinase atoms from PDB ID: 2SRC and keeping the inhibitor away from the binding

pocket. The NEB-derived minimum energy path between these two end states enables us to probe the

mechanism of how the drug binds/unbinds from the c-Src kinase as it undergoes transitions between

active and inactive states. All the missing residues were modelled using CHARMM-GUI [163]. Each

end state was solvated in a cubic TIP3P water box with 10 Å of water padding using tleap software in

AmberTools. Three K+ ions were added to neutralise the systems.

4.2.2 Simulation Details

Initially, the minimization of the total potential energy of the end states was carried out in two stages:

in the first stage, 5000 steps of steepest descent followed by 5000 conjugate gradient steps were carried

out with position restraints (with a harmonic spring constant of 500 kcal mol−1 Å−2) on the protein

atoms [67, 164]; in the second stage, 25000 steps of steepest descent followed by 25000 conjugate

gradient steps were carried out without any position restraints [67, 139, 164]. The energy minimized

structures were then subjected to temperature annealing from 0 K to 300 K under NVT conditions for

20 ps with weak position restraints using harmonic spring constant of 10 kcal mol−1 Å−2 on protein

and drug atoms. Subsequently, the systems were equilibrated in the NPT ensemble at 300 K and 1 bar

pressure for 200 ps with weak positional restraints (harmonic spring constant of 10 kcal mol−1 Å−2) on

drug atoms only.

4.2.3 NEB Simulations

Simulated Annealing protocol has become a popular method to find MEPs using NEB algorithm for

conformational transitions in large-scale complex systems [153, 165–170]. We have used Simulated
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(b)

Figure 4.1: Crystal structure of (a) active (drug-bound) c-Src kinase and (b) Zoomed in portion of drug
bosutinib in the binding pocket of active kinase.
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Figure 4.2: Crystal structure of inactive form of c-Src kinase
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Figure 4.3: Variation of sum of potential energies of all images as 5COOL2 NEB step progresses

Annealing protocol for our simulations, which consists of 5 steps. For running NEB simulations, we

consider 40 images, 20 starting from one end state and 20 starting from other end state. These end states

are the post-equilibrated configurations obtained via above method.

In the first step of simulated annealing protocol, the system was heated to 300K in a duration

of 80ps with a Langevin collision frequency of 30ps−1. Springs were used with force constant of

10kcalmol−1Å−2. The second step involved equilibrating the images at 300K for 200ps with langevin

collision frequency of 60ps−1. Springs used in this step had a force constant of 50kcalmol−1Å−2.

Same spring constant was used for the next step as well. The third step involved heating the images from

300K to 500K and bringing the system back to 300K. This annealing of the system was performed step-

wise over 100ps with langevin collision frequency of 70ps−1. In the fourth step, the system was cooled

to 0K over 120ps with langevin collision frequency of 70ps−1 and force constant of 10kcalmol−1Å−2

to remove kinetic energy. In the last step, Quenched MD was performed for 100ps with langevin colli-

sion frequency of 240ps−1 and force constant of 10kcalmol−1Å−2. In all of the above 5 steps, NEB

algorithm was applied to all protein and drug heavy atoms. The NEB algorithm was not applied to the

solvent atoms.

4.2.4 Convergence calculations along the MEP

In order to ensure convergence of MEP, we examined the evolution of the sum of potential energies

of all the images (Figure 4.3) and also the potential energy of an arbitrarily chosen image (Figure 4.4)

as the last step in the NEB run progresses. It is observed that both of these energies remain more or less

constant beyond certain number of steps indicating convergence of the NEB results.
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Figure 4.4: Variation of potential energy of a representative NEB image as 5COOL2 NEB step pro-
gresses

4.3 Results and Discussion

4.3.1 Structural changes along MEP

The minimum energy path for the conformational transition of Human c-Src kinase between the

bosutinib-bound active state and bosutinib-free inactive state was obtained using the protocol described

above. The MEP is represented on two-dimensional planes defined by pairs of structural parameters that

quantify variations in some key structural motifs in the kinase domain, as seen in fig. 4.5. Following ref.

[147, 148], the present work considers the two-dimensional planes defined by the following structural

parameters to showcase the calculated MEP: (a) the distance (D1) between atom NZ of Lys295 and atom

CD of Glu310, (b) the distance (D2) between atom CD of Glu310 and atom CZ of Arg409, (c) the root

mean square deviation of the activation loop comprising of residues 404-424 (RA) with respect to its

inactive state conformation, (d) the root mean square deviation of the αC-helix comprising of residues

304-319 (RC) with respect to its inactive state conformation, and (e) the root mean square deviation of

the DFG motif comprising of residues 404-406 (RDFG) with respect to its active state conformation.

The calculated MEP reveals key structural changes exhibited the kinase domain during drug-induced

active-to-inactive state transitions. In Figure 4.5a, D2-D1 shows significant variation along MEP as

Glu310 changes its hydrogen-bonding partners between Lys295 and Arg409, which lead to the breakage

of the evolutionary Lys295-Glu310 salt bridge and the crucial interactions that stabilized it. The Lys295-

Glu310 salt bridge is preserved in the active state across the kinase family and the breakage of Lys295-

Glu310 salt bridge along with consequential changes in interactions with Arg409 and in other structural

motifs appear to be a key step for the kinase deactivation.
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(a)

(b)

(c)

Figure 4.5: Variation of (a) D2-D1, (b) RC and (c) RDFG vs RA along the MEP
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Figure 4.5b shows the variation of RC and RA along the MEP. The variation of RC and of RA show

more or less a linear dependence indicating that the rotation of αC-helix and activation loop go hand in

hand along the MEP, as the drug dissociates from the binding pocket.

Figure Figure 4.5c shows the variation of RDFG and RA along the MEP. The functionally important

DFG motif, which is part of the activation loop, stays in the flipped-in conformation when the activation

loop is open for the kinase to be active state, whereas it is flipped-out when the activation loop is closed

in inactive kinase conformation. Phe residue of the DFG motif in DFG-in conformation forms the base

of the binding pocket and stabilises the drug in the binding pocket by forming π-π stacking interactions

with the phenyl ring of the drug. The Asp and Gly residues at the binding pocket also contribute to

stability of the drug in the binding pocket.

The mechanism of conformational transition and the nature and number of intermediate states visited

during the active to inactive kinase conformational transition may differ based on whether it is examined

in the presence [154, 171, 172] or absence of the drug [147, 148, 154, 171–178].

4.3.2 Properties governing drug-induced conformational transitions

The crystal structure of bosutinib-bound c-Src kinase (Figure 4.1a) reveals that the inhibitor is bound

at the ATP binding site and makes contacts with the binding pocket residues and also makes hydrogen

bonds with the water molecules trapped inside the binding pocket. These interactions contribute majorly

to the binding affinity of such type-1 inhibitors and it is necessary to break these interactions for drug

dissociation to occur.

4.3.2.1 Distance between drug and binding pocket

Following Ref. [154], the distance (Dd) between the centers of mass of the binding pocket residue

Met82 (to be precise, Met82:O and Met82:N atoms) and the drug (N and N1 atoms of the drug) was

chosen as a measure of the distance between the drug and the binding pocket of c-Src kinase. Figure 4.6

depicts the variation of Dd as the system evolves from the drug-bound active state to the drug-free

inactive conformation along the MEP. A marginal drop in Dd at around frame 15 indicates that the drug

is moved a little shallower inside the binding pocket such that the nitrogen atoms of the drug come

closer to the O and N atoms of Met82. Therefore, we see a dip in the absolute value of Dd as the drug

moves out of the binding pocket.

4.3.2.2 Number of water molecules inside binding pocket

Figure 4.6 shows the change in the number of water molecules present in the binding pocket as

the system evolves along the MEP. In this analysis, all the water molecules located within 6 Å from

Thr79:Og1, Glu80:O, and Asp145:Ca are considered to be inside the binding pocket of the kinase.
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Figure 4.6: Variation of Wbp (blue), Dd (red) and D1 (green) along the MEP.

4.3.3 Our Proposed Mechanism

Figure 4.6 shows the variation of the number of water molecules (Wbp) at the binding pocket (blue),

the distance (Dd) of drug from the binding pocket (red) and the distance (D1) between Lys295-Glu310

salt-bridge residues (green) along the MEP.

As the system evolves from the drug-bound active state to the drug-free inactive state via the MEP,

the distance between drug and binding pocket remains more or less constant between 4-5 Å for the first

30 frames, but abruptly increases to values greater than 9 Å in the later frames. Prior to this transition,

the distance between gate residues increases abruptly from 4 Å to values greater than 12 Å between

frames 25-30. Preceding the observed transitions in Dd and D1, the number of water molecules inside

the binding pocket increases significantly between the frames 10 and 20, with a negligible change in

Dd and D1. However, the transition in D1 precedes a decrease in Wbp during frames 17-25, but Wbp

again increases and exhibits noticeable fluctuations beyond frame 25 on the MEP. These results offer a

plausible sequence of events that are likely to occur during the drug-induced conformational transition

of the kinase from the active state to the inactive state via the MEP.

For frames 10-20, we conclude the water molecules entering the binding pocket push a drug little

outside the binding pocket. This is only a small push, which is reflected by a small dip in the Dd (green)

in Figure 4.6. Since there was no change in D1, these water molecules did not penetrate via Lys295-

Glu310 salt-bridge but via other pathways. These water molecules were eventually unsuccessful in

dissociating the drug from the binding pocket, as can be seen from value of Dd just decreasing slightly

between frames 10-20. The interaction energy of the drug with the key hydrophilic and hydrophobic

residues in the binding pocket and with the salt-bridge residues did not change much in this section, as

can be seen in Figure 4.7, Figure 4.8.

For frames between 25 and 35, an abrupt increase in D1 is observed (green), which indicates the

Lys295-Glu310 salt-bridge opens prior to the unbinding of drug from the binding pocket. Coinciding
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Figure 4.7: Variation of total interaction energy of drug with hydrophilic (blue) and hydrophobic (red)
residues inside the binding pocket along the MEP

Figure 4.8: Variation of interaction energy of drug with salt-bridge residues Lys295 (blue) and Glu310
(red) along the MEP

with the opening of the gate, Wbp increases sharply, indicating a coupling between opening of the

Lys295-Glu310 salt-bridge and dissociation of the drug, which this is triggered by water molecules

penetrating the binding pocket in frames 25-35.

To further understand the mechanism, we examined the variation of the interaction energy of the

drug with each of the Lys295-Glu310 salt-bridge residues along the MEP and the results are shown

in Figure 4.8. It is observed that the drug interacts favourably with Lys295 for frames from 0 (active

state) to frame 30 (onset of drug unbinding) and this interaction breaks at frame 30 leading to the

dissociation of the drug from the binding pocket. We conclude that the water molecules that entered into

the binding pocket between frames 25-35 trigger the breakage of drug-Lys295 interactions that results

in the dissociation of the drug from the binding pocket. Figure 4.9 shows the number of water molecules

in a 6 Å radius around drug and Lys295. We observe an abrupt increase in the value of Wd−Lys295 after

the opening of the Lys295-Glu310 salt bridge. Value of Wd−Lys295 increases significantly just prior to
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Figure 4.9: Variation of Dd (brown) and Wd−Lys295 (blue) along the MEP

the dissociation of the drug (brown), supporting the hypothesis that water entering via Lys295-Glu310

salt bridge triggers the breaking of drug-Lys295 interactions and leads to drug unbinding. Wbp in

Figure 4.6 (blue) decreases once again after the drug dissociates completely, thus indicating the crucial

role of water molecules in the drug dissociation process of c-Src kinase.

4.3.3.1 Single Entry Path of Water inside Binding Pocket

As concluded above, the opening of the Lys295-Glu310 salt-bridge creates a pathway for the entry of

additional water molecules into the binding pocket and thereby triggering the unbinding of drug from the

binding pocket. To examine the variation in the hydration of the salt-bridge residues during the active to

inactive transition, we computed the number of water molecules (WLys295-Glu310) that are located within

6 Å from Lys295-Glu310 salt-bridge residues. The change of WLys295-Glu310 along the MEP is shown in

Figure 4.10. An increase in WLys295-Glu310 is observed from frame 25, which suggests that the entry of

additional water molecules via the distorted Lys295-Glu310 salt-bridge is necessary and a key step for

drug dissociation. After the drug is dissociated from the kinase, some water molecules leave the binding

pocket via different pathways giving rise to a relatively less hydrated binding pocket in the inactive

conformation.

The MEP trajectory of a representative water molecule that enters into the binding pocket via the

distorted Lys295-Glu310 salt-bridge is shown in Figure 4.11. The representative water molecule is

shown in muave colored VMD representation.

4.3.4 MEP as a single overlapped image

Figure 4.12 shows configurations of the system along the MEP overlaid with one another. For the

kinase, only the changes in the αC-helix and A-loop conformations are shown for clarity and the re-

maining parts correspond to the active state conformation of the kinase. The yellow colored VMD
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Figure 4.10: Variation of WLys295-Glu310 along the MEP

Figure 4.11: Trajectory of a representative water molecule via conserved Lys295-Glu310 salt-bridge
pathway
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Figure 4.12: Snapshot representing the major structural feature changes (A-loop, αC-helix, Lys295-
Glu310 salt bridge residues) in kinase conformation along the MEP
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representation is the drug bosutinib, associating/dissociating from the binding pocket. The green col-

ored VMD representation is for Lys295-Glu310 salt bridge residues. Red colored VMD representation

represents the center-of-mass of drug binding/unbinding from the binding pocket.

4.4 Conclusion

In this work, we have investigated the dynamics of drug-induced conformational transitions between

active and inactive states of human c-Src kinase via minimum energy path using nudged elastic band

algorithm. The minimum energy path analysis gives us key insights into the mechanism of drug bind-

ing/unbinding, as the kinase transitions between active and inactive states. We highlight the crucial

role of water in drug association/dissociation and its coupling with key kinase residues and the distance

between drug and the binding pocket. We observe the Lys295-Glu310 salt bridge distortion as a key

event, that triggers the drug dissociation process. This distortion creates a conserved entry path for

water molecules to penetrate the binding pocket and break its key interactions with the kinase residues.

Water penetration via other pathways is not effective in the drug binding/unbinding process and we also

observe water leaving the binding pocket once the dissociation has taken place. Our study elucidates

the crucial role of water and the coupling between these processes during drug-induced conformational

transitions. The actual mechanism of transition might differ from ours, which can be studied by taking

the kinetic energy component into consideration as well and calculating free energy profiles using our

MEP as order parameter. That been said, the molecular mechanisms elucidated in our study will be

useful for rational design of novel therapeutics against cancer and other kinase-related diseases.
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Chapter 5

Conclusion

Proteins and DNA are complex dynamical systems that form essential components of cell biology.

The conformational dynamics of these macromolecules is crucial for the cellular biological functions

and characterization of binding-induced changes in their conformational dynamics becomes crucial to

understand the fundamental processes of life. Molecular dynamics simulations serve as useful tools

to understand the mechanics, energetics and kinetics of such complex systems computationally on an

atomic level. Proteins engage with DNA to recognise and repair DNA damages and interact with in-

hibitors to de-regulate downstream processes in case of diseases like cancer. The rugged nature of

potential energy surfaces of DNA and proteins makes it extremely difficult to study the conformational

dynamics of such binding-induced molecular events using traditional molecular dynamics techniques.

Such conformational changes involve a network of metastable states, barrier crossing events and the

timescales to capture these conformational changes is well out of the scope of normal MD simulations.

Enhanced sampling methods and path finding algorithms are therefore used extensively to simulate con-

formational transitions in complex biological systems to study conformational dynamics and energetics

surrounding their cellular processes. In this thesis, we have employed umbrella sampling technique (an

enhanced sampling method) and nudged elastic band method (a path finding algorithm on the potential

energy surface) to study the conformational dynamics surrounding the following two molecular pro-

cesses: (a) The association of DNA damage sensing protein Rad4/XPC with the DNA damaged site,

and (b) Drug-induced conformational transitions and the activation/deactivation mechanisms of human

c-Src kinase as a type-1 inhibitor binds/unbinds from the ATP binding pocket.

Initially, we cover the basic scientific knowledge one should have about DNA and protein kinases.

Their functions, behaviour and the essential roles they play for healthy functioning of our cells have

been discussed. We have discussed about DNA lesions, types of DNA lesions and some mechanisms

used by damage sensing and repairing proteins to correct these lesions and protect cells against diseases

such as cancer. We then go on to discuss more about types of kinases, and specifically in detail about

Src family of non-receptor tyrosine kinases that regulate numerous signal transduction pathways for

cellular processes. We discuss about some important structural motifs present in the Src family of
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kinases and how their relative orientation and arrangement deterministically defines the kinase’s ability

to upregulate or downregulate various cellular pathways. We also discuss about kinase inhibitors, types

of kinase inhibitors and their stable binding geometries with different kinase conformations.

Next, we introduce scientific concepts like potential energy surfaces, force fields, energy minimisa-

tion techniques on potential energy surfaces and minimum energy paths. We then get into the world

of molecular dynamics by introducing MD equations and how they are solved and integrated at each

step to evolve the system. We then introduce computational sampling methods, umbrella sampling and

nudged elastic band algorithm, and the partial NEB implementation of nudged elastic band algorithm

in Amber MD to find minimum energy paths. We present the algorithm’s results for our test system,

conformational transitions in alanine-dipeptide, and explain how we are going to apply this method to

find minimum energy path for conformational transitions in large complex systems, like c-Src kinase.

Further, we investigate the molecular process of association of the DNA-damage sensing protein

Rad4 with different sequence mismatched DNA lesions. We study the mechanism, energetics, dy-

namics, and molecular basis of the association of Rad4/XPC enzyme with three different base-pair

sequence mismatched DNA lesions, namely, TTT/TTT, TAT/TAT and CCC/CCC. We define appropri-

ate collective variable to study the mechanism of association and use umbrella sampling simulations to

generate free energy surfaces for the three Rad4-DNA complexes. We identify three regimes in each of

the free energy profiles, where different interactions between Rad4-DNA, DNA-water and Rad4-water

dominate, depending upon the value of the association collective variable ξ. Comparing the local min-

imum from the free energy profiles for the sequences, we observe Rad4 recognising and docking at the

CCC/CCC mismatched site earlier than the other two sequences. This hints towards higher sequence

specificity Rad4 exhibits towards CCC/CCC mismatch in comparison to the other two mismatches. We

also characterise the number of hydrogen bonds and quantify interaction energy between Rad4-DNA

complexes for the three sequences. Free energy surfaces obtained from the unbiased MD runs of the

three sequences were also calculated to further validate our results.

Lastly, we investigate the dynamics of drug-induced conformational transitions and the activa-

tion/deactivation mechanisms of human c-Src kinase as a type-1 inhibitor bosutinib binds/unbinds from

the ATP binding pocket. We employ a popular path finding technique, nudged elastic band method,

to find the minimum energy path connecting the active and inactive conformational states of human

c-Src kinase, as the drug binds/unbinds from the binding pocket. The dynamics of these drug-induced

conformational transitions gives us key insights into the mechanism of binding/unbinding. We highlight

the crucial role of hydration/dehydration of the binding pocket, and its coupling with key kinase

residues in the binding pocket and distance of drug from the binding pocket. We also identify a

conserved entry/exit path water needs to take, created via distortion of the evolutionary Lys295-Glu310

salt bridge, to effectively contribute towards the dissociation of the drug. Interaction energies between
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drug and various kinase residues in or near the binding pocket were calculated and analysed to further

strengthen our claims.

Future Work

For studying Rad4-damaged DNA association process more efficiently, future works would employ

better and more suitable collective variables to capture the association of the Rad4 enzyme to dam-

aged DNA site more appropriately. This would involve considering the angle of approach with which

the enzyme approaches the damaged site. We also understand the association of Rad4 with the DNA

damaged site and insertion of BDH3 β-hairpin inside the damaged site are interdependent processes

and future studies should also consider coupling between these events to make more realistic observa-

tions. Finally, other base modifications DNA damages such as CPD lesion, Methylation, Deamination,

Oxidative damage, etc should also be studied in the future with appropriate force field parameters.

The current study of finding minimum energy paths of drug-induced conformational transitions in

kinases does not take kinetic energy into account. The actual mechanics of these conformational tran-

sitions therefore might differ than what we propose here. To study the actual mechanism of confor-

mational transition, future works would look to obtain free energy profiles along the MEP, as order

parameter. This can be done by simulating each of the images at the desired temperature, and collect-

ing the order parameter data over the simulations performed. Future works would also employ similar

techniques to find inhibitor induced conformational transitions for type-2 and type-3 inhibitors, whose

unbinding dynamics would be more tricky, since they occupy deep cavities and allosteric sites in the

kinase domain. Deeper understanding of these allosteric sites on the protein surface and their impact on

drug binding/unbinding dynamics would also be intriguing to theoretical reseachers and experimental-

ists in the future.
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