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Abstract

With Large Language Models (LLMs) and Language models in general becoming a more
significant part of our daily content consumption, it is paramount to ensure that languages
with fewer resources do not get excluded. As most language models are trained using online
data, their performance is usually significantly worse for low-resource languages than languages
such as English. This gap in performance leaves speakers of low-resource languages with a
handicapped experience of consuming information and participating in online discourse. In
recent years, methods have come up that seek to address this resource gap by generating large
datasets to enable the training of models for low-resource languages across various tasks. One
such task is fact-to-text generation, where cross-lingual generation has gained prominence due to
its ability to leverage high-resource languages to augment generation for low-resource languages.
However, these works rarely address the noisy nature of synthetically created datasets, which
can cause models to hallucinate, reducing their usefulness for factually grounded tasks.

This work investigates various methods and ideas that revolve around carefully using noisy
datasets. Methods that account for the noisy nature of data can improve the quality of gen-
eration of texts without requiring significant modelling or architectural changes. We leverage
techniques such as curriculum learning and, in the process, describe various metrics that can
be used to quantify data quality. Our work focuses on cross-lingual fact-to-text generation, and
thus, we extend our work to generating factually-grounded text.

We begin our study by using the XAlign dataset. We investigate how curriculum learning
can be used to improve the performance of models for the task mentioned above. We experi-
ment with different curriculum schedules and data-ordering metrics using a sharded curriculum
learning framework and delineate how different metrics perform under different schedules. We
show that curriculum learning outperforms plain, non-curriculum learning-based training using
commonly used metrics. We also introduce a novel metric for ordering data - coverage score,
which captures the semantic alignment between the input text and reference text. We show
that training with data ordered according to coverage score under a gradually refining schedule
results in the best-performing model.

Next, we apply these findings to a more challenging setting - long-text generation. To this
end, we create a new synthetic dataset using the XAlign dataset and show that previous findings
do not apply to this problem setting. We identify the cause of this discrepancy and show that
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more than a simple curriculum learning framework is needed here. We denoise the training set
using different trusted data sources and show that ordering data based on this noise score and
a probabilistic sampling-based curriculum improves performance.

Finally, we conclude our studies by explicitly focusing on reducing hallucinations in long-text
generation. We introduce a modular pipeline-based approach with multiple steps to mitigate
hallucination during various stages of training. We show that this approach results in sizeable
improvements compared to end-to-end training. We also introduce a new evaluation metric for
evaluating texts with divergent references, where accounting for the source is also essential.

In summary, this work covers various facets of learning with noisy data for the problem
of cross-lingual fact-to-text generation. Synthetically created datasets can bridge the gap be-
tween languages, but training models using such datasets is challenging. Through extensive
experimentation, we demonstrate several ways to tackle this problem.
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Chapter 1

Introduction

This thesis focuses on the potential of using synthetic data for training natural language
generation systems, particularly for low-resource languages. We use cross-lingual fact-to-text
generation to evaluate our proposed methods and ideas. This chapter provides an overview of
the problem statement. We begin by motivating the problem’s importance, then describe the
different ideas and avenues tackled. We conclude with a summary of the contributions of this
work and give an account of the organization of the chapters.

1.1 Motivation

Generative AI has made significant inroads across various problems and domains. While
improvements are being made across all modalities - videos, images, speech, text, etc.- it is
the last relevant to this thesis. Arguably spearheaded by Generative Pre-trained Transformer
(GPT), generative methods represent the cutting edge in various problems within Natural
language processing (NLP). In particular, natural language generation (NLG) has captured
the zeitgeist. Chatbots and AI companions such as ChatGPT have weaved their way into
the workflows of every domain. The backbone of such technologies are Pretrained Language
Models (PLMs) - language models trained on vast amounts of data and fine-tuned on diverse
tasks. Models trained using this approach exhibit strong performance even on unseen tasks.
However, their performance is bounded by the quality of the data they are trained on, which
naturally points to their fatal flaw - the skewed availability of data across languages.

1.1.1 Scarcity of resources and associated challenges for low-resource lan-

guages

Training language models to perform different tasks is usually a two-step process - first,
a language model is "pretrained" on vast amounts of data using self-supervised tasks such as
masked language modelling, next sentence prediction etc. The data for such tasks is sourced

1



from the internet with datasets such as Common Crawl. The next step involves "fine-tuning"
the models on specific tasks of interest using smaller but higher quality annotated datasets.
By definition, such resources for low-resource languages are scant. The data available for even
pretraining language models is inadequate for most languages. For instance, consider Wikipedia
- the largest free encyclopedia on the internet. Figure 1.1 compares the number of articles
hosted on the website in various Indian languages and English, as well as the number of global
speakers for each language. It is easily observable that Indian languages are disproportionately
underrepresented. For fine-tuning, datasets are often manually curated. However, this process’s
expensive and time-consuming nature means they are again rarer for low-resource languages.
These pitfalls mean that the performance of NLG systems for such low-resource languages
continues to lag behind that of English. As access to the internet expands and the internet
share of developing countries subsequently increases, it is paramount that this gap is addressed
to ensure fair and equitable access to the internet. Bridging this gap would enable equal
opportunity to contribute to the internet and participate within its various frameworks.
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Figure 1.1: Comparison of native L1 speakers of various languages, along with the number of

articles and users on Wikipedia

1.1.2 Leveraging existing resources to bridge the resource gap

1.1.2.1 Synthetic Data

The expensive nature of curating high-quality datasets necessitates developing alternative
methods for generating datasets to fine-tune language models. A prominent avenue of ex-
ploration has been automatically generating high-quality datasets. There are two prominent
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methods for the generation of such datasets. The first involves using LLMs to generate data.
Second, algorithms can be devised to construct the dataset by re-purposing existing resources.
Utilization of such data has allowed open-source LLMs to obtain highly competitive results com-
pared to closed-source LLMs like GPT-4. Synthetic data is particularly relevant for low-resource
languages, where existing resources are low in quantity and quality, as discussed above. One
drawback this approach suffers from, however, is the noisy nature of the constructed dataset.
Naive training over such data can exacerbate the tendency of models to "hallucinate" - gener-
ating outputs that, while coherent, are not factually grounded or aligned with the input. Thus,
measured and careful use is vital to train functional models.

1.1.2.2 Cross-lingual Generation

Cross-lingual generation involves generating text where the output and input text are in
different languages. Many tasks can have cross-lingual variants, such as question answering,
summarization, named entity recognition, etc. Cross-lingual generation presents an exciting
avenue to generate content in low-resource languages by leveraging existing resources in high-
resource languages as input data. They also benefit from cross-lingual and multilingual learning,
as knowledge gained from performing the task in one language can improve performance in other
languages. A natural application of this notion is to utilize high-resource languages to improve
the performance of systems for low-resource languages.

1.2 Cross-Lingual Fact-to-Text Generation

Data-to-text generation is an essential problem in the domain of NLP. It involves trans-
forming structured data into natural text. Structured data here can be in the form of charts,
tables, graphs etc. Utilizing structured data allows for grounded generation of text and can
help make complex data easily interpretable. It also makes the generated text more reliable
and trustworthy.

Fact-to-text generation is a subproblem of data-to-text generation. Here, knowledge graphs
are used as structured data input. Knowledge graphs are representations of some knowledge
base where different entities are linked together using various relations. Large knowledge bases
such as Wikidata and DBpedia contain information about millions of entities and are important
resources for sourcing factually grounded information. F2T is thus naturally motivated - it can
allow for the generation of informative and encyclopedic content, thus enriching resources like
Wikipedia or generating content for business use cases. It also allows for integrating such
knowledge bases into applications like ChatBots and agents.

F2T systems use knowledge graphs as inputs, with the entities and relations verbalized
in some language, typically English. Cross-lingual F2T (XF2T) is a variant of this problem
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where the generated text language differs from the verbalization language. This problem is the
topic of focus for this thesis. As previously discussed, online textual content is predominantly
present in English. This is also reflected in the sources of knowledge, which are extensive
in English. Resources such as Wikidata and DBpedia encompass information about various
topics and domains. More than translation of content from English to low-resource languages
is required, as such content is often endemic in nature. Thus, cross-lingual generation here is
of vital importance. Resources from high-resource languages such as English can be leveraged
to generate content in desired low-resource languages.

1.3 Learning With Noisy Data

A major challenge with using automatically generated data, and synthetic data in general,
is that they are often noisy. This is a natural trade-off - while human-annotated data is cleaner
and of a higher quality, it is difficult and expensive to source. On the other hand, synthetic data
can be rapidly generated for a variety of tasks and use cases, but is difficult to control the quality
of. Thus, it is important to devise methods that employ careful use of this data. Language
models trained on such data are prone to hallucinations - generating factually incorrect content
or content that is not grounded in the inputs. This is a significant bottleneck towards adopting
systems like LLMs for critical tasks, as it makes them unreliable and untrustworthy. A major
component of this thesis revolves around finding methods and algorithms that allow for learning
from the informative parts of data while mitigating the effects of noise.

1.4 Contributions

The primary contributions of the thesis are summarized below

1. We investigate different methods for generating text for cross-lingual fact-to-text genera-
tion that explicitly focus on using noisy data. We experiment with different methods and
show that with careful use of data, the performance of models can be improved even with
noisy data

2. We experiment with curriculum learning for cross-lingual fact-to-text generation, using
various ordering metrics and schedules. We propose novel metrics for ordering data that
jointly model both the input and reference text and show that they result in the best
performance for this task. We also explore the idea of "denoising" noisy data using trusted
data. We also investigate the nature of the chosen metrics and show that quality-based
metrics demonstrate promising performance when dealing with noisy data.
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3. We construct the XLAlign dataset and propose the cross-lingual fact-to-long text genera-
tion problem, a more challenging variant of the XF2T task that is closer to the real-world
use case for generating factual and informative content than single-sentence generation.

1.5 Thesis Organisation

• In Chapter 1 (current chapter), we introduce the core premise of this thesis and motivate
its importance and utility. We briefly summarize the key problems tackled and the key
contributions

• Chapter 2 presents an overview of current literature for the tasks in focus in this thesis.
We highlight the limitations and gaps in literature and contextualize our contributions in
light of this.

• In Chapter 3, we visit the problem for XF2T, and show that careful use of data using
curriculum learning can substantially improve the performance of text generation models.
We investigate various ordering metrics and schedules and characterize their properties
and performance.

• Chapter 4 extends the findings of the previous chapter to a more challenging setting
by constructing the XLAlign dataset, where the focus is on generating lengthier texts.
We revisit curriculum learning methods to train models using this dataset. We explore
denoising noisy data using various trusted data sources, including synthetically generated
data.

• Chapter 5 steps away from curriculum learning and instead explores explicit methods
for grounding generated text and reducing hallucinations. We experiment with different
reward models and propose a novel evaluation metric to study the performance of models
when learning with divergent references in a data-to-text setting.

• We conclude with Chapter 6, where we summarize our studies’ key findings and results.
We finally highlight avenues for future exploration that can build on the foundations of
this thesis.
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Chapter 2

Related work

This chapter examines the current literature on the various problems tackled throughout this
thesis. We provide a comprehensive overview of the different methods, datasets, and challenges
investigated and studied, allowing us to identify gaps in the literature where improvements are
necessary. We focus on an important class of problems that revolve around enabling training
models for low-resource languages where the available resources are noisy. Specifically, we focus
on data-to-text generation, cross-lingual generation of text, and methods for dealing with noisy
data, including an in-depth analysis of curriculum learning.

2.1 Fact-to-Text Generation

Data-to-text generation is a problem in NLP, which aims at transforming structured, non-
linguistic data, such as tables, knowledge graphs, time series, etc., into a user-consumable form
such as natural text [37]. This transformation allows users to ingest and understand complex
data easily. The nuance that separates this task from tasks such as machine translation and
summarization is the necessity of the data to be not exclusively linguistic [20, 56]. This also
excludes modalities such as speech and images from the scope of the problem. The problem
finds applications in various domains such as healthcare [54, 52], sports [4], and finance [47, 3],
among many others.

In this thesis, we focus on a specific variant of the data-to-text generation problem: fact-to-
text generation. It involves transforming structured data in the form of fact triples into natural
language [56]. It can also be thought of as verbalizing knowledge graphs [46].

Several datasets have been proposed for this task. A prominent one is WebNLG [19], which
contains pairs of RDF triples and human-annotated verbalizations of the text. The RDF triples
span across multiple domains such as people, cities, architecture etc. Initially created for
English texts, it has since seen multilingual variants with Russian, German, and low-resource
European languages like Welsh, Irish, and Breton released [17, 10]. Due to the time-consuming
and expensive nature of creating datasets, several automatically created datasets have also
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been put forward. One common approach is the alignment of structured entities to natural
language text. WikiBio [34] does so for infoboxes, with the approach expanded to different
domains [55] and languages [49] in later works. Aligning sentences to RDF triples extracted
from knowledge graphs is also a common approach [18, 5]. Other approaches include devising
extensive pipelines [14, 28]. However, most of these approaches rely on the assumption that the
text and the structured data are in the same language i.e. monolingual, using techniques such
as direct string matching to align the entities Cross-lingual fact-to-text generation (XF2T) is a
subtask where the input data and the generated natural text are in different languages [1]. This
is of particular relevance for low-resource languages, which typically have lower availability of
data as it allows input data from high-resource languages such as English to be leveraged to
generate text in low-resource languages [10, 62, 61]. Table 2.1 summarizes various data-to-text
generation tables.

Recent systems for this task have relied on neural methods. Seq2seq methods have been
particularly effective, with many employing models like LSTMs, GRUs, GATs [12, 60, 58] as
the encoders and decoders. Methods sometimes involve several preprocessing steps. One such
method shown to improve performance is that of delexicalization [13, 42]. Here, slot-value
pairs for entities are replaced by placeholders during training and then replaced with the entity
names during inference. This contrasts copy-based methods, which use copy mechanisms to
directly copy entities from the input. End-to-end methods are also common, such as those
used by Dusek et al. [12]. Recently, pretrained language models have also been shown to
perform strongly. Chen et al. [8] propose a three-layered approach called TASD which uses
pre-trained language models along with explicit steps for table structure understanding and
text deliberation, while Ribeiro et al. investigate their efficacy for graph-to-text generation
[57]. Various neural approaches have been investigated for cross-lingual fact-to-text generation.
Abhishek et al. [1] put forward the XAlign dataset and establish baselines using seq2seq models.
Sagare et al. [61] expanded the dataset and investigated multilingual pretraining and fact-
aware embeddings. Moussallem et al. [46] used a graph attention network-based encoder and a
transformer decoder to verbalize RDF triples in English, German and Russian using the enriched
version of the WebNLG dataset [6]. Acknowledging the lack of resources and efforts in low-
resource languages, which represent an important use-case of NLG systems, the WebNLG 2023
challenge [10] invited systems for fact-to-text generation for low-resource European languages.
Monolingual solutions were proposed for Russian [29], where the knowledge graphs were first
translated to Russian and Irish [43], which involved hand-crafting rules. Multilingual solutions
ranged from using a combination of NLG+MT [2, 33] or using LLMs to directly generate the
outputs without training [40]. Another work in generation for low-resource languages is that of
Wang et al. [70], where they use cyclical training to simultaneously train both G2T and T2G
models, improving the performance of both.
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Name Construction Languages Format Size

E2E [50] Manual en MR 50k

WebNLG 2020 [16] Manual en, ru RDF 40k, 17k

WebNLG 2023 [10] Manual 4 RDF 1.6k

XAlign [1] Automatic 12 RDF 550k

DART [48] Automatic en Record 33k

WikiBio en [34] Automatic en Record 728k

WikiBio fr-de [49] Automatic fr, de Record 170k, 50k

RotoWire [74] Automatic en Record 11k

ToTTo [51] Automatic en Record 136k

Table 2.1: Overview of some popular data-to-text datasets. Here, construction refers to the

manner of construction, while format refers to the data representation format. MR stands for

meaning representation, RDF stands for Resource Description Framework, and Record implies

table records.

2.2 Learning from Noisy Data

Due to the expenses and time involved in manually annotating data, automatically gener-
ated datasets can easily increase the availability of data for different domains and languages.
However, this kind of data is prone to being noisy, and thus, special care is needed to ensure
that systems trained using this data do not hallucinate or over-generate. Dusek et al. [12]
investigated the impact of semantic noise in training data and found that cleaning the data can
decrease the prevalence of semantic noise by 97%. Extensive efforts have thus been dedicated to
reducing the impact of noise in training data in various domains. For data-to-text generation,
a work closely related to ours is that by Fu et al. [18], who propose a distant supervision frame-
work to enable learning from "partially-aligned" data, a task which they call Partially-Aligned
Data-to-Text Generation (PADTG). For this, they estimate the input data’s supportiveness
for each target word and then apply a supportiveness adapter and rebalanced beam search to
control over-generation. Rebalanced beam search has also been explored by Tian et al. [65],
where they include information from the source during decoding.

An important line of work for dealing with noisy data involves "denoising" data. Here,
the effect of noise during training is mitigated by explicitly modelling methods to quantify
or account for the noise in the data. In neural Neural Machine Translation (NMT), partially
aligned data can be in the form of automatically aligned texts in different language pairs. Data
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selection based methods are a prominent choice, with methods generally using cross-entropy
difference (CED) to identify data that closely aligns with a domain with higher availability
of data [45, 67]. Inspired by this, Wang et al. [68] extended this approach to select high-
quality data from a noisy dataset, with a "clean" dataset used to select data. Denoising the
pre-training procedure with quality estimation when reference texts are unavailable has also
been investigated with positive results [21]. Relation extraction is another domain where an
extensive body of work exists for denoising data. Distant supervision, where a labelled corpus
is used to extract relations from a large unlabelled corpus, is an effective method for extracting
a large number of resources [44]. However, a dataset constructed with distant supervision is
noisy [26], necessitating special care using methods such as denoising. A simple method is
that of multi-instance learning, where instead of single candidates, multiple candidates are
considered together as a set during the alignment process [59]. Another method for accounting
for the noise in the data is ranking sentences that best represent a relationship, with attention
mechanisms used to improve the performance [41, 38, 79]. Metrics for evaluating models trained
on noisy data are also important. Dhingra et al. [11] note that evaluating divergent references
requires source-dependent metrics, propose the PARENT metric and show that it has a higher
correlation with human judgement.

2.3 Curriculum Learning

Curriculum learning (CL) is based on the assumption that the order of training samples
matters while training data. It uses the intuition that going in a specific order, such as from
easier to more difficult samples, is useful. This is inspired by how human education curricula are
structured - learning a concept like advanced calculus requires knowledge of basic mathematical
concepts. For machine learning, this is an alternative to the traditional training routine where
training begins with the entire dataset. Bengio et al. [5] showed empirically that curriculum
learning has an effect on both the convergence speed and, in some cases, the quality of local
minima obtained, and it has since found utility in a variety of problems. It has been shown to
be effective across multiple domains, such as computer vision and NLP, in various recent studies
[23, 24, 15]. They have been used for problems such as segmentation learning [35, 64], reranking
for retrieval [27], clustering [76], multilabel and multiclass classification [22, 36], clustering etc.
The main challenges that need to be addressed while designing curriculum learning schemes
are deciding the criterion to order the data and choosing the right pacing or sampling function
for selecting data while training. For this, various classes of curriculum learning strategies have
been identified [69].

The first is that of predefined CL, where the difficulty metric and training schedule is manu-
ally defined. These metrics are specific to the task, with measures such as sequence length [53],
number of conjunctions [31] etc. used for NLP, number of objects for semantic segmentation
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in CV [72], and number of nesting functions for code-related tasks [78]. Training schedules
are either discrete or continuous. For discrete schedules, the available samples are readjusted
after a fixed number of training epochs, such as the baby step algorithm [5, 63]. Continuous
schedules, on the other hand, map the epoch to a scalar value using a competence function
[53], which determines the proportion of data available in that epoch. The drawback of this
CL strategy is that determining the difficulty metric is challenging and requires exhaustive
experimentation. It also often requires domain expertise based on the class of problem. The
schedulers and orderings are also often inflexible [69]. Automatic CL methods seek to address
these limitations of predefined CL. One such method is self-paced CL, where the training loss
is used to determine the proportion of data available for training [32]. This uses the model’s
performance to determine the difficulty of samples, which results in high uncertainty at the
start of training. An alternative approach is a transfer-teacher framework, where a teacher
model is used to determine the order of samples [24, 75, 73]. Automatic CL methods do not
require human-defined difficulty measures, and are thus domain agnostic. They also allow the
scheduler to utilize model feedback, making scheduling dynamic.

For text-based tasks, n-gram frequency, token rarity, and sentence length are some metrics
used which are based only on the input or output text [31, 53, 39, 7]. Kocmi and Bojar
[31] also use linguistic features such as number of coordinating conjunctions. Metrics such as
data uncertainty [81], Damerau-Levenshtein Distance and a soft-edit distance have been used to
jointly consider both the input and output [7]. In the context of denoising, metrics that quantify
the noise in samples have also been used for learning from noisy data for image captioning [25]
and denoising machine translation data [68].
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Chapter 3

Curriculum Learning for Cross-Lingual Fact-to-Text Generation

Curriculum learning has been used to improve the quality of text generation systems for
various tasks, particularly when learning with noisy data. Their application for cross-lingual
fact-to-text generation has yet to be studied. In this chapter, we explore different metrics that
can be used to improve the performance of generation systems for cross-lingual fact-to-text
generation with noisy data using different curriculum schedules. We propose using a novel
metric - coverage score, for ordering samples. We show that using a gradually refining schedule
for training results in strong improvements compared to non-curriculum based methods across
multiple languages.

3.1 Overview

Curriculum learning has been shown to improve the performance of monolingual data-to-text
generation systems [7]. While metrics such as sequence length and word rarity are effective,
the most significant performance improvement is obtained using metrics that jointly model the
input and reference text. The applicability of these approaches to the XF2T problem, however,
has not been studied. This problem presents unique challenges for current metrics. Defined for
monolingual data-to-text generation, these metrics cannot be generalized to the cross-lingual
setting. Furthermore, they also do not account for the noisy nature of data, where more difficult
examples can simply be of poorer quality and are thus not a fair representation for the model’s
performance. We propose novel metrics that consider both factors - the noisy nature of data
and the cross-lingual nature of input and output.

Existing works only study schedules based on the notion of increasing difficulty, which does
not account for potential noise in the data. In this work, we experiment with "annealing"
schedules. Curriculum learning schedules that progressively remove lower-quality examples
have previously been used for learning from noisy data in other tasks [68, 25]. The work on
the intuition that as the training progresses, the model is refined on examples of higher quality.
The utility of this approach bears further investigation for our task.
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Figure 3.1: Two curriculum schedules used. Each row represents a training phase, with the

shade of the block representing a different shard (also indicated with labels on the blocks):

a) Expanding schedule with new shards introduced as training progresses and b) annealing

schedule with shards removed as training progresses.

Concretely, we make the following contributions:

1. We empirically study the behaviour of different metrics for curriculum learning with two
different schedules - an expanding schedule and an annealing schedule.

2. We propose a new quality-based cross-lingual metric - coverage score and show that with
an annealing schedule, it results in the best performance compared to other metrics.

3.2 Methodology

3.2.1 Curriculum Learning Strategy

In this work, we use a predefined curriculum learning strategy. This means that both the
ordering metric and the training schedule are manually defined rather than relying on automatic
measures. Previous studies use a similar approach [7]. The drawbacks of this approach have
been elucidated before - finding effective ordering metrics is complex, and the training schedule
can often be inflexible. Therefore, we perform extensive experiments with different ordering
metrics and learning schedules. Both source-dependent and source-independent metrics are
investigated, and learning schedules that are both gradually refining and gradually expanding,
as well as which order the data from easy-to-difficult and easy-to-hard are considered.

3.2.2 Shard-based Scheduling

We use a probabilistic curriculum learning strategy similar to the one that Zhang et al [80]
for neural machine translation. Here, the training samples are first distributed into distinct
shards based on the value of the chosen metric. The training process is segmented into different
phases, with samples selected from only a subset of shards in a phase. We experiment with two
approaches for selecting the shards (Figure 3.1). The first is to begin the training with only the
shard with the lowest scores, with more shards added in the subsequent phases in ascending
order of scores. We term this the expanding approach. The annealing approach is based on
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works related to learning from noisy data for other NLG tasks. Here, training begins with
every shard available in the first phase, and shards are removed in subsequent phases, starting
with the shard with the lowest scores. Note that both the data within a shard and the shards
themselves are shuffled during a specific phase; the data is not presented in a deterministic
order.

We choose this strategy over the competence-based curriculum learning strategies used in
previous studies due to its flexible nature. Since it only requires modifying the sampling strategy,
it enables plug-and-play experimentation with the expanding and annealing schedules.

3.2.3 Curriculum Schedule Metrics

We experiment with two novel metrics designed to jointly model the input and reference
text for cross-lingual settings - n-gram semantic match and coverage score.

3.2.3.1 N-gram Semantic Match (NSM)

Direct comparisons between the input and target text are not possible for cross-lingual data.
Thus, we use a cosine similarity-based metric to consider the two jointly. Consider an n-gram
g from the set of n-grams G for the target sequence s and the set of lexical tokens in the input
facts F = {v1, v2 . . . vk}. For a lexical token t, let t̂ represent its embedding. Then, we define
the token similarity for a token gj from g as

f(gj , F ) = max
vi∈F

s(ĝj , v̂i)

Then, the similarity of the n-gram g is given as the geometric average of token similarity of
each of each of its tokens

w(g, F ) =

(∏
gi∈g

f(gi, F )

) 1
|g|

Finally, the NSM score of s is given as the average of the similarity scores over all its n-grams.

dNSM (s, F ) =

∑
g∈Gw(g, F )

|G|

3.2.3.2 Coverage Score

Here, we introduce the concept of coverage and present a way to quantify it. Dhingra et
al. [11] observe that automatically generated datasets are prone to being noisy. A particular
problem observed is divergent references, where the reference texts diverge from the input data.
This divergence can be in the form of including information that cannot be inferred from the
input data or failing to mention information present in the input data. XAlign dataset suffers
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Figure 3.2: Example of divergent references in the XAlign dataset. The text highlighted in blue

is not present in the input set of facts

from the same problem. Most instances in the dataset contain information in the text that
diverges from the input set of facts. Some examples are shown in Figure 3.2

Coverage score is used to quantify the degree of divergence between the input and reference
text. First, we manually annotate 4400 examples from the XAlign dataset using binary labels of
partial coverage or complete coverage. Partial coverage means that the reference text diverges
from the set of input facts - some information within the sentence cannot be inferred from the
sentence. Complete coverage means that the set of input facts and reference text do not diverge.
A pre-trained MURIL model [30] is used to train the classifier. Then, confidence scores from
the classifier are used as coverage score value for a given pair of input facts and text.

3.3 Experimental Setup

3.3.1 Baselines

We consider two metrics used in previous literature for monolingual data-to-text generation
- sequence length and token rarity [7]. We consider only the target text for scoring samples
using these metrics for our experiments. The soft edit distance metric proposed in their work
does not generalize to the cross-lingual setting as it relies on exact sequence matching between
the input and reference text.
Length Length is a natural metric for ordering data based on difficulty. This is because
generating longer sentences is more challenging, as errors made early in the decoding process
propagate further. For a sequence s = {w1, w2 . . . wN},

dlength(s) = N

Rarity This is the product of unigram probabilities of the tokens in a sequence. Based on the
intuition that rarer words are more challenging to generate, this implicitly encodes information
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about the sequence length and frequency of words in the sequence.

drarity(s) = −
N∑
k=1

log p(wk)

where the unigram probability of wi is given as p(wi)

3.3.2 Data.

We use the XAlign dataset released by Tushar et al. [1] 1. It contains 0.45M cross-lingual
fact-text pairs in 8 languages - English and 7 Indian languages. The dataset was automati-
cally generated by aligning facts represented as RDF triples from Wikidata to sentences from
Wikipedia using transfer learning. This results in partially aligned data containing noisy sam-
ples, which is suitable for our experiments. The test set contains 5042 manually annotated
examples is thus largely devoid of noise.

3.3.3 Configurations.

We use the mT5 model [77] for Indian languages and the flan-T5 model [9] for English. The
small variants of both models are used 2, containing 300M and 60M parameters, respectively.
Flan-T5 was used for English as it is a stronger model specifically for English, and would
also help demonstrate the generalizability of the method across different models. Adafactor
optimizer with an initial learning rate of 0.001 is used, with a linear decaying schedule. For the
curriculum learning framework, the data was divided into 8 shards for all languages. For all
experiments, the model with the lowest validation loss was picked

Two sets of experiments were performed for every curriculum metric - training with an ex-
panding schedule and an annealing schedule. We also train a baseline model without curriculum
learning.

3.4 Results and Analysis

BLEU and chrF++ scores computed using sacrebleu3 for every experiment are reported in
Table 3.1 and in Table 3.2 respectively.

BLEU score measures the similarity of a given text to a reference text by comparing the
n-grams in both texts in a position-independent manner.

chrF++ compares a given text to a reference text based on character-level n-gram precision.
This results in a tokenization-independent evaluation.

1https://github.com/tushar117/XAlign/
2https://huggingface.co/google/mt5-small and https://huggingface.co/google/flan-t5-small
3https://github.com/mjpost/sacrebleu
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3.4.1 Curriculum Metrics

Figure 3.4 shows the distribution of the different metrics experimented with.

It can be observed that length and rarity display similar distributions, and NSM and coverage
score display similar distributions. We characterize length and rarity as difficulty-based metrics
and NSM and coverage score as quality-based metrics. We argue that difficulty-based metrics
are unsuited for noisy data as they conflate noise with difficulty. Longer sequences will tend to
have more noise, meaning that latter iterations will train on largely noisy data, reducing the
performance of the models. In line with this rationale, training models using difficulty-based
metrics result in better performance in general.

3.4.2 Annealing and Expanding schedule

(1) For all languages, it can be observed that training with a curriculum learning strategy
outperforms non-curriculum based training. Considering the best curriculum learning approach
for each language, curriculum learning based approaches result in an average 3.57 BLEU im-
provement. Ordering data based on coverage score with an annealing schedule yields the best-
performing model across all languages, outperforming non-curriculum training by 2.12 BLEU
and the next best curriculum training strategy - the sequence length metric with an expanding
schedule by 0.98 BLEU. However, the former performs significantly worse for Bengali, with
an 11.16 BLEU deficit. In fact, non-curriculum training outperforms this approach for the
language by 9.91 BLEU.

(2) We also observe another interesting trend in the performance of the metrics under differ-
ent schedules - length and rarity perform significantly better with an expanding schedule, while
coverage and NSM perform better with an annealing schedule. This points to the difference in
nature of the two metrics. Sequence length and token rarity are based only on the difficulty
and do not consider the noisy nature of the data. As the training phase progresses, samples
with lower scores are removed in an annealing schedule. For the metrics above, this means that
only the longer sequences and sequences with rarer words are available, which are likelier to
be noisier. Hence, training with an annealing schedule results in a catastrophic degradation in
performance. On the other hand, NSM score and coverage quantifies the degree of alignment
of the reference text to the input facts. As the training progresses, the noisier examples are
removed and the model is refined on only the cleanest examples. To ensure the robustness
of the implications, we also evaluate the performance of the systems with chrf++ scores. As
with BLEU, the best-performing model is obtained using coverage score to order the samples
using an annealing schedule. For 6 of the eight languages, the best model is obtained using
coverage score to order the data and an annealing schedule. The best model for every language
is obtained using curriculum learning. Bengali once again results in anomalous performance,
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Figure 3.3: Distribution of scores for sequence length, word rarity, NSM, and coverage score for

every language for train set (Bengali, English, Gujarati, Hindi).
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Figure 3.4: Distribution of scores for sequence length, word rarity, NSM, and coverage score for

every language for train set (Kannada, Marathi, Tamil, Telugu).
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Method bn en gu hi kn mr ta te Average

Non-CL 58.71 46.31 14.63 39.04 5.55 22.61 20.75 10.78 27.30

Metric S

Length
E 61.96 47.29 15.6 41.79 5.07 20.08 18.49 9.25 27.44

A 27.36 6.94 3.55 5.82 1.6 6.45 4.99 2.63 7.42

Rarity
E 61.51 49.63 10.96 38.09 7.23 22.9 22.54 6.9 27.47

A 24.64 6.83 4.58 5.08 1.48 5.94 5.08 2.24 6.98

EP
E 28.42 47.19 8.4 41 3.35 16.77 20.1 6.14 21.42

A 49.7 39.88 11.79 40.85 5.21 27.77 17.56 11.34 25.51

Coverage
E 35.48 46.81 4.92 12.63 1.71 14.62 20.16 5.79 17.77

A 50.8 47.37 15.06 43.78 10.32 31.26 24.55 12.23 29.42

Table 3.1: Results for different metrics with different schedules. Non-CL represents non-

curriculum based training. The best score for every language is highlighted in bold. All scores

are computed on the XAlign test set using the model with lowest validation loss. Column S

stands for schedule, where E is expanding and A annealing.

with the coverage score based model performing worse than the non-curriculum learning based
model.

3.5 Conclusion

We study the performance of curriculum learning in the context of cross-lingual fact-to-text
generation with noisy data. We experiment with metrics used in previous studies and propose
a new metric suitable for the cross-lingual problem that results in a substantial improvement
in performance. We also show that different schedules are suited for different metrics, with
metrics like sequence length and word rarity performing better with an expanding curriculum,
while metrics like NSM and coverage score performing better with an annealing schedule. Our
experiments show that a curriculum learning based approach with an annealing schedule based
on coverage score leads to the best-performing system.
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Method bn en gu hi kn mr tm te Average

Non-CL 74.48 62.36 37.89 64.49 35.52 50.84 54.49 43.32 52.92

Metric S

Length
E 79.26 64.85 35.84 63.93 32.24 46.24 53.09 39.47 51.87

A 43.32 58.3 23.3 31.81 22.8 32.16 37.9 26.2 34.47

Rarity
E 74.54 64.12 34.2 62.12 33.92 48.83 54.24 37.64 51.20

A 42.92 56.43 26.65 30.01 21.64 31.31 38.57 25.72 34.16

EP
E 53.54 63.69 31.73 64.33 27.95 44.16 51.61 34.28 46.41

A 65.68 64.31 35.16 63.62 33.72 52.23 53.26 42.22 51.28

Coverage
E 63.79 63.55 25.78 42.57 25.64 39.49 52.23 33.04 43.26

A 71.33 63.24 38.24 65.73 39.45 52.84 58.85 43.45 54.14

Table 3.2: Results for different metrics with different schedules measured using chrF++. Non-

CL represents non-curriculum based training. The best score for every language is highlighted

in bold. All scores are computed on the XAlign test set using the model with lowest validation

loss. Column S stands for schedule, where E is expanding and A annealing.
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Chapter 4

Denoising Long Text Generation with Curriculum Learning

In the previous chapter, we demonstrated methods for learning from noisy data for cross-
lingual fact-to-text generation using the XAlign dataset. This dataset, however, contains only
single-sentence texts, which is not representative of the difficulties faced in generating encyclo-
pedic texts, which are generally longer and more involving. Thus, in this chapter, we focus on
the problem of cross-lingual fact to long text generation. We describe the construction of a new
dataset for this task, as well as establish baselines using curriculum learning.

4.1 Overview

Verbalizing knowledge graphs is an important problem with wide-ranging applications, given
the diverse variety of data that can be represented using knowledge graphs. One such use case is
the generation of informative or encyclopedic content, which allows for the rapid enrichment of
online ecosystems. As discussed previously, cross-lingual generation represents an important av-
enue due to its potential to bridge the information gap between high-resource and low-resource
languages. However, works for cross-lingual fact-to-text generation for longer texts is limited.
Existing datasets use machine translation systems to translate content from high-resource lan-
guages. This approach has the drawback of not covering knowledge endemic to low-resource
languages, necessitating native generation. Works which address this are limited to the genera-
tion of short, single-sentence texts. While this represents an important step towards enriching
resources for these languages, it is still far from the use cases of generating complete paragraphs
and even articles

Applying curriculum learning to generate longer sequences requires careful consideration of
the characteristics of the data. In the previous chapter, we empirically observed that a gradually
refining training schedule with coverage score as the ordering metrics performs the strongest
compared to alternatives. The annealing-based approach relies on the intuition that as the
training progresses, the model is only fine-tuned on the highest quality examples. However, it
is also important to ensure that the model learns from diverse sequence lengths at all stages in
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<en> Rajarao was born on November 8, 
1908, in the town of Hassan, into a Brahmin 
family.
<hi> राजाराव का जÛम 8 नवंबर, 1908 को 
हासन शहर मɅ एक Ħाéमण पǐरवार मɅ हुआ 
था।
<te> ĸాజ�ĸావ­ 1908 నవంబȻ 8న ȏసȴ 
పటśణంలĐ బ�Ɣ హũణ క¡ట�ంబంలĐ జǵũంĨ�ర .

<en> He studied at Aligarh Muslim University.
<hi> उÛहɉने अलȣगढ़ मुिèलम ͪवæवͪवɮयालय 
मɅ अÚययन ͩकया।
<te> అȄగȮ మ�Ľిų ం య¢ǵవĸ�Ÿట�లĐ 
చదువ­క¡Ĳ�Ťడ¦.

<en> He wrote The Serpent and the Rope.
<hi> उÛहɉने द सपɏट एंड द रोप ͧलखा।
<te> అతను İ� సĸ²ťంȫ అంȭ İ� ĸĆȵ ĸాĻాడ¦.

<en> He died of a heart attack at his home in 
Austin, Texas, on July 8, 2006, at the age of 
97.
<hi> 8 जुलाई, 2006 को 97 वष[ कȧ आयु 
मɅ ऑिèटन, टेÈसास मɅ अपने घर मɅ Ǒदल 
का दौरा पड़ने से उनका Ǔनधन हो गया।
<te> అతను 97 సంవతŸĸాల వయసుŸలĐ ǰల»ౖ 
8, 2006న ట½ĥాŸɂ లĐǵ ఆĽిśȴ లĐǵ తన ఇంట�లĐ 
గ�ంĬెǷč ట�ĮČ మరణ�ంĨ�డ¦.

राजाराव का जÛम 8 नवंबर, 1908 
को हासन शहर मɅ एक Ħाéमण 
पǐरवार मɅ हुआ था। उÛहɉने अलȣगढ़ 
मुिèलम ͪवæवͪवɮयालय मɅ अÚययन 
ͩकया।उÛहɉने द सपɏट एंड द रोप 
ͧलखा। 8 जुलाई, 2006 को 97 वष[ 
कȧ आयु मɅ ऑिèटन, टेÈसास मɅ 
अपने घर मɅ Ǒदल का दौरा पड़ने से 
उनका Ǔनधन हो गया।

ĸాజ�ĸావ­ 1908 నవంబȻ 8న ȏసȴ 
పటśణంలĐ బ�Ɣ హũణ క¡ట�ంబంలĐ 
జǵũంĨ�ర . అȄగȮ మ�Ľిų ం 
య¢ǵవĸ�Ÿట�లĐ చదువ­క¡Ĳ�Ťడ¦. 
అతను İ� సĸ²ťంȫ అంȭ İ� ĸĆȵ 
ĸాĻాడ¦. అతను 97 సంవతŸĸాల 
వయసుŸలĐ ǰల»ౖ 8, 2006న 
ట½ĥాŸɂ లĐǵ ఆĽిśȴ లĐǵ తన ఇంట�లĐ 
గ�ంĬెǷč ట�ĮČ మరణ�ంĨ�డ¦.

(A) (B) (C) (D)

Figure 4.1: An example of cross-lingual fact-to-long text generation for Hindi, English and

Telugu. A) Knowledge graph about an entity with various relations B) Various relations in the

knowledge graph that convey disparate facts C) Verbalization of each set of facts into different

languages D) Concatenation of the different facts into a cohesive passage

the case of longer sequences. At the same time, coverage score as a metric does not cohesively
model the longer sequences; instead, it relies on sentence-level deconstruction of the data to
quantify their quality.

To address this, we instead apply findings from problems such as machine translation with
neural data to "denoise" the data. Even noisy samples contain useful information; if the extent
of this information is quantified, this measure can be used to order the samples. Previous studies
have used small trusted datasets to denoise large synthetically generated and noisy datasets.
In summary, we make the following contributions through this chapter -

• We describe the construction of a new dataset to aid the generation of longer texts from
knowledge graphs.

• We experiment with different curriculum learning strategies to generate longer texts. We
use a probabilistic sampling strategy to ensure diverse training samples during every stage
of the training and "denoise" data using trusted data sources to quantify the quality of a
data point.
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Language
Train Val Test

Count coh cov Count coh cov Count coh cov

as 799 0.57 0.55 159 0.64 0.60 111 0.69 0.63

gu 901 0.60 0.55 179 0.73 0.60 121 0.72 0.65

or 1,742 0.54 0.57 348 0.61 0.64 237 0.62 0.67

kn 2,026 0.59 0.56 404 0.68 0.62 273 0.71 0.66

te 2,820 0.57 0.56 563 0.64 0.62 379 0.69 0.66

mr 5,394 0.86 0.58 1,077 0.92 0.67 722 0.93 0.72

pa 5,454 0.63 0.54 1,085 0.72 0.61 731 0.76 0.65

ml 8,363 0.61 0.57 1,671 0.70 0.64 1,117 0.76 0.67

hi 9,266 0.75 0.57 1,850 0.85 0.66 1,239 0.86 0.70

ta 10,026 0.67 0.56 2,004 0.75 0.63 1,340 0.80 0.68

bn 14,858 0.56 0.58 2,968 0.66 0.65 1,984 0.74 0.69

en 32,176 0.63 0.60 6,427 0.69 0.64 4,292 0.73 0.66

Table 4.1: Counts, average coherence (coh) scores, and average coverage (cov) scores for all

languages across the training, validation and test splits in the proposed dataset

4.2 Dataset Construction

We utilize the XAlign dataset [1], a dataset with pairs of facts and reference texts, to
construct the XLAlign dataset where the focus is on generating longer texts. To accomplish
this, we concatenate sentences with the same entity as the subject to obtain paragraph-level
texts. The union of the set of facts for every sentence serves as the new input. The order of
sentences is determined by their relative position with the original article. Statistics regarding
the dataset are shown in Table 4.1, while the number of sentences is shown in Figure 4.2

The testing and validation splits for the dataset are also generated automatically. A naive,
randomized split of the complete dataset would result in a low-quality test and validation set.
To address this, coherence and coverage scores were obtained for every data point to create a
high-quality dataset. A combination of these scores and the number of sentences was used to
partition the dataset into training, validation and test splits in the ratio of 7.5 : 1.5 : 1. The
relative ratios of texts of different lengths were consistent across all splits.
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Figure 4.2: Distribution of the number of sentences across all languages in the dataset

4.2.1 Coherence

Coherence represents the fluency of a piece of text; it is the quality of being logical and
consistent. Since two consecutive sentences in our constructed dataset may not necessarily
appear consecutively in the original text, coherence allows us to quantify how well the text is
structured and identify the high-quality examples.

We train a classifier to help quantify coherence for our use-case. For this, we create a
synthetic dataset of sentence pairs from high-quality Wikipedia articles in the languages under
consideration. Positive samples are pairs that appear in-order in the original text. In contrast,
negative samples are created by shuffling sentence pairs from within the same section to avoid
the problem of trivial negatives. A MURIL model is used to train the classifier. The performance
of the classifier is shown in Table 4.2

For a given pair of sentences, the confidence score of this trained classifier is treated as the
coherence score for the example. For a paragraph, the average of the coherence scores of every
pair of consecutive sentences is used as the coherence score. Note that a coherence score of 1 is
ascribed to single sentences. The distribution of coherence scores is shown in Figure

4.2.2 Coverage

We introduced the concept of coverage score in Chapter 3. We train a classifier on manually
annotated pairs of facts and sentences with partial or complete coverage labels. Then, this
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Language Recall Precision F1

Assamese (as) 0.83 0.70 0.76

Bangla (bn) 0.84 0.66 0.74

English (en) 0.65 0.73 0.69

Gujarati (gu) 0.82 0.70 0.75

Hindi (hi) 0.86 0.54 0.67

Kannada (kn) 0.87 0.50 0.63

Malayalam (ml) 0.85 0.59 0.70

Marathi (mr) 0.89 0.55 0.68

Odia (or) 0.79 0.72 0.75

Punjabi (pa) 0.86 0.53 0.66

Tamil (ta) 0.81 0.65 0.72

Telugu (te) 0.82 0.76 0.79

Table 4.2: Performance of the coherence classifier trained using featured Wikipedia articles

classifier’s confidence scores are used to measure the degree of divergence between the reference
text and the input set of facts. This measure was used to ensure that the validation and test
splits contain cleaner examples with minimal divergence.

4.3 Methodology

4.3.1 Curriculum Learning Strategy

We make significant changes to the curriculum learning framework to adapt it to the context
of longer texts with multiple sentences. In the previous chapter, we used a predefined CL
strategy with a simple shard-based scheduler. While extensive experimentation was performed
to address the typical pitfalls of this approach, it is also important to explore automatic CL
methods. Similar to the approach used by Wang et al. [68] and Moore et al. [45], we use
a transfer teacher based method. Two language models are used to determine the quality of
samples. This approach does not require crafting metrics specific to tasks, such as the coverage
score introduced in the previous chapter. For scheduling data, the simple shard-based strategy
makes way for a weighted sampling strategy. This results in a more flexible approach with
greater diversity of samples during training.
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4.3.2 Quantifying Noise in Noisy Data

Noise refers to irrelevant or meaningless information in the training data that results in
models generalizing to incorrect patterns or hindering their ability to identify patterns. In
our dataset, this can be in the form of candidates where the alignment is incorrect or where
the sentence contains extra information. Some examples are shown in Figure 3.2. A key
observation to make is that the noisy samples still contain useful information that the model
can leverage to identify how the facts can be verbalized. We build on this intuition to motivate
the denoising problem. Given a small trusted dataset and a larger noisy dataset, we devise a
method to identify samples from the noisy dataset that are closer in distribution to the trusted
and presumably cleaner dataset.

Our denoising algorithm is similar to the ones used in previous works for denoising synthetic
data [25, 68]. Assume that we have a model Mθ parameterized by θ that given an RDF triple
x and sentence y outputs probability p(y|x, θ) that the sentence corresponds to the RDF triple.
Then, noisy log probability of the pair (x, y) can be computed as

Lp(y|x,θ) = log(p(y|x, θ))

Consider two models - a noisy model Mθ̂, and a denoised model Mθ which outputs a more
accurate probability distribution. Then, the quality of a given pair (x, y) can be quantified as

u = quality(x, y, θ, θ̂) = Lp(y|x,θ) − Lp(y|x,θ̂)

A positive score means that the pair is more likely according to the denoised model than the
noisy model, indicating that it is of higher quality. To estimate p(y|x, θ), we use seq2seq
language models, specifically the t5-small model. Given two datasets - D, a small, trusted
dataset and D̂, a larger, noisy dataset, a model is first trained on the noisy data D̂ to obtain
the noisy model. This model is then further trained on the smaller, trusted dataset D to obtain
the denoised model.

4.3.3 Trusted Data Sources

The proposed method for denoising data requires a trusted data source. We experiment with
two possibilities for sourcing this data.

4.3.3.1 LLM-based generation

LLMs have been shown to perform on par with human annotators for various tasks [71, 66].
We first experimented with the feasibility of using this to generate a small, trusted dataset.
Generating high-quality data with LLMs requires careful prompting. We experimented with
two prompting techniques.
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1. Few-shot Prompting. Few-short prompting leverages in-context learning to perform
novel tasks with LLMs. Here, the model is provided with a few examples of the task to be
performed. The template used for this technique is given below. We prompt the model with
five examples.

You are WikiGen, an agent that can automatically generate content about

prominent people for Wikipedia, given a set of facts about them.↪→

Person: <>, Facts: <>

Sentence: <>

Person: <>, Facts: <>

Sentence:

...

2. Chain-of-Thought Prompting. Chain-of-thought prompting involves making the
LLMs perform a series of reasoning steps before generating the final output. This allows LLMs
to perform more complex tasks. The reasoning steps are demonstrated through exemplars
which enable reasoning abilities. For our use case, we break down the task into a series of
single-sentence construction steps. We first collect facts into "clusters" and then generate a
sentence for each cluster.

You are WikiGen, an agent that can automatically generate content about

prominent people for Wikipedia given a set of facts about them. Generate

the content following these instructions -

↪→

↪→

1. Identify facts from the complete set of facts that belong together. Call

this a fact cluster↪→

2. Generate a sentence for the identified fact cluster.

3. Repeat till all facts are part of a fact cluster.

Example:

Person: <>, Facts: <>

Response:

Number of fact clusters: <>
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Fact cluster 1: <>

Sentence: <>

Fact cluster 2: <>

Sentence: <>

Final text:

4.3.3.2 Leveraging related datasets

An alternative formulation is to consider the trusted data source as an in-domain dataset
and the noisy dataset as an out-of-domain dataset. Therefore, we can use an existing dataset
proposed for a similar task as the trusted data source. We use the human-annotated split of
the XAlign dataset as the trusted dataset for our task. We ensure that the test set of our
constructed dataset does not share any entities with the selected dataset. This results in a
dataset with 6880 samples across the 12 languages.

4.3.4 Probabilistic Sampling for Sharded Training

In the previous chapter, we used a sharded training regime where instances are assigned to
shards based on the value of the chosen ordering metric. With an annealing schedule, which
yielded the best performing model, training begins with every shard available, with lower quality
shards removed as it proceeds. However, in the case of long text generation, where generation
of longer texts is the priority, it is also important to ensure that later training iterations contain
diverse examples in terms of the length of the sequences. Figure 4.3 plots the highest score for all
samples with a given sentence length. Clearly, as the number of sentences increases, the scores
trend downward. Since longer sequences will tend to have lower quality scores, the training
process can become prone to catastrophic forgetting if the longer sequences are eliminated early
on.

Thus, similar to the approach used in [25], we sample instances for every iteration using a
soft-step function to introduce randomness. Without this, the sampling can be treated as a
step-function based on the threshold for every iteration. Concretely, given the threshold Ti for
the ith iteration, a sample j with quality score uj , the sampling probability is given as -

f(uj ;Ti; s) =
1

2

[
1 + tanh

(
uj − Ti

s

)]
s is a hyperparameter that controls the smoothness of the step function. This is a smooth step
function centred around Ti. As s → 0, the step function becomes an ideal step function. The
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(a) Coverage score (b) Noise score

Figure 4.3: Highest value of A) coverage score and B) noise score by sentence length across all

languages. As the number of sentences increases, the highest value decreases

behaviour of the sampling function for different values of s when Ti = 0.5 is shown in Figure
4.4

Figure 4.4: Soft step function with Ti = 0.5 for different values of s. As can be seen, the

function approaches an ideal step function for smaller values of s. To allow for the inclusion of

lower-quality examples in latter iterations, s needs to be larger.
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4.4 Experimental Setup

4.4.1 Baselines

We compare the noise metric against two metrics used in the previous chapter - sentence
length and coverage score. Both metrics resulted in the best-performing models for some
languages in previous experiments.

To validate the probabilistic data selection strategy for the curriculum learning based ap-
proaches, the sharded strategy as described in the previous chapter was also experimented with.
To reiterate, the sharded strategy involves dividing the data into equally sized shards based on
the value of the chosen metric. Additionally, we also train a model without curriculum learning
as a baseline.

4.4.2 Data

The experiments are performed on the XLAlign dataset, the construction of which is de-
scribed above. For the denoising based curriculum learning, the human annotated split of the
XAlign dataset is used as the trusted dataset, with entities which are present in the XLAlign
test set removed to prevent data leak.

4.4.3 Configurations

The mT5 model [77] was used for training models for all languages and experiments. The
small variant with 300M parameters was used. Adafactor optimizer with an initial learning rate
of 0.001 is used, with a linear decaying schedule.
For curriculum learning, similar to the previous chapter, 8 training iterations were performed
based on the sampling strategy described above.

For all experiments, the model with the lowest validation loss was picked to evaluate on the
test set.

4.5 Results and Analysis

We use BLEU score and chrF++ to evaluate the performance of the different approaches.
BLEU score measures the similarity of a given text to a reference text by comparing the n-grams
in both texts in a position-independent manner. chrF++ compares a given text to a reference
text based on character-level n-gram precision. This results in a tokenization-independent
evaluation.
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Figure 4.5: Distribution of coverage scores for all languages

Figure 4.6: Distribution of noise scores for all languages
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4.5.1 Curriculum Learning Metrics

The distribution of the coverage scores and noise scores is shown in Figure 4.5 and 4.6, re-
spectively. The average Kendall-Tau rank correlation for the two orderings across all languages
is 0.12, indicating a low degree of correlation. This means that both metrics capture different
aspects while ordering the data.

4.5.2 Probabilistic Sampling
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(b) Coverage score with probabilistic sampling
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(c) Noise score with sharded training
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(d) Noise score with probabilistic sampling

Figure 4.7: Average sentence length by iteration for coverage score using a) sharded training

and b) probabilistic sampling and noise score using c) sharded training and d) probabilistic

sampling

To compare the impact of probabilistic sampling, we train models using the previous sharded
schedule and compare them against this approach. The BLEU and chrF++ scores for both
can be seen in Table 4.3 and Table 4.4. Clearly, probabilistic sampling results in a significant
improvement in performance. To further emphasize its impact, we compare the average sentence
length in every training iteration for both schemes, which can be seen in Figure 4.7. With a
simple sharded training routine, the latter iterations contain, on average, significantly shorter
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Sharded Probabilistic

Language Base Coverage Noise Coverage Noise

as 6.69 5.56 4.56 5.36 6.42

bn 26.04 21.35 22.23 21.54 26.70

en 27.06 26.51 23.72 25.37 26.49

gu 6.75 6.77 6.78 10.42 7.97

hi 19.10 18.75 16.01 16.95 17.76

kn 3.93 4.46 3.69 4.89 4.83

ml 6.26 6.34 6.64 6.19 6.67

mr 17.69 21.51 19.15 25.00 22.87

or 21.80 20.08 22.23 22.66 24.48

pa 11.90 11.46 11.36 11.33 11.48

ta 6.88 6.71 6.60 6.99 7.54

te 3.59 3.34 3.64 3.44 4.24

Average 13.14 12.74 12.22 13.34 13.95

Table 4.3: BLEU scores for the sharded and probabilistic curriculum for all languages. Best

results are highlighted in bold

examples than the initial iterations for both coverage score and noise score, even if the noise
score is more robust to it. The probabilistic sampling scheme rectifies this skewed distribution of
data by ensuring that longer sequences are present in later iterations as well. This improves the
quality of generation as catastrophic forgetting is avoided during training. This is reflected in
the results, with the simple sharded curriculum resulting in a decrease in performance compared
to non-curriculum learning for both metrics. With the probabilistic curriculum, both coverage
score and noise score show an improvement over non-curriculum learning, with noise score
presenting the strongest performing system.

4.5.3 LLM-based generation

We used two prompting techniques with GPT-3.5 to explore the potential of using LLMs
to generate a trusted data source. We experimented with only English, with the few-shot
prompt resulting in a BLEU score of 13.53 and the CoT prompt resulting in a BLEU score of
17.09. The chain-of-thought approach performs better than the few-shot approach, as expected.
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Sharded Probabilistic

Language Base Coverage Noise Coverage Noise

as 23.90 23.74 19.46 23.11 26.58

bn 47.15 42.76 42.29 42.05 48.36

en 45.08 44.70 41.15 43.32 45.17

gu 25.88 23.04 23.87 26.19 25.90

hi 36.11 36.45 33.19 34.68 35.98

kn 23.16 23.08 21.70 23.26 26.00

ml 27.69 26.51 24.98 25.20 27.89

mr 36.10 38.14 34.46 36.60 37.86

or 44.77 42.00 40.95 42.05 44.93

pa 28.41 24.99 26.29 25.83 26.92

ta 35.59 32.08 31.82 32.21 34.17

te 23.79 23.22 22.92 23.67 25.85

Average 33.14 31.73 30.26 31.51 33.80

Table 4.4: chrF++ scores for sharded and probabilistic curriculum for all languages. Best

results are highlighted in bold
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Breaking down the generation into multiple smaller steps of generating one sentence at a time
helps the model generate higher-quality texts. However, compared to the other methods, both
result in poor performance. We hypothesize that this is due to the unique style of Wikipedia,
which is difficult to grasp using only a few exemplars. Considering the fact that generating
content natively in low-resource languages or using translation would both result in even worse
performance for the low-resource languages, we did not proceed with this approach for gener-
ating the trusted dataset, especially given the high cost. While not the intended direction, this
demonstrates that this problem is challenging even with the advent of powerful LLMs.

4.5.4 Analyzing Discrepencies

Compared to the baseline method, the proposed method does not result in improvement in
performance for 4 languages - English, Hindi, Assamese and Punjabi. This can be attributed
to two causes -

• Sampling invariant of data distribution - The same sampling function is used for
all languages. However, the distribution of coverage scores and sentence length is not
consistent across all languages. For instance, the average length of sentences in the test
set for English and Hindi is smaller than that of other languages (2.4 and 2.6 vs 3.5).
However, the average sentence length per iteration is higher than that of other languages
during training. Thus, while the sampling scheme is designed to ensure that samples
of all sentence lengths are represented throughout the training process, this results in
a deterioration of performance in some languages where this results in disproportionate
presence of longer sentences in the latter iterations.

• Poor quality test set - Unlike XAlign, the test set of XLAlign is also automatically
constructed based on thresholds of coverage and coherence scores, resulting in a noisy
dataset. Assamese and Punjabi have the lowest quality test sets as measured by coverage
score. This can result in inaccurate estimation of quality by reference based metrics, as
the reference themselves are noisy in nature.

4.6 Conclusion

In summary, this chapter expands on the problem of fact-to-text generation by focusing on
longer texts. We introduce a new dataset for this problem and provide training, validation and
test splits based on the quality of the data using coherence - which quantifies the consistency
of the texts, and coverage - which quantifies the alignment of the data. The challenges that
noisy data entail, such as hallucination, are exacerbated by this shift in focus, and we show
that previous methods that work well with shorter texts result in subpar performance here.
We subsequently experiment with denoising data using a trusted data source. We train two

35



language models - one of the out-of-domain noisy dataset and one on the in-domain trusted
dataset and quantify the difference in probability of a fact-text pair using the two models.
This difference serves as an approximation for the noise in the data. We show that using this
measure as the metric for ordering data, along with using a probabilistic sampling scheme to
ensure diversity of data throughout the training, results in performance improvements.
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Chapter 5

Reducing Hallucinations for Cross-Lingual Fact-to-Long Text

Generation

In the previous chapters, we have focused on using curriculum learning to improve the quality
of generation for the cross-lingual fact-to-text generation problem. While these methods show
promising improvements in performance compared to training without curriculum learning, they
are oriented more towards the considered of data than addressing the problem of hallucination.
In this chapter, we step away from these methods and work towards devising explicit methods
for minimizing hallucination by focusing on different stages of training language models, from
the input organization to the evaluation metric.

5.1 Overview

A major challenge in using language models and generative models for sensitive use cases is
the phenomenon of hallucinations - when models generate factually incorrect content or content
not grounded in the provided input. This is particularly critical in scenarios like generating
informative content in domains such as education, law, medicine, finance etc., where accurate
and consistent generation is paramount. Thus, the investigation of methods for mitigating
hallucinations represents a critical problem.

In this chapter, we investigate methods for reducing hallucinations for the cross-lingual fact-
to-text generation problem. We have motivated the significance of this problem in the previous
chapters. Given the low-resource nature of the languages, the lack of high-quality training
resources means that existing solutions perform poorly for it. Additionally, the problem finds
uses in several critical applications, further accentuating the need for reliable and trustworthy
solutions. We also address the gap in evaluating such a problem - existing evaluation metrics
are source-independent or only account for the monolingual setting source-dependent. Source-
independent metrics fail to properly evaluate problems with divergent references, where the
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Figure 5.1: The complete pipeline proposed for XFLT with explicit means for hallucination

reduction.

source and reference do not align. We perform our studies on the previously proposed XLAlign
dataset. In summary, we make the following contributions with this work -

• We propose a flexible system for the generation of long texts from facts with explicit
means for controlling hallucinations at various stages such as including using coverage
prompts in the inputs and performing confident decoding, which takes into account the
input

• We extend the PARENT metric, a source-dependent metric shown to have a greater cor-
relation with human evaluation, to the cross-lingual setting, referred to as the xPARENT
metric.

5.2 Methodology

Figure 5.1 illustrates the overall proposed pipeline encompassing the different steps. The
XLAlign dataset contains a set of facts from knowledge graphs as input and corresponding text
from Wikipedia as the reference text. Our approach involves breaking the problem down into
two steps - 1) grouping similar facts and 2) generating sentences for each group of facts. This
approach is based on the intuition that generating single sentences is easier than generating
multiple sentences in one go. The first step allows us to collect facts that frequently occur
together, such as cause of death and date of death. The second step allows us to generate the
text one sentence at a time, avoiding problems with the generation of longer texts, such as
propagation of errors, loss of information, repetition of facts, etc. In the subsequent sections,
we describe each step in detail.
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5.2.1 Input Organization

As stated above, the first step in the pipeline involves collecting similar facts into distinct
logical groups. Here, a group represents facts used to construct a single sentence. This is to
leverage the co-occurrence of facts in the same sentence. For instance, a common formulation
for representing date of birth and date of death for Wikipedia articles is "<date-of-birth>-
<date-of-death>". For this, two methods were experimented with -

• MURIL classifier - For this, a classifier was trained using a pretrained MURIL model [30]
to predict the number of fact groupings given the complete set of facts. The ground truth
number of groups was determined using the number of sentences in the reference text

• mT5 text-to-text generator - For this, a mT5 model [77] was trained to generate the fact
groups as a text-to-text generation problem. Note that this performs both the task of
grouping the facts and ordering the groups.

5.2.2 Input Coverage Prompts

Owing to its synthetic construction, the XLAlign dataset contains significant noise. To ac-
count for this, we re-use the coverage score introduced in previous chapters to inform the model
of the quality of input during training. For this, the coverage score, which is the confidence
score of a binary classifier trained on manually annotated data, is used to assign one of three
labels to each input - high, medium or low coverage based on predetermined thresholds. Dur-
ing training, this label is provided along with the input to the model. Only the high label is
provided during inference, guiding the model to generate text with a high degree of alignment
with the input data.

5.2.3 Training with Policy Gradient Optimization

Reinforcement learning allows us to guide models to align closely with desired metrics. We
leverage this to improve the generation quality on the following scales - 1) alignment with refer-
ence text and 2) alignment with input facts. Due to cross-lingual data, the former is syntactic in
nature, while the latter is semantic in nature. Optimization is performed using policy gradient
optimization to maximize the expected reward. This is accomplished by sampling as follows
for a sequence s and model parameters θ

∆θJ(θ) = E[R.∆θlog(P (yk|x; θ)]

Here, R is the reward(s), yk is sampled from the distribution of the model outputs at each
decoding step, x is the input. A combination of the base model and policy gradient for the
different rewards is used to calculate the overall loss.
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We experiment with the following rewards -
1. Target Similarity. BLEU score is used to reward the model for syntactic alignment with
the reference texts. Concretely, given the generated output ŷ and reference text y, the reward
is given as Rt = λT .BLEU(ŷ, y). Here, λT is a hyperparameter to control the importance of
the reward
2. Source Similarity. To capture the alignment of the generated text with the input set of
facts, we first begin with the n-gram semantic score introduced in Chapter 1. Given the input
set of facts, it captures the probability that an n-gram in the reference text is correct. Consider
an n-gram g from the set of n-grams G for the target sequence s and the set of lexical tokens
in the input facts F = {v1, v2 . . . vk}. For a lexical token t, let t̂ represent its embedding. Then,
we define the token similarity for a token gj from g as

f(gj , F ) = max
vi∈F

s(ĝj , v̂i)

Then, the similarity of the n-gram g is given as the geometric average of token similarity of
each of each of its tokens. We call this the entailment probability.

w(g, F ) =

(∏
gi∈g

f(gi, F )

) 1
|g|

The entailment score of s for all n-grams of order n is given as the average of the similarity
scores over all its n-grams.

ESn(s, F ) =

∑
g∈Gw(g, F )

|G|

Finally, the entailment score of s with respect to F is computed as the geometric mean of
ESn(s, F ) across n-grams of order 1-3. Similar to source similarity, the final reward is weighted
by a hyperparameter to control its importance

RS = λS .ES(s, F )

5.2.4 Confident Decoding

Generally, decoding of text during inference is based on the language model probabilities of
the computed logits. This, however, disregards the input entirely, which is undesirable when
generating text with diverging references which may not necessarily align with the input. To
address this, we employ confident decoding during inference as proposed by Tian et al. [65].
For the top k tokens based on the language modelling probabilities, we compute the entailment
probability as described above. A combination of these two measures is used during beam
search to promote the generation of text entailed by the input set of facts.
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5.2.5 Evaluation for Noisy References

Evaluation of models trained on divergent references is challenging and requires source-
dependent metrics. We extend the PARENT score metric for the cross-lingual problem, thereby
creating the xPARENT score. It is defined as the mean of the entailed precision and entailed
recall, whose formulation is described next for each instance (F i, Ri, Gi) of input facts, reference
text, and generated text.
1. Entailed Precision is based on the fraction of n-grams in Gi present in Gi. First, we
define the entailed precision En

p for n-grams of order n. This is defined as

En
p =

∑
g∈Gi

n[Pr(g∈Ri
n)+Pr(g/∈Ri

n)w(g)]#
Gi
n
(g)∑

g∈Gi
n

#i
Gn(g)

In other words, it assigns a score of 1 to n-grams that appear in the reference. If not, the score
is weighted by the entailment probability with respect to the input facts. Both the numerator
and the denominator are weighted by the count of the n-gram. Finally, to compute the entailed
precision of an instance, the geometric mean of Ep

n is computed for n-grams of the order 1-4.
2. Entailed Recall is computed against both the reference text and the set of input facts to
ensure proper structure and reward generations mentioning more information from the input,
respectively.
Entailed Recall against reference Er(R

i) is computed as follows

Ep
r (R

i) =

∑
g∈Gi #Gi

n,R
i
n
(g)w(g)

sumg∈Ri#Ri
n
(g)

Here, the n-grams are weighted by their entailment probability to penalize divergent references
that do not align with the source. Entailed Recall against source Es(F

i) is computed as follows

Es(F
i) =

∑
g∈F i(I(w(g) > T ).#F i(g)∑

g∈F i #F i(g)

Here, I is an indicator function, and T is a threshold determined based on manual inspection.
Finally, entailed recall for an instance is computed as the weighted geometric average of Es and
Er with the hyperparameter λ, allowing varying the relative importance of the two measures.

ER = EλR
s .E1−λR

r

xPARENT for an instance is computed as the harmonic mean of its entailed precision and
entailed recall. For a corpus, the xPARENT score is computed as the mean of the xPARENT
score of the instances.
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5.3 Experimental Setup

5.3.1 Baselines

We compare the performance of our pipeline against various baselines, with several ablations
to determine the relative importance of different steps.

• Vanilla - This represents a model trained on the XLAlign dataset end-to-end

• Fact Organizer with single sentence generation (FS) - This represents identifying distinct
fact groups and using a model trained for single-sentence generation to generate text for
each fact group.

• FS + Coverage Prompt (CP) - This involves providing the coverage prompts in the input
to the single sentence of the fact organizer pipeline

• FS + CP + Policy Gradient Optimization (GO) - Here, the policy gradients for the
described rewards and the model loss function are used during optimization.

• FS + CP + GO + Confident Decoding (CD) - Confident decoding and the previous steps
are used at inference time.

5.3.2 Configurations

For all experiments, mT5-base models were trained using V100 GPUs. A training rate of
0.001 was used for all experiments except the policy gradient optimization-based experiments,
where a learning rate of 0.00002 was used. The models were trained for a maximum of 30
epochs, with the best model selected based on the validation loss.

5.4 Results and Analysis

We use BLEU and chrF++ to evaluate the performance of the different approaches. Ad-
ditionally, we also xPARENT score to evaluate the performance. The averaged results of the
ablations can be seen in Table 5.2, while the best-performing model’s performance compared
to the basic approach across different languages for both single-sentence instances and multi-
sentence instances can be seen in Table 5.4.

5.4.1 Fact Organization

The results of the different approaches used to organize facts is shown in Table 5.1. Addition-
ally, the number of predicted groups against the ground truth number of groups is illustrated via
a heatmap for both approaches in Figure 5.2. The mT5 text-to-text generator-based approach
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Figure 5.2: Heatmap comparing actual versus predicted number of logical groups using the

proposed fact organizer (left) and Muril-base classifier(right).

F1 MSE

MURIL 0.25 4.67

mT5 0.60 1.28

Table 5.1: Results of different fact-organization methods. F1 is micro-average F1

is superior to the Muril classifier. This organizer determines the facts in each group and the
order of the groups. It is important to quantify the model’s performance on both these tasks.
We quantify the former by modelling it as a minimum weight matching problem to identify 1:1
matches between the identified groups and ground truth groups, representing a bipartite graph.
Then, the correctness of the assignment is computed as the percentage of correctly grouped
facts. This reveals that over 81% of the facts are correctly clustered for instances with more
than or equal to 2 sentences in the ground truth. For the latter, we compute the Kendall rank
correlation coefficient, which for instances with more than or equal to 2 sentences is 0.70. Both
numbers are high and indicate that the model is successful at both identifying the groups and
ordering the groups.

5.4.2 Text Generation

From the ablations, it is clear that the proposed pipeline significantly improves the quality
of generation. There is a sizeable improvement in performance when switching from vanilla
training to training with fact organization and single sentence generation. Each progressive
step introduced results in better performance, with the final model that makes use of fact or-
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All >1 sentence

chrF++ xPARENT BLEU chrF++ xPARENT BLEU

Vanilla 38.97 49.35 18.99 36.83 46.40 16.96

FO 44.14 52.68 20.40 43.37 52.63 18.23

FO+CP 48.82 55.27 22.06 48.12 55.07 18.44

FO+CP+GO 49.53 55.33 22.66 48.72 54.97 18.76

FO+CP+GO+CD 50.14 56.56 23.01 49.32 56.13 19.04

Table 5.2: Results averaged across all languages with various ablations; FS- Fact Organizer

followed by single sentence generation, CP - Coverage prompts in input, GO - Policy based

gradient optimization with rewards, CD - Confident decoding

ganization, coverage prompts, policy gradient optimization and confident decoding, resulting
in the best model. Each step results in improvement across almost all metrics. However, we
note that the xPARENT score decreases with the introduction of policy gradient optimization,
which bears further investigation. The breakdown of performance across the languages reveals
interesting insights about the nature of the problem and the metrics chosen. The significant
difference in performance between the two methods makes it clear that generating longer con-
texts requires special methods. Further, while BLEU observes the biggest improvement for
the complete dataset, xPARENT observes the biggest improvement for the setting where only
multi-sentence instances are evaluated. This indicates that xPARENT is better suited for this
context and presents a more accurate summary of the performance of the methods, particularly
with respect to reducing hallucinations.

5.4.3 Human Evaluation

Partial human evaluation was conducted to establish the validity of the proposed metric. For
this, outputs from the vanilla baseline model (A) were compared to the outputs from the model
trained using the proposed pipeline (B). Several outputs were chosen such that BLEU scores
and xPARENT scores were in opposition i.e the output A was preferred by A but output B was
preferred by xPARENT. The responses were evaluated along 3 axes - a) fidelity, to evaluate the
presence of hallucinations, b) recall, to evaluate the coverage of input facts, and c) coherence,
to evalute the legibility and construction of the outputs. In a majority of cases, the outputs
from the proposed pipeline were preferred.
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Punjabi English Hindi Marathi Telugu

Measure F R C F R C F R C F R C F R C

Proposed 53 65 64 42 33 31 46 45 52 42 55 59 21 54 68

Vanilla 31 19 15 26 15 19 35 35 35 29 30 31 53 19 8

Both Equal 16 16 22 32 52 50 19 21 13 29 15 10 26 27 24

Table 5.3: Percentage of time the response from each model was preferred across fidelity (F),

Recall (R), and Coherence (C) by human evaluators

Lang

Vanilla FS+CP+GO+CD

All >1 sentence All >1 sentence

chrF++ xPARENT BLEU chrF++ xPARENT BLEU chrF++ xPARENT BLEU chrF++ xPARENT BLEU

as 23.9 31.34 6.69 23.84 29.81 5.04 43.36 40.31 8.12 43.54 41.36 7.23

bn 47.15 48.72 26.04 46.65 49.31 16.23 58.77 62.99 25.22 58.71 62.50 22.65

en 45.08 67.29 27.06 42 62.92 19.58 53.92 68.67 30.65 52.77 67.57 25.70

gu 25.88 33.58 6.75 25.45 32.47 6.11 40.64 43.82 13.60 39.95 45.50 10.58

hi 36.11 50.68 19.1 33.64 46.23 16.50 48.26 59.00 25.95 47.21 58.46 20.97

kn 23.16 24.96 3.93 22.44 25.29 4.20 36.22 39.05 7.55 36.14 40.65 6.43

ml 27.69 28.95 6.26 27.24 27.02 6.72 41.39 37.13 10.51 41.28 39.08 9.11

mr 36.1 48.38 17.69 27.8 38.27 12.06 51.13 56.45 29.86 45.95 51.95 18.50

or 44.77 48.95 21.8 44.73 48.58 18.11 60.01 50.53 26.60 60.35 52.33 26.85

pa 28.41 42.41 11.9 27.34 40.07 10.06 39.78 52.49 15.84 39.28 50.60 12.22

ta 35.59 26.62 6.88 34.16 25.05 5.85 44.94 36.69 11.91 45.14 37.93 9.12

te 23.79 28.85 3.59 23.35 27.95 4.12 39.59 38.41 8.49 39.47 40.10 7.11

Table 5.4: Comparison of vanilla training vs the best-performing system for every language
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5.5 Conclusion

In this chapter, we perform a comprehensive study of generating longer texts for cross-
lingual fact-to-text generation, focusing on methods for reducing hallucinations. We describe
our pipeline, which empirically results in the best performance. It involves breaking the task
down to identifying logical groups of facts and then generating sentences for each group. With
the help of methods like coverage prompts to identify the quality of a training instance, policy
gradient based optimization to align the model to both the reference and the source, and
confident decoding during inference to mitigate the effects of divergent references, we ground
the text on the input facts, minimizing hallucinations. Finally, we also propose a novel metric
for evaluating the performance of models when dealing with divergent references for the cross-
lingual setting.
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Chapter 6

Conclusion

In this thesis, we explored ways to deal with noisy data. Our experiments and results
consistently show that considered use of data is important in this setting and can result in
sizeable improvement in quality of generations. The testing grounds for our studies was the
problem of cross-lingual fact-to-text generation of low-resource Indian languages. A critical
problem, progress towards devising reliable solutions for it holds promise for a more equitable
and fair internet, where people can participate freely, unconstrained by language barriers. Our
contributions include new training methods, datasets, and a novel evaluation metric.

In Chapter 1, we established the importance of this problem. Given the lack of high-
quality resources, we motivated why methods suited for training with noisy data are especially
applicable for cross-lingual generation. We highlight the information gap between English and
Indian languages despite the vast number of native speakers of these languages. We introduce
the idea of using synthetic datasets and generative techniques to bridge this gap whilst also
acknowledging the pitfalls of these methods.

Chapter 2 represented a study of the current status quo. We studied the current literature
to understand the progress made towards data-to-text generation and cross-lingual text genera-
tion. We observed that datasets for generating informative content in Indian languages leverage
high-resource languages like English to generate synthetic datasets whilst also learning about
the performance of current systems for this problem. We also investigated how curriculum
learning has been used for various tasks and realized its potential to enable careful use of data,
subsequently improving performance. This study allowed us to understand the drawbacks and
pitfalls of current methods and identify gaps in the literature that need to be addressed.

In Chapter 3, we began our journey towards addressing the gaps in literature. We employed
a predefined curriculum learning strategy with novel ordering metrics that jointly model both
input and reference text for cross-lingual data. We introduced the notion of coverage score
and showed it to be an effective metric for ordering data. We also experimented with different
schedules, which allowed us to understand the nature of different metrics.
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Building on the insights and results from Chapter 4, we introduced a more challenging
variant of the cross-lingual fact-to-text generation problem by focusing on generating longer
texts. For this, we constructed the XLAlign dataset by reusing existing datasets. We partitioned
the dataset based on essential metrics like coherence and coverage to create high-quality test and
validation sets. We then expanded the methods that proved effective in the previous chapter
to become more pliable to this problem statement. Specifically, we utilized an automatic CL
strategy with a weighted sampling-based scheduler to ensure diversity of samples during training.
We experimented with the notion of denoising data and using a probabilistic sampling scheme,
both of which resulted in sizeable performance improvements.

Finally, we concluded our explorations in Chapter 5 where we focused on generating more
grounded texts, mitigating the effects of hallucinations. We devised a pipeline for generating
longer texts with several mechanisms in place, such as sequential generation of sentences based
on the clustering of facts, coverage prompts in the input, alignment-based rewards, and confi-
dent decoding during inference to mitigate hallucinations. We also introduced a better way of
evaluating the performance of models in this setting with divergent references.

Overall, this thesis represents a step towards improving the generation quality for low-
resource languages by leveraging resources from high-resource languages. It does so by honing in
on leveraging automatically created synthetic datasets, which can bridge the gap between high-
resource and low-resource languages. However, the importance of considered use of such data
is always at the forefront, with methods dedicated to ensuring this being the focus. This goes
hand in hand with thinking about mitigating hallucinations, a common problem this domain
suffers from.

6.1 Future Work

We close this thesis by discussing potential avenues for building on the work presented here.

1. Generalization to different problems: The bulk of the methods discussed in this
thesis can be generalized to other data-to-text generation tasks and on a larger scope to
text generation problems in general. Noisy data is a common problem in various areas
such as summarization, machine translation, etc. Thus, the generalization of the methods
investigated here to other problems needs further study.

2. Better human evaluation: Due to the expensive nature of human evaluation, the
evaluations performed in the thesis were based on automatic metrics. However, such
metrics have pitfalls and can have a low correlation with human judgement. The validity
of the approaches can be further reinforced with comprehensive human evaluations.
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3. Leveraging LLMs: This work’s investigation of LLMs was limited in scope. Given
their rising importance and ever-improving performance, future work could seek to involve
them in the pipeline. They can be used to generate synthetic datasets on their own.

4. Expanding to different languages: This thesis’s works were constrained to exploring
Indian languages. However, studying them in the context of other low-resource languages
from across the globe is equally important. This could potentially necessitate creating
new datasets and opening up several new threads for research.

5. Incorporating non-generative models: All methods in this thesis are based on the
text-to-text generation problem using the T5 model, which is a text-to-text model. A
combination of other types of models and techniques could enrich future studies. This
can be in the form of techniques like prompt tuning, alternative architectures etc.
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