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Abstract

Dementia is a chronic and progressive syndrome that affects the cognitive functioning of an indi-
vidual. Alzheimer’s, a neurodegenerative disorder, is the leading cause of dementia. The only way to
control the progression of the disease is its early detection, followed by drug and non-drug interven-
tions. The speech production chain is the presentation of cognitive abilities and is majorly affected in
the early stages of Alzheimer’s disease. Speech signals are ubiquitous and facilitate easy recording,
storage, and transfer. For these reasons, researchers have long strived to develop complementary tools
for Alzheimer’s Dementia detection using acoustic and linguistic clues derived from speech utterances.
This thesis is one more attempt at finding the differentiating auditory and linguistic clues in the utter-
ance(audio and transcript) of an Alzheimer’s Dementia patient. The ADReSS INTERSPEECH-2020
and ADReSSo INTERSPEECH-2021 challenges provide a balanced dataset for the Alzheimer’s De-
mentia classification task. This thesis explores the efficacy of different acoustic features to capture dis-
tinct patterns in the speech utterance of AD patients. The features are obtained by evaluating Cepstral
Coefficients over different acoustic algorithms and techniques. Mel-frequency and Linear Prediction
methods are used to capture the Vocal tract characteristics; Residual Coefficient, Glottal Volume Veloc-
ity, and Zero Frequency Filtering approach for excitation source characteristics; Envelope Modulation
Spectrum and Long Term Averaging Spectrum capture the prosody characteristics of speech utterance.
The next part of this thesis explores the Single-frequency-filtering-based(SFF) high spectrotemporal
resolution feature using the filter bank approach for Alzheimer’s Dementia detection. Experiments are
performed using different machine learning classifiers over the acoustic features extracted from the
challenge datasets. The current study also demonstrates the performance of the BERT model for the
dementia classification task. Finally, the performance of individual and combined acoustic features is
reported. Also, the classification score is evaluated by score level fusion of the acoustic models and
BERT model to observe the complementary characteristics of acoustic features to the BERT model.
Acoustic models perform best when combined with linguistic features, suggesting the complementary
nature of acoustic and linguistic features. Also, the high spectro-temporal resolution Single Frequency
Filtering feature captures the characteristics of speech patterns better for Alzheimer’s Dementia classi-

fication than traditional source-filter model-based features.
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Chapter 1

Introduction

1.1 Alzheimer’s Dementia

Dementia is a term used to describe a group of symptoms affecting memory, thinking, and social abilities
severely enough to interfere with daily life. Dementia is usually caused by damage to the brain cells by various
diseases. Dementia can be of several types, namely Alzheimer’s Dementia, Vascular Dementia, Lewy body
dementia, Frontotemporal Dementia, and Mixed Dementia. Alzheimer’s disease is the most common cause of
Dementia and accounts for 60-80% of dementia cases. Alzheimer’s Dementia is an irreversible, progressive,
neurodegenerative disease primarily found in the elderly around 60 years and above[l]. Once diagnosed with the
disease, the subject lives 4-5 years on average.

Alzheimer’s causes a loss in brain neurons, particularly in the cortex. The changes are primarily in the part of
the brain that affects learning. Microscopic changes start in the brain long before the symptoms appear. Although
the cause of Alzheimer’s disease is not entirely understood, two significant players in its progression are plaques
and tangles. Amyloid plaques are chemically sticky substances and can accumulate and disrupt the signaling
between the neurons. APP(Amyloid Precursor Protein) helps the cell repair and grow after injury. APP gets
used, broken down, and recycled over time like other proteins. However, a set of chemical reactions creates
an insoluble monomer Beta Amyloid. These monomers tend to be chemically sticky and bond together just
outside the neuron and form beta-amyloid plaques(clumps of beta-amyloid); the plaques can get between neurons,
disrupting the neuron signaling (memory impairment). These plaques can also cause an immune response that
may cause inflammation and damage the surrounding neurons. Another major cause, the tangles, are found inside
the cell as opposed to beta-amyloid plaques, as shown in Figure [I.1] A unique protein, namely Tau assures that
the neurons are held together. The amyloid plaque causes the Tau protein to change shape, stop supporting the
neurons, and clump up with other Tau proteins and get tangled, leading to apoptosis(programmed cell death). As
neurons die, large-scale changes begin to take place in the brain, and the brain shrinks, as seen in Figure This
process is progressive and can occur over many years.

In the early stages of Alzheimer’s, the symptoms might not be detectable. As the disease spreads through
the brain, lack of orientation, attention, mood swings, and behavior changes follow. As the disease progresses,
the patients might have short-term memory problems, loss of motor skills, language problems, cognitive skills,
personality impairment, and decreased alertness and awareness of the surroundings. Finally, there is difficulty
in speaking, swallowing, and even moving. Eventually, there is a loss of long-term memory and complete dis-
orientation of physical and mental state. The subjects become suspicious about family and friends and lose their
sense of time and location. Alzheimer’s Dementia has a physical, social, and economic impact not only on people
suffering from it but also on their caretakers, family, and society. Alzheimer’s patients are often put on expensive,



inaccurate, and invasive medication facilities with frequent side effects. The day-to-day routine of Alzheimer’s
patients needs enormous support from caregivers, family, and society. The disease burdens caregivers, including
social, psychological, physical, and economic aspects. As of 2020, 50 million people worldwide have Alzheimer’s
Dementia, and unlike the number one cause of death(heart disease), which has decreased by 7.3%, the number
of deaths by Alzheimer’s has more than doubled from 2000 to 2019. Study shows the staggering impact of the
disease on the economy and healthcare system of the countries and the need to address it urgently[2].

Research Institutions are actively working towards prevention, early diagnosis, and disease progression mon-
itoring[3]]. Early diagnosis of the disease increases the effect of drug and non-drug interventions to delay or even
prevent cognitive decline[1} 4]. Early detection of dementia is challenging due to the lack of reliable biomarkers,
overlapping symptoms with normal aging, and low accuracy of existing cognitive screening tools. The primary
requirement to curb Alzheimer’s dementia growth rate is the availability of easy(non-invasive, low-cost, quick)
diagnostic methods and tools that can detect the disease accurately at an early stage. Currently used MMSE(Mini-
Mental State Examination) is a complex tool and does not have a substantial role as stand-alone evidence for
Dementia Progression[S]]. Brain scans such as CT scans, MRIs, and PET helps to observe the biological signs
of the disease and are better predictors than MMSE. Still, they are invasive and expensive and cannot be used
for frequent mass screening at a global scale[6]. The most common symptom of dementia is the disturbance in
short-term and medium-term memory[/]; affected, among other things, are the patient’s speech and language at
the preclinical stage of the disease[8} |9, [10} (11} 112} [13} 14} |15, [16]]. Dr. Alois Alzheimer’s studied the first case
of Alzheimer’s Dementia[[l/]] and gave clues about speech and language impairment. He provided details about
memory disturbance, amnestic writing disorder, paraphrasic derailments(mispronunciation, slip of tongue, word
substitution), and perseverations(repetition of words, ideas, or subjects) in spontaneous speech. Speech can serve
as a complementary tool for Alzheimer’s disease and can guide future interventions[18]. Speech production re-
quires message formulation, language coding, neuro-muscular commands, and vocal-track response. The speech
production chain is mapped to individual cognitive abilities. The urge or intention to speak requires the speaker’s
brain to form a sentence with the intended meaning and map the sequence of words into physiological movements
needed to produce the corresponding sequence of speech sounds. Speech signals are time-variant signals and are
a constant flux of information. It is ubiquitous, can be recorded seamlessly, and is easily transferable. These valu-
able characteristics of speech signals motivate us to look for acoustic clues for Alzheimer’s Dementia in speech
utterances/recordings of subjects. Also, speech recordings are accompanied by transcripts or can be transcribed
using an Automatic Speech Recognition system(ASR) to capture the linguistic clues for Alzheimer’s Dementia.
It is noteworthy that the linguistic and acoustic clues are often complementary and can contribute to an excellent

secondary diagnostic tool for Alzheimer’s Dementia.
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1.2 Dataset

Studies for early Alzheimer’s Dementia (AD) diagnosis using acoustic and linguistic approaches have been
conducted for a long time. However, most of the studies lacked a standard dataset. The performance of different
techniques for Alzheimer’s Dementia detection is evaluated over various tasks like sentence repetition, picture
description, conversation, dialogue, verbal fluency, backward counting, etc. In such a situation, comparing and
setting state-of-the-art performance for Alzheimer’s detection is tough. To take the research for Alzheimer’s
Dementia detection forward, the availability of standard datasets, well-defined tasks, and performance metrics is
indispensable. For the above reasons, in this thesis, the experiments are conducted over two standard challenges
for Alzheimer’s Dementia detection(one follow-up of another) described as follows: -

* Alzheimer’s Dementia Recognition through Spontaneous Speech,
The ADReSS Challenge(INTERSPEECH-2020)[19]]

* Alzheimer’s Dementia Recognition through Spontaneous Speech Only,
The ADReSSo Challenge(INTERSPEECH-2021)[20]]

The ADReSS challenge dataset consists of speech recordings and transcripts of spoken picture descriptions
elicited from the participants through the Cookie Theft picture from the Boston Diagnostic Aphasia Exam. It
consists of 54 AD (Alzheimer’s Dementia) and 54 NON-AD subjects in the training dataset. The test dataset
consists of 24 AD and 24 non-AD subjects. The dataset is balanced for age and gender to minimize the risk of
bias in the prediction task.

The ADReSSo dataset is an improved form of the ADReSS dataset. However, the ADReSSo dataset is a
speech only dataset and does not provide any transcriptions for the recording like the ADReSS dataset. It consists
of a total of 237 audio files sampled at 44kHz. The audio files were split into the cross-validation dataset and test
datasets. The cross-validation dataset contains 70% of the total dataset with 79 control(healthy) speakers and 87
speakers with AD. The test dataset contains 36 control speakers and 35 AD speakers.

The main objective of the ADReSS and ADReSSo challenge is to provide a benchmark dataset of spontaneous
speech, which is acoustically pre-processed and balanced in terms of age and gender. The challenge defines a
shared task that can compare different approaches to AD recognition from spontaneous speech. The dataset is sta-
tistically balanced to mitigate biases such as repeated occurrences of speech from the same participant, variations
in audio quality, and imbalances of gender and age distribution. The data is a set of audio recordings obtained
from a picture description task, namely the “cookie theft picture description task.” The endeavor of ADReSS
and ADReSSo challenge is to give way to automatic assessment of Alzheimer’s Dementia most accurately and
cheaply. The data demography, along with the MMSE scores, is defined in table[I.1]and table[I.2]



Table 1.1: Train Data Demographic Distribution

AD non-AD

Age-interval | M | F | MMSE(sd) | M | F | MMSE(sd)
[50,55) 1 0 | 30.0(n.a) 1 0 | 29.0(na)
[55,60) 5 |4 16.3(4.9) S |4 |29.0(1.3)
[60,65) 3 |6 18.3(6.1) 3 16 |29.3(1.3)
[65,70) 6 10 | 16.9(5.8) 6 10 | 29.1(0.9)
[70,75) 6 |8 15.8(4.5) 6 |8 |29.1(0.8)
[75,80) 3 (2 17.2(5.4) 3 12 |28.8(04)
Total 24 | 30 | 17.0(5.5) 24 | 30 | 29.1(1.0)

Table 1.2: Test Data Demographic Distribution

AD non-AD
Age-interval | M | F | MMSE(sd) | M | F | MMSE(sd)
[50,55) 1 |0 | 23.0(n.a) 1 | 0 | 28.0(n.a)
[55,60) 2 |2 | 18.7(1.0) 2 |2 | 28.5(1.2)
[60,65) 1 |3 14.7(3.7) I |3 | 28.7(0.9)
[65,70) 3 14 |2324.0) 3 14 |294(0.7)
[70,75) 3 13 17.3(6.9) 3 |3 |28.024)
[75,80) 1 1 | 21.5(6.3) 1 1 | 30.0(0.0)
Total 11 | 13 | 19.5(5.3) 11 | 13 | 28.8(1.5)




1.3 Motivation

Alzheimer’s Dementia is a neurodegenerative disease. Along with affecting an individual’s cognitive abilities,
it also affects the speech and language abilities of the subject. Speech can provide complementary clues for
early disease detection, which otherwise requires a complex process(expensive and time-consuming process)
to detect. Speech is a constant flux of information and provides tremendous information about an individual’s
cognitive state. Speech is relatively easy to elicit and has proven to be a valuable source of clinical data. It is also
ubiquitous and can be seamlessly acquired. Though speech signal is enormous, extracting the correct information
for a particular application is challenging. The manifestation of AD varies in different people depending on their
age group and background. The process is progressive, and the symptom overlaps with normal aging. This makes
it very difficult to point to the characteristics of the speech signal affected by the disease. Therefore, Alzheimer’s
dementia detection from spontaneous speech is a novel challenge with great potential for future research and
development. This thesis contributes to AD detection by looking at various acoustic characteristics that can

differentiate Alzheimer’s Dementia patients from healthy subjects.

1.4 Objective and scope of thesis

Considerable research has shown the manifestation of Alzheimer’s Dementia through speech and language.
However, there is no firm evidence of any baseline feature in the speech signal symbolic of Alzheimer’s De-
mentia. In such a situation, it is necessary to analyze the speech signal with different lenses to capture any
possible markers in the utterances of Alzheimer’s Dementia patients. Speech can be analyzed for segmental and
supra-segmental characteristics, vocal track and vocal fold response, different time-frequency resolutions, etc.
Fortunately, a strong legacy of speech-processing algorithms provides a variety of algorithms to look at speech
signals with various lenses. It is useful to visualize speech signals as a decomposition of components of the speech
production mechanism, as shown in figurd3.1} The vocal tract response is explored with Mel frequency cepstral
coefficients(MFCC), Linear prediction cepstral coefficients (LPCC), and Statistical features(stat feat). The exci-
tation source is explored through the Glottal Volume Velocity Cepstral Coefficients(GVVCC), Zero Frequency
Filtering Cepstral Coefficients(ZFFCC), and Residual Cepstral Coefficients. For prosody, Envelope Modulation
Spectrum(EMS), Long Term Averaging Spectrum(LTAS), and the very prominent openSMILE feature comParE
are used. The thesis also explores a high spectro-temporal resolution Single Frequency Filtering approach(SFF).
SFF gets away with the windowing effect and captures the co-articulation characteristics in the speech signal
more appropriately. Acoustic features are used to extract information regarding how things are uttered and the
characteristics of the speech production system affected the most in Alzheimer’s. A brief description of these
acoustic features is given in table[I.3]

The other alternate way to capture distinctive characteristics of Alzheimer’s Dementia patients is through tran-
scripts. The ADReSS-2020[19] challenge provides the manual transcript for all recording instance. Transcripts
consist of lexical, semantic, and syntactic meanings. Alzheimer’s dementia patients are often characterized by
a lack of semantic and syntactic clarity in their utterances. Using transcripts allows us to differentiate AD pa-
tients based on the content. Transfer Learning has been the key for classification tasks with a smaller dataset. A
pre-trained model understanding natural language can be fine-tuned for AD classification tasks very well. This
thesis uses the Bi-directional Encoder Representation from Transformer(BERT) to classify Alzheimer’s Demen-
tia. BERT outperforms the acoustic models and captures complementary characteristics of AD patients.



Feature set| Features set Source of . .

label name Information Dimension

S1 MFCC_Stat |vocal tract system 156

S2 LPCC_Stat |vocal tract system 144

S3 ResCC_Stat | Excitation source 156

S4 GVVCC_Stat | Excitation source 156

S5 ZFFCC_Stat | Excitation source 156

S6 EMS Feat |Prosody 48

S7 LTAS Feat |Prosody 99

S8 STAT _feat |vocal tract system 156

S9 comParE | Prosody 6373
S10 SFFCC High-spectro-temporal | 6373

Table 1.3: Acoustic feature sets used for the detection of Alzheimer’s Dementia from speech

The objective of this thesis is to contribute to the Nobel initiative of automatic Alzheimer’s detection. This
work uses the ADReSS-2020[19] and ADReSSo-2021[21] dataset for the experiments. The goal is to incorporate

automatic tools into the diagnostic pathway in current memory services and provide low-cost, easy treatment.
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1.5

Organization of thesis

The rest of the thesis is organized as follows: -

In chapter 2, we do the literature survey giving an overview of all the effort put into classifying Alzheimer’s
Dementia from speech and text data. The literature survey gives a perspective of the work done and the
way to conduct research in this direction.

Chapter 3 evaluates the performance of acoustic algorithms and the BERT model on the ADReSS-2020[19]
dataset for Alzheimer’s Classification. It specifically assesses algorithms related to speech production and
speech prosody. The complementary nature of acoustic features to linguistic features is discussed by fine-
tuning the BERT model on the manual transcripts provided with the dataset.

Chapter 4 discusses the importance of improved time-frequency resolution in differentiating Alzheimer’s
Dementia from healthy speech. Single-frequency Filtering(SFF) is used to obtain a better time-frequency

resolution over the speech utterance.

Chapter 5 concludes this thesis and puts light on the future work that can be done to improve the detection
of Alzheimer’s Dementia from spontaneous speech.

Chapter 6 enumerates the publication the thesis is based on.



Chapter 2

Literature Survey

In this chapter, we look at all the development that has taken place in Alzheimer’s dementia detection. In most
cases, AD detection is performed either using audio recordings or with the help of transcripts generated from

audio recordings. The latest development uses pre-trained models and deep embeddings for AD classification.

2.1 Speech and Alzheimer’s

The most common symptom of dementia is the disturbance in short-term and medium-term memory[/7]; along
with few other symptoms, patient’s speech and language are affected at the preclinical stage of the disease as dis-
cussed in [8} 9} [10} 11112} [13L14]]. In [22], authors use dialogue interaction data to look at speech silence patterns
and other prosodic features. The paper evaluates content-free features such as speech rate, turn-taking pattern,
and other speech parameters to identify Alzheimer’s Dementia from spontaneous speech. The best performance
is obtained for Additive Logistic Regression. In [23|] state-of-the-art paralinguistic features, namely eGeMAPS,
emobase (Emotion Baseline,openSMILE), ComParE 2013 feature set, and new Multi-Resolution Cochleagram
(MRCQG) features(openSMILE v2.1 toolkit) are evaluated over the voiced segments obtain from speech utterance
from 82 AD and AD 82 non-AD subjects. The paper introduces a new Active Data Representation(ADR) tech-
nique to get utterance representation from segmental features. ADR is a set of statistical parameters obtained
ahead of SOM(self-organised maps) clusters.

2.2 Linguistic and Alzheimer’s

In [24], the author performs a detailed analysis of lexical features, namely N-rate, P-rate, A-rate, and V-rate
(rate for part-of-speech (POS) category), TTR, Brunet’s index(W) and Clause-like semantic unit(CSU) to evalu-
ate the severity of DAT using machine learning techniques. The experiments found that closed-class words were
particularly helpful in predicting the level of language deficit in patients. In [25], authors use conversational data
to obtain word embeddings using w2vec’ and *GloVe.” *GloVe’ and *w2vec’ are known to capture the seman-
tic information. Embedding for individual words is combined in four different techniques to classify dementia
using conversational transcripts for each session with logistic regression. The classification performance is com-
pared for manual and ASR-generated transcripts using the Kaldi toolkit. In [26]], the author performs exploratory
factor over the top 50 features selected out of 370 features using Pearson correlation coefficients. The feature
vector mainly comprises linguistic features relating to POS, syntactic complexity, grammatical constituents, psy-
cholinguistics, vocabulary richness, information content, and repetitiveness. Factor analysis with 4 factors reveals



that the relatively large set of linguistic measures can be mapped to four latent variables, broadly representing

syntax/fluency, semantics, acoustic differences, and other information content.

2.3 Acoustic and Linguistic in Alzheimer’s

In [27]], authors evaluate low-level prosodic, voice quality, and spectral descriptors with the help of the openS-
MILE and COVAREP toolkit. Experiments were also performed with ComParE, IS10-Paraling, and VGGish
features. Fisher vector embedding, BoAW(Bag of Acoustic Words), and statistical functionals were evaluated
over the low-level acoustic descriptors to obtain global representation for each audio recording. Since the dataset
[28]] provided both audio recordings and corresponding transcripts. The paper explores text modality with BERT
and its variants as well. Embeddings for each word in a transcript use min/max/Rang/StdDevNorm pooling to get
the global representation of a transcript. Performances are evaluated for individual features and by combining the
top-performing features.

2.4 Language Models and Alzheimer’s Dementia

In [29] the author tries to capture the language characteristic in Alzheimer’s using pre-trained Language Mod-
els like BERT and ERNIE. The Language Models are fine-tuned with pause encoded transcripts from the cookie
theft dataset [28] for Alzheimer’s classification. Ensemble method is used over multiple fine-tuned Language
Models to avoid overfitting.

2.5 Latest Advancements

Study shows phonological and articulatory impairment in Alzheimer’s at presentation or in the early stages
of the disease [30]]. In [31], hesitation ratio outperforms articulation rate, speech tempo, and rate of grammatical
errors to capture the characteristic differences between AD and control speech. In[32] frequency and duration
of voice-breaks, shimmer(amplitude perturbation quotient) and noise-to-harmonic ratio characterises people with
dementia. In [33]34] voiced, unvoiced and pause information is explored for AD detection. A total of 13 prosody
features relating to Voice Activity, Articulation and speech rate are explored in[35] for AD detection. [36] applies
features selection(Weka attribute selection function) over three groups of features relating to voice quality, speech
and silence, and spectral attributes over the DementiaBank speech recordings. Feature selection improves the
classification accuracy and prevents overfitting the data. [37] also introduces a two-stage wrapper feature selection
method using a backward feature elimination performed if there is an increase in the total accuracy in the AD
classification task. [38]] measures alteration in rhythm of the utterance of subjects using syllabic variability for
AD detection. A larger feature set is used in [36], that explores a total of 263 features relating to pitch, voice
breaks, voice quality, jitter, shimmer, duration statistics, pause and MFCC for AD detection. Low-level para-
linguistic features and functionals including timing and duration of vocalisations and pauses, speaking rate, and
voice quality measures are evaluated in [39] over the Pitt dataset[40] for AD classification task. In [41] 22
metric were evaluated over speech and pause patterns for AD classification. Most of the above approaches used
handcrafted features and traditional classification algorithms.

Latest studies see the use of PittDataset[19]], balanced in terms of age and gender; the dataset provides speech
recording and manual transcription for the cookie-theft picture description task. Most of the work presents the
dominance of linguistic features and models over the acoustic features for the AD classification task. In[42]]
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a hierarchical neural network with an attention mechanism trained on linguistic features performs better than
three acoustic-based systems, namely Bag-of-Audio-Words (BoAW) quantizing different low-level descriptors,
Siamese Network trained on log-Mel spectrograms, and Convolutional Neural Network trained on raw wave-
forms. [43]] performs grid search over the combination of Audio-feature(MFCC, eGeMAPS, Average duration),
TF-IDF features, and several doc2vec embedding representations before passing them to the ML models. A
multi-modal(audio, text) fusion approach using bi-LSTM is explored for the individual and combination of Acous-
tic(COVAREP), Lexical and disfluency features in [44]. [45] explores a multi-scale(word, phoneme over the text
data) along with multi-modal approach for AD detection. Text data is analyzed both at word level and phoneme
level and the best performance is achieved through the text classifier using phoneme representation with Fast-
Text phoneme embedding. The paper concludes that subword information, particularly phoneme representation,
can be useful in cases of data scarcity. [46] makes the use of i-vector and x-vector as pre-trained acoustic fea-
tures and pre-trained BERT model for textual feature embeddings. The performance of individual and combined
features is evaluated using an SVM classifier. [47] trains three different MLPs from scratch with disfluency,
acoustic(ComParE 2013), and intervention features as inputs for the AD classification task. The paper also uses
transfer learning to leverage the features learnt in classification for the regression task. [48]] demonstrates the su-
periority of features from pretrained model(VGGish) fol small number of audio recordings in the PittDataset[[19].
The papers uses a modified Convolutional Recurrent Neural Network(CRNN) with three different acoustic fea-
tures( ComParE, eGeMAPS, VGGish) and four different textual features that includes pretrained Language model
features namely RoBERTa, Transformer-XL, GPT and a set of handcrafted features.

The latest PittDataset[21] is a speech-only dataset(no manual transcripts) and requires Alzheimer’s Demen-
tia detection straight from the speech signals. The dataset is well filtered to avoid repeated speech occurrences
from the same participant (typical in longitudinal datasets), variations in audio quality, and gender and age imbal-
ance. Most of the research using the PittDataset, revolves around using the transcripts generated from the ASRs
or obtaining embedding from the speech signal directly. [49] uses three different pre-trained embeddings(trill,
allosaurus, and wav2vec 2.0) and low-level descriptors of the eGeMAPS v2.0 as an input to a simple 1D Con-
volutional Neural Network based model. The highest dev and test accuracy of 75.3% and 78.9% respectively
is obtained for wav2vec2 feature. [50] explore two state-of-the-art ASR paradigms, Wav2vec2.0 (for transcrip-
tion and embedded acoustic feature extraction) and time delay neural networks (TDNN). The test results on best
acoustic-only and best linguistic only are 74.65% and 84.51% respectively. [51] makes use of conventional acous-
tic features, pre-trained deep features(wav2vec 2.0) and their combination as input to LR, SVM, DT and NN. The
highest precision is obtained with conventional feature whereas the highest accuracy of 67.61% is obtained for the
SVM-combo. [52] makes use Deep textual embedding(DTE) and handcrafted features. For the purpose of DTE
9 different transformer based models including BERT and variants are used. For the handcrafted feature syntac-
tic, readability, and lexical diversity features are explored. [53] explores several acoustic and linguistic models
for AD detection. The acoustic models used are x-vector model, encoder-decoder ASR embeddings, prosodic
features(total speech time, total pause time, percentage pause time, speech pause time, mean pause duration,
and pause variability), VGGish and eGeMAPS feature. Linguistic models were developed with BERTs trained
on different ASR transcripts. The best performance for acoustic model is obtained for The x-vector model and
encoder-decoder automatic speech recognition embeddings. Bert with the commercial ASR transcripts provided
the best result for linguistic models. [20] used Logistic regression over paralinguistic acoustic features namely
MFCC, GeMAPS, eGeMAPS, ComParE-2016 and IS10-Paraling. The paper also extracts three different linguis-
tic features over two different ASR generated transcripts, namely BERT-word, BERT-sentence and Linguistic
Inquiry and Word Count (LIWC) feature. Different fusion modalities are explored using ensemble methods. The
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best accuracy of 81.69% is obtained by fusion of linguistic and acoustic features. [54] uses Kaldi and OpenSMILE
to obtain four different acoustic features that are Emobase, IS10, VGGish and X-Vector. CLAN and NLTK are
used to obtain fifty linguistic features and sentence embeddings are obtained using Universal Sentence Embed-
ding(USE) tool. The main contribution of the paper is to model from scratch four modular multi-modal architec-
tures using Multi Headed Attention(MHA) and CNN. The unified model with Linguistic and X-Vector features
achieved the best performance in respect to the accuracy(77.2%), precision(78.7%), and F1(76.3%) score.

As discussed above, a lot of active research has taken place for detecting Alzheimer’s Dementia from speech
and text. However, most techniques are either very basic or advanced techniques. Speech features related to
speech production, prosody, and filter-bank features are not explored. This motivates us to use acoustic features
related to speech production, prosody, and filter-bank techniques. Using these features can help us pinpoint the
variation in speech patterns of Alzheimer’s Dementia patients. The manual transcript provided with the dataset
allows us to evaluate the BERT model and the complementary nature of the acoustic model to linguistic models
for Alzheimer’s classification. Finally, we demonstrate the superiority of high spectro-temporal feature based on
Single Frequency Filtering for Alzheimer’s Dementia classification.
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Chapter 3

Acoustic features, BERT model, and their complementary nature for
Alzheimer’s detection

3.1 Motivation

Speech analysis involves extracting relevant features from a speech signal to suit a specific use case. Feature
extraction methods in speech processing fall into categories like filter-bank techniques, source-filter model-based
approaches, and statistical features. Raw speech signals have high redundancy and variability, making it essen-
tial to reduce both for efficient processing and interpretation. Different acoustic features extracted from speech
data provide machine learning and deep learning models with distinctive and minimally redundant characteris-
tics, improving classification accuracy. Our first work takes up the ADReSS INTERSPEECH-2020 challenge,
”Alzheimer’s Dementia Recognition through Spontaneous Speech: The ADReSS Challenge[19]”. The dataset
provides both audio recordings and manual transcripts of the subjects. In many acoustic approaches for detecting
dementia, state-of-the-art openSMILE and Mel Frequency Cepstral Coefficients (MFCC) features are explored
[36, 19 27]]. However, speech features such as Linear Prediction Cepstral Coefficients (LPCC) and Filter Bank
features still need to be explored. Furthermore, the excitation source features of speech that can capture intona-
tion, speech rate, and pause information are not analyzed to detect dementia. Hence, this study aimed to look at
the state-of-the-art excitation source performance and filter bank features to detect Alzheimer’s. This work uses
nine different acoustic features. These features can help us find the attributes in the human speech production
system affected by Alzheimer’s dementia. The work explores distinct vocal tract, excitation sources, and prosodic
and statistical features.

Given the success of linguistic features in prior studies on Alzheimer’s dementia classification, this study
makes use of the manual transcript provided with the recordings to showcase the effectiveness of the BERT model
in the dementia classification task. This work highlights the complementary nature of acoustic models to the
BERT model in Alzheimer’s detection.

The following sections briefly describe the acoustic features and the BERT model for Alzheimer’s dementia
detection.

3.2 Acoustic features for Alzheimer’s detection

The features used in our first work revolve around the source-filter model of the speech production system.
Speech is composed of a sequence of sounds (phonemes). The individual sound is produced by the combined
action of the vocal tract and vocal cords, as shown in figure[3.1} Air thrust from the lungs goes through the closed
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Table 3.1: Acoustic feature used for the detection of Alzheimer’s dementia from speech

Feature Source of Information | Dimension
MEFCC_stat (S1) Vocal Tract System 156
LPCC_stat (S2) Vocal Tract System 144
ResCC_stat (S3) Excitation Source 156
GVVCCe_stat (S4) | Excitation Source 156
ZFFCC_stat (S5) | Excitation Source 156

EMS _feat (S6) Prosody 48

LTAS _feat (S7) Prosody 99

STAT _feat (S8) Vocal Tract System 156
comParE (S9) Prosody 6373

vocal folds (voiced speech). The vibration of the vocal folds creates impulsive air pressure (glottal pulses). The
glottal pulses act as the source in the source-filter model. The fundamental frequency of the glottal pulses (impulse
train) gives the perception of the pitch of the utterance and accounts for the source characteristic of the speech
signal. Glottal vibrations from the vocal folds pass through the vocal tract. The vocal tract, composed of the
larynx, pharynx, tongue, mouth cavity, and nasal cavity, can take up different shapes, generating different sounds.
The effect caused by various vocal tract shapes can be mimicked with digital filters with varying coefficients, as
seen by a simplified figure [3.2] The rate at which the shape and, hence, the filter coefficient change is around
25ms. Various acoustic algorithms try to capture the vocal track or source properties during this interval of 25ms.
The assumption is that the speech signal is stationary, and the shape of the vocal tract doesn’t change in this
interval. A list of all the features used in our work is given in[3.1]

The vocal tract response is characterized by amplitude peaks (resonance) at different frequencies called the
formats. The shape of the formats is characteristic of the sound produced, whereas the fundamental frequency
of the glottal pulse gives the perception of pitch. The speech production system can be represented by a set
of equations in [3.1] and [3.4] in the time and frequency domain, respectively. Here s(n), the speech signal is
produced by a convolution of vocal tract response h[n] with the source u[n]. Equation [3.3] represents the vocal
tract transfer function H(z) by an all-pole model. The raw speech waveform is a convolution of the vocal tract
(filter) and excitation source (source) response, as seen above. In most use cases, it is helpful to suppress one of
the characteristics, keeping the other. The classical technique of separating the vocal tract response and the source
response is through cepstral analysis. The cepstral analysis, which is a fundamental tool for feature extraction and

other acoustic methods used in this work, is discussed as follows:-
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3.2.1 Cepstral Analysis

Cepstral Analysis is a mathematical tool to separate the vocal-tract properties and the source properties in
the speech signal. Speech signals can be mathematically formulated as a convolution of the source and filter. To
extract the filter characteristic from the speech signal directly is difficult. The focus of cepstral analysis is to obtain
the coefficients representative of filter characteristics H[k] (vocal tract transfer function). The log spectrogram
converts the convolution of the source and filter into summation as seen in equation [3.5] Taking logarithm over
the spectrogram allows compressing the dynamic range of FFT and bringing out the slow varying vocal tract
characteristics seen by the red curve in figure[3.4]. Assuming the log-spectrum to be a waveform, Fourier analysis
over it would give a series of coefficients. The lower coefficients will represent the slow-varying part of the
log spectrogram. These coefficients capture the vocal tract characteristics and can be used for further analysis
and calculations. These coefficients are termed Cepstral Coefficient and can be obtained as shown in the block
diagram[3.3] Cepstral analysis is performed after applying acoustic algorithms to the speech signal. This allows
us to obtain a better representation of vocal tract characteristics. Cepstral coefficients are largely uncorrelated,
allowing for efficient statistical modeling of features. Throughout this thesis, we have used the cepstral analysis
for compact feature representation.

S(k) = U(k).H (k) (3.4)

log(S(k)) = log(U(k)) + log(H (k)) (3.5)
After Inverse FFT

Cln] = Culn] + Cy[n] (3.6)

un]
Cln]

Figure 3.3: Cepstral Coefficient Extraction
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3.2.2 Linear prediction cepstral coefficients (LPCC)

As discussed in the section3.2] speech signal can be decomposed into source and filter response. The glottal
excitation and vocal tract behavior can be mapped to the frequency domain. The aim of the Linear Prediction
Coefficient is to capture the information in the spectral envelope from the FFT of the speech signal. The spectral
envelope, as seen by the red curve in figure above, emphasizes the spectral peak in the speech segment. These
peaks, also known as formats, are the resonant frequency of the vocal tract. Different overall resonant frequency
shapes (formant structure) produce different sounds and can differentiate one sound from another. Linear Pre-
dictive coefficient takes a reverse filtering approach[53]] to find these spectral peaks corresponding to the speech
utterance. As the name suggests, it takes the linear combination of past speech samples to predict the current
sample, as seen in equation [3.7] The predictor coefficients that are used for linear combination aj, are obtained
by minimizing the mean of the square error function, that is, the error between the predicted sample value from
the original sample, shown in equation [3.8] Taking speech samples of finite length and predicting the current
sample from the past samples recursively, a set of equations is obtained. These equations are solved by using the
Autocorrelation method or Durbin’s Algorithm to get the LP coefficients for the speech segment.

The LP coefficients represent the vocal tract transfer function and hence the shape of the vocal tract over
the speech segment. It is customary to obtain cepstrum from the LP coefficient to use the Linear Predictive
Cepstral Coefficients (LPCC) as a feature for speech tasks . Once the cepstral analysis is performed over the
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LP coefficients, liftering the first 13 Linear Predictive Cepstral coefficients can be used as the feature for speech
processing tasks. The block diagram of LPCC implementation can be seen in[3.3]

3(n) = Z ars(n — k) 3.7
k=1
N
e(n) = (s(n) - 5(n))” (3.8)
n=1

1 For each frame:

Nl

I
Frame Signal Window Frame

R L T

—ep-]  Preemphasis -

r(0) al0)
r(1) a(1)

Q) a(Q)

Autocorrelation LPC Analysis

LPCC CONVErSIOn fr—

Figure 3.5: LPCC Feature Extraction

The approximation of formant structure by the LP analysis depends on the number of Linear Prediction Cep-
stral Coefficients that we choose, as shown in ﬁgure@

40 —— Fourier specirum |
' ' — LP, p=10

- LP, p=20

20 \

0 0.1 0.2 0.3 0.4 0.5
normalized frequancy F.nFE

Figure 3.6: Formant approximation vs No of Cepstral Coefficient
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3.2.3 Residual Cepstral Coefficients (ResCC)

A by-product of the LP analysis is the generation of prediction residues, or prediction errors e(n)[55)]. The
current speech sample can be predicted from the past speech sample only if there is no Excitation. Whenever
there is excitation in the presence of a pitch pulse, the prediction goes wrong, and hence error prediction is an
indicator of excitation. This pitch period can be determined by positions of the samples of e(n), which are large,
and defining the period as the difference between a pair of samples of e(n), which exceeds a reasonable threshold.

3.2.4 Mel-frequency cepstral coefficients (MFCC)
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Figure 3.7: Mel Scale Filter Bank

The Mel Coefficients are obtained by averaging the spectrogram with a mel-filter bank[56]. The Mel-filter
bank is based on the Mel-scale as seen in figure[3.7]Mel-scale mimics the human perception of auditory frequency.
The Mel-coefficients are obtained by averaging the spectrogram with each filter in the Mel-filter bank(one coeffi-
cient for each filter). Once the Mel-coefficients are obtained, cepstral analysis is performed to obtain the MFCC.
Cepstral analysis helps to get a better approximation of vocal tract information. The whole process of obtaining
MFCC from the speech frames can be seen in the block diagram 3.7}
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3.2.5 Glottal Volume Velocity (GVYV)

Glottal Volume Velocity (GVV) refers to the rate of airflow passing through the glottis during vocalization.
The glottis is the space between the vocal cords in the larynx. When we speak or sing, the vocal cords vibrate
and open and close the glottis, allowing air to pass through in a controlled manner. The rate at which this airflow
occurs is the glottal volume velocity, and it plays a crucial role in determining the voice’s fundamental frequency
(pitch) and the quality of the voice produced.

Extraction of Glottal Volume Velocity (GVV) can be done through inverse filtering[57]. It involves a multi-
step process to isolate the fundamental source signal responsible for voice production in speech. It begins with
segmenting the speech signal into short frames, estimating the vocal tract filter to remove its effects from the
spectrum, and performing inverse filtering on each frame to isolate the GVV waveform. This GVV waveform
represents the volume velocity of air passing through the glottis during speech production. Knowledge of glot-
tal volume velocity and epoch locations helps obtain voice quality parameters such as pitch, glottal quotient,

harmonic-to-noise ratio, jitter, and shimmer parameters.

3.2.6 Zero Frequency Filtering (ZFF)

Zero Frequency Filtering focuses on the source characteristic speech production system. It is based on the
assumption that speech is produced by the convolution of impulse-like excitation with the all-pole filter vocal
tract System. Unlike other speech algorithms that suppress the VT characteristics to bring out the Excitation
source characteristic, ZFF evaluates the epochs directly from the speech signal[58]]. Epochs (significant excitation
in vocal tract through impulse) cause discontinuities in the speech signal in the time domain. Observing the
discontinuity in the time domain is difficult due to the varying characteristics of the VT system. To monitor
the epoch, the speech signal is passed through a stable zero-frequency resonator[59]. Deviation in the resonant
frequency at the output of the resonator signifies the occurrence of Epochs. The zero-frequency resonators ensure
high precision in the prediction of epoch location, as interference from vocal tract characteristics is negligible
around zero frequency. The knowledge of epoch location can then be used to extract 76 dimensional intonation-
related features as shown in table3.2

Table 3.2: Details of the ZFF-based feature representation

Feature Name Dimension
Statistical measures of FO 5
Jitter quotients of FO 22
Shimmer quotients of Strength of Excitation 22
Shimmer quotients of Energy of Excitation 22
FO dispersion 1
Harmonic to noise ratio measure 4

3.2.7 Envelope Modulation Spectrum (EMS)

The Envelope Modulation Spectrum (EMS) represents the slow amplitude modulations in a signal and the
distribution of energy in the amplitude fluctuations across designated frequencies, collapsed over time[60]. It has
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been shown to be a useful indicator of atypical rhythm patterns in pathological speech. To calculate the EMS, the
original speech signal is filtered into 9-octave bands with center frequencies of approximately 30, 60, 120, 240,
480, 960, 1920, 3840, and 7680 Hz. Once the signal is filtered through the nine filters. An envelope is calculated
for each filter output using the Analytical signal technique. From each of the 10 envelopes (one from the original
and 9 from the octaves), 6 different parameters, including peak frequency and energy in various frequency bands,
are calculated. The process results in a 60-dimensional feature for each speech utterance.

3.2.8 Long Term Averaging Spectrum (LTAS)

Long-Term Averaging Spectrum (LTAS) is the spectral analysis of a signal over an extended period; It averages
the spectral characteristics to capture the long-term trend of a signal’s frequency content. In LTAS, a signal is
divided into overlapping windows, and FFT is applied to each. The spectra for each window are then averaged
over time to produce a long-term average spectrum as in [61]. The choice of window size, overlap, and other
parameters can influence the characteristics of the LTAS and should be chosen carefully based on the specific
analysis requirements.

3.3 BERT: A language modelling approach for dementia detection

BERT stands for Bidirectional Encoder Representations from Transformers. BERT[62] is based on the encoder
layer of the transformer. The inspiration behind BERT stems from the challenge of capturing word meaning within
the broader context of a sentence. At the core of the transformer (encoder) is the multi-headed self-attention
layer. The bi-directional nature of BERT, along with the self-attention mechanism, allows each word to attend
to all other words simultaneously. Each word embedding is suitably tuned with the weight matrix to capture the
contextual relationship with different words. The parallelism in learning embeddings allows BERT to learn long-
range dependencies, avoiding the bottleneck due to sequential networks such as RNN (LSTM/GRU). Combining
the bidirectional architecture, self-attention mechanism, and pre-training objectives (Masked Language Model
and Next Sentence Prediction), BERT generates contextualized word embeddings that effectively represent the
semantic and syntactic information in a sentence. In our work, we have utilized the contextual knowledge of
the pre-trained, un-cassed hugging face BERT base model. We fine-tuned it for the downstream task of sentence
classification and obtained an accuracy of 81% for Alzheimer’s dementia classification from sentences.

3.3.1 BERT Architecture

BERT is stacked layers of “transformer-encoders”. The core of the transformer and hence BERT is the ~’Self
Attention” layer. Each self-attention layer is followed by feedforward layers. The use of self-attention allows
parallel processing of all the words in a sentence. Parallel processing helps in capturing long-range contextual
dependencies and efficient use of parallelism in computation.

As seen in Figure [3.9]and Figure [3.9]and discussed above, BERT is stacked layers of Transformer-encoders.
Each transformer-encoder is composed of “Input Embedding” and “Positional Encoding” layers, followed by the
most essential "Multi headed Attention” and “feed-forward” layers. The function of each layer is very symbolic
of their names. All the layers together help BERT achieve state-of-the-art results over various NLP tasks. The
distinctive feature of BERT is its unified architecture across different downstream tasks. Understanding the work-
ings of the basic layer in BERT can help us to have a foundational understanding of the significance of BERT in
Alzheimer’s dementia classification using transcripts.
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Figure 3.9: BERT

3.3.2 Input Embedding

The first layer in a transformer Encoder is the input embedding layer. The layer creates a fixed-size vector for
each word token in a sentence. These tokens are learned by training an embedding matrix. The embedding matrix

maps each token in the input sequence into an embedding vector suitable for the specific use case.

3.3.3 Positional Encoding

In BERT, the input embedding layer helps to feed vectorized tokens in a sentence parallelly to the following
processing layers. There is no sequential information in these embeddings as they are fed parallelly. The order of
words plays a crucial role in all Language processing tasks. Positional encoding is introduced to inject information
about the positions of tokens into the model. It is usually a fixed-size vector added to the input embeddings to

convey positional information.
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3.3.4 Self Attention

The sequential model RNN/LSTM/GRU has been used for the longest time for sequential data processing.
These models maintain an internal hidden state/memory that is modified recurrently as new tokens in the se-
quence arrive. Output at any time step depends on the current input and the previous hidden state, which depends
on the previous hidden state, and so on. The recurrent mechanism captures the context while learning the em-
beddings for a sentence/sequence. Sequential models have reasonable performance on sequential tasks. However,
they face problems with Capturing Long-Term Dependencies, vanishing and exploding gradients, computational

complexity, lack of Parallelism, etc.
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Figure 3.10: Self-Attention Mechanism

The attention mechanism reintroduced in the paper Attention is all you need[63]]”” addressed most of the above
problems and revolutionized the text processing field. The attention mechanism allows us to obtain context-aware
embeddings. The contextual information is obtained by finding similarity scores (dot product) between each word
in the sequence. The similarity score between any pair of words is independent of the separation of the words in
the sequence (since a dot product). This independence from the positioning of words in a sequence is achieved
by feeding all the input tokens in the sequence simultaneously, in parallel, as shown in figure [3.10] Parallel
processing, along with other advantages, reduces the computational complexity by efficiently using GPUs. One
easy way to find the relationship between words is through dot products. In "attention,” each word in the sequence
”dots” with every other word to obtain a similarity score. The similarity score is used to weigh each word to find
their contribution to the specific word based on the context. Once the weighted embeddings are obtained for
each word, they are combined together to obtain a final embedding to represent the sentence in the most efficient
manner. Learning in BERT takes place by using the key, query, and value matrices. Though dot product is
fundamental to self-attention, it doesn’t enable the ability to learn. Each word embedding has a corresponding
key, query and value vector as shown in fig3.T1] for two words (can be extended for all the words in a sentence).
It is the coefficients in the W®, Q¥ and WV matrix that are learned through the process of back-propagation.
Once the Q, K and V is obtained for each word through matrix multiplication with the learned coefficients of the
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matrices W, QX, and WV, the final embeddings for the words can be produced by one simple step as shown
in figure . The final embedding Z obtained is the context-aware embedding for each word in the sentence (two
words in this case). Z can then be passed to a sequence of feedforward and add-normalize layers before it can be
used for sentence classification.

wea Q

Figure 3.11: Key Query Value

softmax( Hﬂ}\% @ ) HE

- EB

Figure 3.12: Self Attention Calculation

3.3.5 Multi-Head Attention

Multi-Head Attention is a crucial component of the Transformer architecture, specifically in the self-attention
mechanism. The self-attention mechanism allows each element in a sequence to focus on different parts of the
sequence, capturing dependencies and relationships between different elements. Multi-Head Attention enhances
this mechanism by running multiple self-attention heads (layers) in parallel, enabling the model to capture differ-
ent aspects of relationships within the sequence simultaneously.
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3.3.6 Add & Norm

Add & Norm helps maintain stable and efficient training by incorporating residual connections and layer nor-
malization within each layer of the Transformer encoder model.

Finally few other layers are added to top of the feedforward layers to enable sentence classification with BERT.
The pre-trained model is fine-tuned with the manual transcripts provided with the recordings of Alzheimer’s
dementia Classification challenge [64]. The following section describes the experimental setup for obtaining

results from acoustic and linguistic models.

3.4 Experimental Details

In the following section, we discuss the feature extraction from the acoustic algorithms. We briefly describe
Machine Learning models for classifying Alzheimer’s from acoustic features. The section gives details of the
pre-trained BERT model that is fine-tuned for detecting Alzheimer’s from the transcripts. All this follows with an
overview of the dataset used and the workflow to obtain the results.

3.4.1 Feature Extraction

In this work, the statistical features are computed from the frame-level features. First, frame-level MFCC,
LPCC, ZFFCC, GVVCC, and ResCC are estimated. Then, from each of the d-dimensional frame-level acous-
tic features, statistics (Stat), namely, mean, standard deviation, skew, and kurtosis, are computed to obtain the
D-dimensional (D = 6 * d) utterance level feature vector, as in [65]. LTAS and EMS features are extracted as
in [60} |66} |61]]. In this study, nine acoustic features, including the state-of-the-art Computational Paralinguistic
Challenge (ComParE) feature sets are referred. Details of all the features except ComParE are discussed in Sec-
tion TheComParE feature set is a brute-forced set [67] with a feature size of 6373. It is usually designed to
extract paralinguistic information from the acoustic signal. The ComParE feature extraction is performed using
the openSMILE toolkit. Other details of each acoustic feature considered for detecting Alzheimer’s dementia
from speech are presented in Table[3.1]

3.4.2 Classifier

This work uses five different classifiers for the experiment. The most basic and interpretable euclidean
distance-based K-Nearest Neighbours (KNN) classifier. Linear Discriminant Analysis (LDA), that assumes the
class conditional density of data over the labels to be normally distributed and has a closed-form solution for the
training data. Support Vector Machines with linear kernel, which handles linear classification with the margin of
error for minimizing classification error on the training data. Finally, decision tree and random forest classifiers
are used to have good accuracy for high-dimensional data. Decision tree is often prone to overfitting and bias
error. Random forest using a large number of decision trees of arbitrary depth and taking a maximum vote over
the trees mitigates the problem of error due to bias and variance. The classifiers used for the experiments are more
or less complementary to each other and tries to capture variability in the data dimension and it’s arrangement in
space.
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3.4.3 Classifying with BERT

This work uses pre-trained BERT model and fine-tunes it to detect dementia from speech transcripts. BERT is
trained on two tasks:

* Masked LM:The authors have masked 15% of the tokens. Then, the model attempts to predict these
masked tokens.

* Next Sentence Prediction (NSP): The model is trained to predict the second sentence given the first.
While training the model, the authors have made two kinds of pairs of sentences. One where the second
sentence is related to the first and one where the second sentence is picked randomly from the corpus.

The text classification task, similar to NSP, can be done by adding another classification layer on top of the
transformer [63]] encoder’s output. We propose to classify dementia speech transcripts using such a model.

* First, the speech transcripts are separated into train transcripts and test transcripts. To ensure no leakage
between the train dataset and test dataset, the test dataset is nowhere used in the experiment except for final

testing .

» Next, we have split each of the transcript files into sentences. These sentences were used to fine-tune a
BERT model on a sentence classification task.

* Finally, to get the test accuracy, we ran a maximum voting algorithm on the test transcripts’ sentence scores

to get a single score for each transcript.

To implement this, we used cased base BERT model that the Hugging Facel provides to tokenise and encode
the sentences. To fine-tune the model, it is run for 8 epochs using Adam optimiser with a batch size of 16 and the
learning rate set to 2 * 10~ 5. This was all done in a Pytorch environment.

3.4.4 Dataset

This work uses the ADReSS challenge Database, Alzheimer’s dementia Recognition through Spontaneous
Speech [19] for Acoustic models (classification with acoustic features). The dataset consists of speech recording
and transcripts of spoken picture description elicited from the participants through the Cookie Theft picture from
the Boston Diagnostic Aphasia Exam. It consists of fifty-four AD (Alzheimer’s dementia) and fifty-four NON-
AD subjects in the training dataset. The test dataset consists of 24 AD and 24 Non-AD subjects. The dataset is
balanced for age and gender to minimize the risk of bias in the prediction task.

The Dataset used for training the BERT Model uses all the single instances of a speaker (without repetition) in
the entire Cookie Theft dataset once the test dataset is segregated. Larger training data as compared to the acoustic
models allows us to fine-tune BERT better. Larger dataset is needed for fine-tuned BERT model to perform better.
This has been documented in [68]]. The test dataset is kept the same for the Acoustic models and Bert Model. The
common dataset allows for direct comparison and combination of BERT Model and Acoustic results. Transcripts
were annotated using the CHAT coding system and were converted into text files for processing through BERT
Model.

3.4.5 Procedure

This work has a simple procedure that is very close to the procedure used in the baseline paper for the challenge
[64]]. The steps used for generating the result tables are as follows:
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* Voiced audio chunks are produced from each speech wave instance (observation/recording) in the training
and test dataset by Voice activity detection using the python interface “webrtc Voice Activity Detector”.
These audio chunks are normalized across all the chunks to control for variations caused by recording
conditions.

* Class label is assigned to an observation in case of training or testing by taking a maximum vote (MV) over
the class labels assigned to the audio chunks corresponding to the specific observation.

» Feature extraction is performed over the audio chunks for all the eight acoustic features and comParE
features used in this work.

* 10-fold cross-validation along with MV is used to report the training accuracy of each ML model and
feature pair.

* Finally, the models are trained over the audio chunks in the training dataset. The trained models perform
target prediction over the features corresponding to the audio chunks in the test dataset. The test data
accuracy is reported after doing MV over the class labels assigned to the audio chunks.

* Above two steps are followed to find accuracy over merged acoustic features as well.

» The BERT is trained over the sentences in transcripts of the training dataset, and the training accuracy over
the sentence classification is reported. Also, the trained BERT Model is used to perform target predictions
over the test dataset’s sentences. The test accuracy is reported once target prediction is made through the
maximum voting scheme over test data sentences.

* The class labels assigned to audio chunks (sentences) corresponding to observation are summed to estimate
the probability that a given observation in the test dataset is AD (label=1).

» The complementary nature of the acoustic features to the BERT is observed by performing classification
using the class labels obtained after the weighted combination of the above probability scores for the test
dataset (weighted average ensemble).

3.5 Results and Discussion

This work intends to study the robust acoustic features for detecting Alzheimer’s dementia from speech signals.
As discussed above, all the features are extracted after applying voice activity detection and normalization on the
WAV files. Further, the work also studies the performance of augmented features. The augmented features are
obtained by merging the three best-performing individual features. Finally, 10-fold CV accuracy and confusion
matrices are scanned to get the model and feature best suited for the Alzheimer’s dementia classification task.
The 10-fold Cross-Validation accuracy and test accuracy for MFCC-Stat, LPCC-stat, ResCC-stat, GVVCC-stat,
ZFFCC-stat, EMS-Feat, LTAS-Feat, STAT-Feat, and the comParE feature are computed using LDA, KNN (K=1),
SVM (linear kernel), DT (max-leaf-nodes=20), and RF (n-estimators=50, max-leaf-nodes=20). Consistency of
the models with the baseline paper [19] provides us the freedom to compare the top-performing feature among
the eight features with the performance of the ComParE feature used in the baseline. The train and test accuracy
results are reported in[3.3]

The accuracy of the individual features for different models for the training and test dataset are presented in
Table[3.3] The first step is model-feature selection through 10-fold cross-validation (CV). The model feature with
a CV accuracy of more than 51 % is selected and is followed by an elimination step. The model feature with
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Table 3.3: Individual Feature train and test accuracy (0-100% scale)

LDA RF KNN SVM DT
train | test | train | test | train | test | train | test | train | test
S1 | 579 | 51.1 | 52.1 | 489 | 47.3 | 55.3 | 58.9 | 55.3 | 48.2 | 48.9
S2 | 59.8 | 46.8 | 52.9 | 574 | 51.2 | 62.5 | 59.0 | 51.1 | 50.1 | 55.3
S3150.2 | 489 | 50.0 | 41.0 | 51.9 | 55.3 | 56.1 | 51.0 | 57.0 | 46.8
S4 1492 | 404 | 482 | 53.1 | 54.3 | 60.4 | 52.0 | 51.0 | 47.1 | 47.0
S5 | 434 | 553|539 | 53.1 | 549 | 64.5 | 464 | 61.7 | 52.1 | 51.0
S6 | 482 | 53.1 | 47.0 | 51.0 | 54.1 | 62.5 | 49.2 | 51.0 | 53.0 | 46.8
S7 1529 | 46.8 | 45.0 | 46.8 | 52.2 | 46.8 | 49.1 | 51.0 | 53.0 | 46.8
S8 | 56.1 | 53.2 | 50.4 | 53.2 | 58.2 | 53.2 | 54.0 | 53.2 | 45.6 | 53.2
S9 | 56.0 | 62.5 | 50.9 | 54.2 | 57.4 | 45.8 | 52.8 | 50.0 | 52.8 | 62.5

a test accuracy of less than a chance probability of 50 % is eliminated. Finally, of all the models and features
left, the combination that performs the best over test data is chosen as the best model feature pair for the task of
Alzheimer’s dementia classification.

From [3.3] it can be observed that the best accuracy of 64.5 % is obtained from ZFFCC-Stat (156) with the
KNN algorithm; EMS-feat (48), LPCC-Stat (144), and GVVCC-Stat (156) all show promising performance with
the accuracy of 62.5 %, 62.5 %, and 60.4 % respectively with KNN. Though all four features provide an accuracy
of around 60 %, the superior performance of the ZFFCC-stat can be better observed from the confusion matrix in
Table[3.4] It gives the least number of false-negative cases out of the four top-performing acoustic features. A low
false-negative is highly desirable in medical diagnosis. Also, it is noteworthy that the best accuracy is obtained
by KNN, one of the simplest classifiers. The accuracy of 64.5 % is comparable to the baseline performance of
62.5 % with the ComParE feature. ZFFCC-stat helps to track the epoch locations in the speech signal. Epochs
represent the location of significant vocal tract vibrations at voiced frames. Parameters extracted from voiced
and unvoiced frames, such as duration and density of voiced and unvoiced frames, have been used in the past
for Alzheimer’s dementia Detection. Therefore, the maximum accuracy of the ZFFCC-stat encourages us to look
deeper into excitation source characteristics of speech signals for Alzheimer’s dementia classification.

Since the top three features, ZFFCC-stat, EMS-feat, and LPCC-stat, all give the best accuracy with KNN; this
work merges these three features in all possible combinations and trains KNN over them to observe any change
in accuracy. The 10-fold cross-validation and test accuracies for merged features are noted down in Table[3.5]
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Table 3.4: Confusion Matrix Test-data ZFFCC-stat

positive | negative

positive 15 9

negative 8 16

Table 3.5: : Classification accuracy for combinations of features

Feature Model | train | test
S5+ S6 KNN | 54.8 | 63.8
S5+ S2 KNN | 54.8 | 59.5
S6 + S2 KNN | 56.8 | 59.5
S5+S6+S2 | KNN | 54.8 | 63.8

The last part of the experiment involves training the BERT Model with the Pitt Cookie Theft dataset. For
training the BERT Model uses all single instances of a speaker in the entire Cookie Theft dataset once the test
dataset (same as test data for the acoustic model) is segregated. The cookie theft has multiple wavfiles corre-
sponding to a specific speaker which corresponds to multiple visits of the patient to the doctor over several years.
Any data leakage from the test set to the training set is removed. Also, in cross-validation, K-folds over chunks
are created by splitting over the observation so that no two folds have audio chunks corresponding to the same
speaker. Though the BERT model’s training data is a super-set of the training data used for the acoustic models,
test data is consistent for both BERT Model and acoustic models. The common test dataset allows for the direct
comparison of Linguistic features’ role to acoustic features for the Alzheimer’s dementia classification task. It
also enables us to get the combined performance of BERT Model and acoustic features over the test data. Table
3.6/ summarizes BERT Model’s performance over training and test dataset.

Table 3.6: BERT Classification Accuracy

Train acc. | Test acc.
Bert Model 84.4 79.1
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Table 3.7: Score fusion accuracy BERT Model and Acoustic models.

combination model | test accuracy
0.1*EMS + 0.9*Bert | KNN | 82.9
0.1*LPCC + 0.8*Bert | DT 82.9
0.2*LPCC + 0.8*Bert | KNN | 85.2
0.1*LTAS + 0.9*Bert | DT 82.9
0.1*STAT + 0.9*Bert | KNN | 82.9
0.2*ZFF + 0.8*Bert KNN | 829

3.6 Summary and Conclusion

This work studies the attributes of the speech production systems that are affected due to Alzheimer’s de-
mentia using different acoustic features. Among all the acoustic features, the top three classification accuracies
for dementia are 64.5%, 62.5%, and 62.5%, obtained for ZFFCC _Stat (excitation source), EMS _feat (prosody),
and LPCC_Stat (vocal-tract system), respectively. These individual features’ performance is at par with the high
dimensional ComParE feature. The performance of KNN (k=1) is consistently better than other classifiers, indi-
cating some level of clustering of the features in the Euclidean space. In addition to the above, the study explores
the BERT model to detect dementia. BERT provides an accuracy of around 79% on the test dataset. BERT model
shows better accuracy than the acoustic features, which indicates that the characteristics of Alzheimer’s dementia
are manifested better in linguistic features than in the acoustics features. However, combining the acoustic feature
based model’s output with that of the linguistic model shows an increase in classification accuracy, which demon-
strates the complementary information captured by the acoustic features. Extending this work in the future, we
intend to explore higher-order features like intonation, duration, pause patterns, articulatory impairments, slow-
ness, rthythm, etc., for dementia classification. We also plan to explore different techniques to combine acoustic
and linguistic features to improve the overall accuracy of Alzheimer’s dementia classification task.
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Chapter 4

Single Frequency Filtering Representation for Alzheimer’s Dementia

4.1 Introduction

Speech is the output of the dynamic vocal tract system. Speech features manifest at different resolutions at
varying amplitudes or energy levels within speech utterances. Traditional speech signal analysis methods have
primarily relied on block processing, where the signal is windowed into short time frames of around 20-30 mil-
liseconds. However, this approach averages out significant spectral and temporal variations present in speech,
which might be crucial for detecting conditions like Alzheimer’s disease. In the context of Alzheimer’s disease, it
is hypothesized that these abnormal spectral temporal variations in speech hold valuable diagnostic information.
To capture the spectral temporal variations effectively, an alternative approach using instantaneous spectral fea-
tures obtained from filter banks is proposed. Specifically, a method known as Single Frequency Filtering (SFF)
is employed. SFF provides not only the magnitude or envelope of the speech signal but also its phase at any
desired frequency with high-frequency resolution. The goal is to identify robust speech-specific features and de-
velop methods to extract them from speech signals. The approach, based on Single Frequency Filtering, offers
a higher-resolution perspective on speech signals, capturing both spectral and temporal details for Alzheimer’s
classification from the speech signal.

4.2 Motivation

The motivation for this study is to explore the potential of Single Frequency Filtering Cepstral Coefficients
(SFCC) for automatically detecting Alzheimer’s disease. Unlike traditional Short-Time Fourier Transforms (STFTs),
the SFCC-based feature exhibits superior temporal and spectral resolution, enabling it to more appropriately cap-
ture transient characteristics in speech. It offers an efficient and compact way to derive the formant structure in
speech signals. Experiments are conducted using the ADReSSo dataset[21], and a support vector machine(SVM)
classifier was trained for Alzheimer’s disease classification. While many studies have focused on acoustic features
in speech analysis, most have used block processing, which might not effectively capture instantaneous spectral
changes. A single frequency filter (SFF) based spectrum was proposed in the literature to capture both spectral
and temporal resolution. In [69, 70l |66l [71]], Single frequency filtering (SFF) representation is used for investi-
gating robust epoch extraction, speakers separation, voice activity detection (VAD), speakers spoofing, and voice
disorder classification. The better temporal and spectral resolution helps the SFF spectrum to capture the tran-
sient characteristics of speech signals more appropriately. The high spectral resolution indicates clear harmonic
structures and is also called the timber spectrum. The importance of such patterns is to track formant structure
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accurately. The conventional feature extraction is based on block processing with a typical frame size of 20-25
ms and an overlap of 10 ms. A shorter window gives high temporal resolution but low spectral resolution [72],
whereas the larger window provides high spectral resolution but low temporal resolution. This motivates us to
apply the SFF-based technique for the Alzheimer’s detection task because the non-stationarity in speech signals
can be captured easily. Given the above motivation, this work’s main contribution is a novel auditory scaling
incorporated into a single-frequency filtering approach and corresponding cepstral coefficient generation(SFCC)
for the Alzheimer’s detection task. Later, the experimental validations are performed on the ADReSSo Challenge
database. [21].

4.3 Single Frequency Filter Bank

Speech signals have correlations among samples along time at each given frequency and across frequencies
for a given time sample. In Single Frequency Filtering, the amplitude envelope of the signal is obtained at
each frequency with high temporal and spectral resolution. Since the method is based on extracting energy at
a single frequency, it is called the single frequency filtering (SFF) method. The envelope is computed at every
20 Hz in the range of 300 Hz to 4000 Hz as a function of time. The SFF method uses a near-zero bandwidth
resonator and extracts information from the speech signal (if present) at a particular frequency with high power.
The amplitude envelopes derived using the SFF method are processed for auditory enhancement and to obtain
the cepstral coefficients. The speech feature obtained is the Single Frequency Cepstral Coefficients(SFCC). The
following section initially explains a mathematical formulation of the single-frequency filtering (SFF) approach.

Later, we describe the extraction of cepstral coefficients SFCC from SFF.

4.3.1 Proposed Feature Extraction

This section initially explains a mathematical formulation of the single-frequency filtering (SFF) approach.
Later, we describe the extraction of cepstral coefficients SFCC from SFF.
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Figure 4.1: Functional block diagram of SFCC feature extraction
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4.3.2 Single frequency filtering

The single frequency filtering (SFF) approach involves generating an amplitude envelope at every sample for
a selected frequency f for the pole location(r) closer to the unit circle so that the information is extracted at half
the sampling frequency. The appropriate spectro-temporal resolution can be achieved by varying the r value, i.e.,
the pole location in the z-plane. We state the procedure to extract SFF as follows:

1. A discrete-time speech signal z[n] is passed through a pre-emphasis filter to remove low-frequency com-

ponents present in it.i.e.,

s[n] = z[n] — x[n — 1] 4.1)

2. The emphasized signal s[n] is multiplied with a complex sinusoidal (e?“*™), with normalized shifted fre-

quency, mathematically expressed as:

sn, k] = s[n](e’**") 4.2)

th

where, s[n,k] is the resultant output for n*"* sample and

@y, is the the normalized frequency at k*" filter.

4.3)

where, f), is the shift in frequency ie., f), = L — f.
In Equation 2, n varies from 1 to N, and k varies from 0 to K, where N and K are the total number of
samples and filters, respectively. If the spacing between each filter is A fHz, then the total number of

filters can be computed as,

AL
K = A7

3. Now, s[n, k] is passed through a single-pole filter H (z)

1

HE) =1

“4.4)

4. From Equation 4, r gives the pole location on the negative axis at z = —r. The stability of the transfer
function is maintained by selecting the pole location inside the unit circle (radius » = 0.994). SFF output

can be mathematically expressed as,

y[n, k] = —ryr[n — 1] + s[n, k] 4.5)
where, y[n, k] is a complex number with real part y..[n, k] and imaginary part y;[n, k]

5. The amplitude envelopes (v[k, n]) is computed at k*" filter to produce the filtered output, which is

olkn] = \/y2[n. k] + 20 K] 4.6)

33



4.3.3 SFCC Extraction

The functional block diagram of the feature extraction framework is depicted in Fig The detailed mathe-

matical formulation is explained as follows:

1. Mel Warping: Mel frequency warping is performed on the SFF spectrum s(n, k) as the human auditory

perception works with non-linear frequency scaling.
Swm‘p(nvk) = q)m{s(n’ k>} 4.7

Here ®,,,{e} denotes Mel warping operator

2. Equal loudness pre-emphasis: To model non-uniform sensitivity of human hearing across the range of
frequencies, we perform equal loudness pre-emphasis on the warped spectrum. In this work, Hynek’s
magic equal-loudness [[73] is applied on warped spectrum, it is mathematically expressed as

Sloudness (Tl, k) = (I)eqloudness{swarp(na k)} (48)

Here ®.gioudness{®} denotes Heynek’s magic equal loudness.

3. Power law non-linearity: For speech segments of low power, the logarithmic non-linearity can produce
large output changes even if the input changes are small. Due to this, degradation in speech recognition is
observed as the input approaches zero. With a power-function non-linearity, the output is close to zero if
the input is very small, which is observed in human auditory processing. The reason for choosing power
law non-linearity over logarithmic is that the dynamic behavior of the output does not depend critically
on the input amplitude. This non-linearity, which is used in SFCC feature extraction, is described by the
equation,

Spowertaw (1, k) = (Stoudness(n, k))” 4.9)

Where y is some constant varying between 0 to 1.

4. Inverse Fourier transform is computed for the logarithm of power-law nonlinearity spectrum and passed

through liftering to obtain the 13-dimensional cepstral coefficients, mathematically described as,

c(n, k) = IFFT{log{Spowertaw(n, k)}} (4.10)

From static coefficients c(n, k), delta (A) and double delta (AA) coefficients are derived and appended to
have 39-dimensional SFCCs.

To summarize the contributions of this work, we have explored the SFF spectrum and proposed a novel ap-
proach to extract cepstral coefficients so that it can be used for the Alzheimer’s detection task. The proposed
framework has been evaluated on the ADReSSo dataset [21]].

4.4 Experimental Details

This section describes the database and features used for detecting Alzheimer’s Dementia, including the base-
line features. Further, it also describes the classifier and its parameters used in this study.
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4.4.1 Dataset

The dataset used in this study for Alzheimer’s Dementia detection is the ADReSSo dataset (Alzheimer’s
Dementia Recognition through Spontaneous Speech only). It consists of a total of 237 audio files sampled at
44kHz. The audio files were split into the cross-validation dataset and test datasets. The cross-validation dataset
contains 70% of the total dataset with 79 control(healthy) speakers and 87 speakers with AD. The test dataset
contains 36 control speakers and 35 AD speakers. Each speech recording in the dataset is a description of "Cookie

theft picture” by the subject. All the speech samples were downsampled to 8KHz for our experimental setup.

4.4.2 Features used for Alzheimer’s detection task

The mathematical formulation of SFCC is explained in Section 2, the parameters considered while extracting
39 dimension features for every 10 ms are tabulated in Table 4.1}

Table 4.1: parameter consider while extracting SFCC’s

Parameters Values
Radius 0.994
Sampling frequency (fs) | 8000Hz
f1 (start frequency) 100 Hz
Frequency step 20 Hz
gamma () 0.45

All the features in this work are extracted in MATLAB and loaded into the framework for classification. The
benchmarked features used for performance evaluation is as follows:

* Envelope Modulation Spectrum(LPCC) Speech envelope modulation spectra quanities the rhythmicity
of speech signal in different frequency bands. Temporal regularities in amplitude envelope of speech signal
and requires no segmentation. Envelope modulation spectra is the spectral analysis of low-rate amplitude
of speech signal within select frequency bands. The envelope is obtained by half wave rectification and
then passing the signal through a low pass filter with a cutoff of 30Hz. The resulting envelope consists of
temporal variations in amplitude such as those corresponding to syllables. In EMS the amplitude envelope
is caluclated for the original signal and the octave freuquency ranging from 125 Hz - 8000 Hz. This allows
one to observe the rhythmic patterns that corresponds to vowel nuclei, voicing, bursts and fricatives, and so
forth. It is understood that the amplitude envelopes extracted from the speech at different frquency bands
are only partially correlated and hence has orhogonal information. Though EMS gives a detailed idea of
the modulation at different frequency bands, it is not possible to use that to train models. 6 parameters are
evaluated for the 7 octaves including the original signal. Resulting in 48 dimensional features representative
of the speech rhythm.

* Mel-frequency cepstral coefficients (MFCC) and Perceptually Linear Prediction (PLP) are computed
for 25 ms window with 5 ms frame shift. The first 13 static coefficients and corresponding delta and
delta-delta features were computed which results in a total of 39 dimensions.
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* Linear prediction cepstral coefficient(LPCC) were computed using 25 ms with 10 ms frame shift. The
first 12 static coefficients, and their first and second derivative were calculated, which resulted in a total 36
dimension feature vector.

* Mel frequency cepstral coefficients of LP-residual (MFCC-WR) and ZFF signal (MFCC-ZF) features
were obtained from excitation source signals, namely zero frequency signal and residual signal respectively.
It is also computed using the frame size of 25 ms with frame shift of 5 ms [65, [74].

Then four statistical averages like mean, standard deviation, kurtosis, and skewness were calculated, which re-
sulted in a total of 156 dimension feature vectors of MFCC, PLP, MFCC-ZF and MFCC-WR, whereas LPCC is

144 dimension feature vector.

4.4.3 Classifier

Alzheimer’s disease detection was carried out using the support vector machine classifier. AD detection task
was also performed using all other classifiers like Naive Bayes, logistic regression, decision trees, and KNN. For
most features, SVM outperformed other classifiers in the AD detection task. Hence in this study, linear SVM
classifier is used for experimentation. The experiments are conducted using 5-fold cross-validation, and finally,
average classification accuracy from all the folds is reported in the work. The model performance is compared on
the test data for SFCCs and SFCCs combined with baseline features.

4.5 Results and Discussions

In this study, we performed Alzheimer’s disease detection on the ADReSSo dataset using single frequency
filtering cepstral coefficients (SFCC). The performance was also compared with baseline features like MFCC,
PLP, LPCC, MFCC-ZF, and MFCC-WR. The linear support vector machine classifier is used to perform the
experiments. Performance was also evaluated by pairing SFCC features with the baseline features.

Table [.2] shows the performance of Alzheimer’s disease detection in terms of classification accuracy on the
cross-validation dataset and test dataset. From Table[4.2]it can be observed that SFCC gives the highest classifica-
tion accuracy of 65.1%, and 60.6% for cross-validation and test datasets, respectively. Apart from SFCC, LPCC
provides cross-validation accuracy of 62.7% and test accuracy of 53.5%. It is noteworthy the huge margin by
which the performance of SFCC exceeds baseline features on the test data.

Also, Alzheimer’s disease detection was performed by pairing SFCC feature with the baseline features which
is shown in Table [£.3] It can be observed from the table that, SFCC when combined with LPCC, shows the
best CV accuracy of 65.7% among all the other pairing. For test dataset, the best performance of 63.4% can be
observed by combination of SFCC with MFCC.

Later, we will examine in more details the behavior and efficacy of Single frequency filtering based features
by asking the question described below.

* For what value of r the SFF filter is stable? The stability of the filter depends on the pole location
that should ideally be inside the unit circle. So the optimum value of r for AD detection is estimated by
arbitrarily changing the value as follows:

- We first observe the SFF representation for r = 0.85. We observe that the time resolution is good, but
the formant information is smeared. The value of r is changed from 0.85 to 0.90. In comparison to
r = 0.85, there is a slight improvement. It is observed that as r increases from 0.85 to 1.0, smearing
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Figure 4.2: An illustration of STFT and SFF spectrogram: (a)-(c) represents speech segment from Con-
trol Speaker and it’s corresponding STFT spectrogram, SFF spectrogram respectively (d)-(f) represents
speech segment from AD Speaker and it’s corresponding STFT spectrogram, SFF spectrogram, respec-
tively.

Table 4.2: Classification accuracy(in percentage) of individual acoustic features for Alzheimer’s Detec-
tion on ADReSSo Dataset(Cross validation and test dataset)

Features CV | Test
MFCC 60.2 | 53.5
PLP 63.9 | 49.3
SFCC 65.1 | 60.6
LPCC 62.7 | 53.5
MFCC-ZF | 56.6 | 50.7
MFCC-WR | 59 | 46.5
eGeMAPs | 58.5 | 57.1
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Table 4.3: Classification accuracy(in percentage) of combined acoustic features for Alzheimer’s Detec-
tion on ADReSSo Dataset(Cross validation and test dataset)

Feature Ccv Test
SFCC+MFCC 639 | 634
SFCC+PLP 65.1 | 59.2
SFCC+LPCC 65.7 | 61..97
SFCC+MFCC-ZF | 63.3 | 63.38
SFCC+MFCC-WR | 63.9 | 60.6
SFCC+eGeMAPs | 63.1 | 58.2

in the formant is reduced. In order to hold the law of generality between time and frequency, the
optimum value of ”r” lies between 0.95 and 0.995, preserving both time and frequency information.

* Efficiency of SFF To understand the efficiency of SFF we have performed the analysis by considering an
audio sample from the database for analysing the time-frequency representations are depicted in Fig.2.
In the figure the second row represents a STFT based representation. The STFT is computed using
window length of 20 ms with 10 ms overlap. The third row gives information about SFF based time-
frequency representation for the same signals where left image is for the control speakers and right for the
Alzheimer’s speakers. It is evident from the figure that STFT based representation has more frequency
spread when compared to SFF representation. So this concludes that SFF based representation gives better

time-frequency resolution.

4.6 Conclusion

This work explored the various acoustic features for Alzheimer’s Dementia detection. The performance of
the SFCC feature was compared to several baseline features commonly used in speech analysis, such as Mel-
frequency cepstral coefficients (MFCC), perceptual linear prediction (PLP), linear prediction cepstral coeffi-
cient (LPCC), Mel frequency cepstral coefficients of LP-residual (MFCC-WR), ZFF signal (MFCC-ZF), and
eGeMAPS. The experiment results show the best classification accuracy of 65.1% and 60.6% obtained using
the SFCC features on cross-validation and test data, respectively. Pairing SFCCs with other baseline features
improves performance over the test data, though the CV accuracy stays the same. The highest test accuracy of
63.4% for the combined features is obtained for SFCCs+MFCC. The linear SVM generalizes very well with the
SFCCs+MFCC as the CV accuracy is close to the test accuracy. We conclude that proposed acoustic features
leverage the SFF characteristics to capture more comprehensive speech subtleties at the temporal scale, which

aids in classifying Alzheimer’s Dementia.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion and Future Work

This study examined the impact of Alzheimer’s Dementia on the attributes of the speech production system
using a range of acoustic features. Two standard releases of the datasets were used for conducting all the experi-
ments. The second dataset[20] is an improved version of the first dataset[[19]. The second dataset is speech-only
and emphasizes detecting Alzheimer’s directly from the speech signal. The dataset for Alzheimer’s dementia de-
tection is comparatively smaller. Conceptually, a smaller dataset would need a smaller feature size. Fortunately,
we have a legacy of acoustic features whose length is almost 100 folds smaller than the size of the baseline com-
ParE (openSMILE) feature. On the other hand, the target of this work is also to explore the acoustic features that
are unexplored and set the ground performance of the acoustic algorithms related to speech production, prosody,
filter-bank, and statistical features for Alzheimer’s Dementia detection.

The key findings from this work included the top three classification accuracies for Dementia, with scores
of 64.5% for ZFFCC_Stat (excitation source) and 62.5% for both EMS _feat (prosody) and LPCC _Stat (vocal-
tract system). These individual features performed comparably to the high-dimensional ComParE(openSMILE)
feature. The KNN (k=1) classifier consistently outperformed others, suggesting feature clustering in the Euclidean
space. Moreover, the study explored using the BERT language model on the manual transcripts provided in the
first dataset. BERT could achieve an accuracy of approximately 79% on the test dataset. BERT outperformed
the acoustic features, indicating that Alzheimer’s Dementia characteristics may be better manifested in linguistic
features. Notably, combining the outputs of the acoustic feature-based model with the linguistic model increased
classification accuracy, highlighting the complementary information captured by both feature types. The research
also explored the potential of filter bank features, particularly SFCCs, in capturing speech subtleties related to
Alzheimer’s Dementia. Looking at speech utterance at improved frequency-time resolution can boost the accuracy
and provide more valuable insights for further research and improvements in dementia detection techniques.
The thesis also outlined future research directions, including exploring higher-order features such as intonation,
duration, pause patterns, articulatory impairments, slowness, and rhythm for Alzheimer’s classification.

In the future, we plan to investigate techniques for integrating acoustic and linguistic features better to enhance
overall accuracy in Alzheimer’s dementia classification. We can carry forward this work by incorporating SFF-
based features with prosodic features. It would help capture supra-segmental signs in the speech utterances that
may characterize Alzheimer’s. A bigger dataset can give us the freedom to apply deep learning models to the
problem of Alzheimer’s Dementia Classification. Increased accuracy can solidify our hypothesis of speech being
a significant indicator of the pre-clinical stage of Alzheimer’s Dementia. Hopefully, with intensive research and

development, we can curb or at least slow down the progression of Alzheimer’s Dementia.
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