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Abstract

The rapid advancements in natural language processing have primarily focused on
high-resource languages, leaving low-resource languages, such as those in the Dravidian
family, underrepresented in terms of research and resources. To bridge this gap and enable
more effective processing of Dravidian languages, this thesis explores the utilization of
context beyond the sentence level, delving into linguistic structures at the paragraph and
document level, and leverages multilingual training. This is done particularly for the
tasks of neural machine translation and multi-class sentence classification.

CoPara, the first publicly available paragraph-level n-way aligned corpus for Dravidian
languages (Kannada, Malayalam, Tamil, Telugu) and English, was created. This dataset
fills a critical gap in multilingual resources for low-resource Dravidian languages and
enables research on the impact of paragraph-level information on NMT tasks. The corpus
contains aligned paragraphs across English and four Dravidian languages, providing a
rich resource for studying cross-lingual phenomena and improving machine translation
quality.

To demonstrate the utility of CoPara, neural machine translation experiments were
conducted by fine-tuning a pre-trained multilingual sequence-to-sequence model on the
dataset. The results show significant improvements in translation quality for paragraphs
across all language pairs over models trained using sentence-level data, highlighting the
potential of leveraging paragraph-level information and multilingual training for enhanc-
ing machine translation systems in low-resource settings.

An annotated dataset of SEBI legal case files, along with its Indic adaptation, was
created. The dataset consists of sentences classified into legally applicable categories and
is the first of its kind for Indian legal adjudication orders concerning insider trading. This
dataset facilitated the development of a novel system for aspect-based semantic segmen-
tation of legal case files, tailored to different stakeholders like investors, defense lawyers,
and adjudicating officers. The system leverages document-level context to improve sen-
tence classification performance, and multilingual training using the Indic adaptation
further enhances the results. The results highlight the importance of incorporating con-
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text beyond the sentence level and leveraging multilingual training to advance Dravidian
language processing.

In summary, the thesis provides a comprehensive exploration of utilizing paragraph
and document-level context for NMT and sentence classification tasks. The datasets and
methodologies introduced pave the way for future research on long-text processing and
context-aware NLP tasks in low-resource languages, with potential implications for other
language families and domains.
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Chapter 1

Introduction

The objective of this thesis is to advance Indic language processing beyond the sentence
level by exploring linguistic structures at the paragraph and document level, addressing
the challenges and limitations of existing resources and techniques in processing longer
textual forms for low-resource Dravidian languages.

1.1 Motivation

Incorporating context beyond the sentence level and leveraging multilingual training
are two crucial approaches that have gained significant attention in the field of natural lan-
guage processing (NLP). These techniques have been shown to improve the performance
of various NLP tasks, such as neural machine translation (NMT) and multi-class
classification. The motivation behind these approaches lies in their ability to capture
valuable information that is often lost when processing text at the sentence level alone.

By considering larger units of text, such as paragraphs or entire documents, NLP
models can capture important discourse-level features. Exploring such structures could
significantly increase the capabilities of evolving models, allowing them to efficiently
process longer textual forms with greater accuracy and comprehension[94]. These fea-
tures include coherence, which refers to the logical flow and consistency of ideas within
a text, and cohesion, which relates to the linguistic devices used to connect sentences
and create a unified whole. Additionally, incorporating broader context allows models
to understand better the rhetorical structure of a document. This exploration holds the
potential to address various linguistic challenges, ranging from basic tasks such as para-
graph translation to more complex tasks such as coreference resolution and author style
differentiation[26]. Contextual information also helps in resolving ambiguities that arise
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due to the lack of surrounding context at the sentence level. By leveraging the additional
information provided by the larger context, models can disambiguate word senses and
make more accurate predictions overall. Furthermore, certain linguistic phenomena, such
as anaphora resolution (identifying the antecedent of a pronoun) and the interpretation
of discourse markers, rely on information that spans multiple sentences. Incorporating
context beyond the sentence level enables NLP models to handle these long-range
dependencies better and improve the overall quality of the output.

Multilingual training, on the other hand, offers several benefits that can signif-
icantly enhance the performance of NLP models. By training on multiple languages
simultaneously, models can learn shared representations that capture language-agnostic
features. This enables transfer learning from high-resource languages to low-resource lan-
guages, which is particularly beneficial for tasks like NMT where parallel data is scarce
for many language pairs. Multilingual training also promotes improved generalization,
as exposure to diverse languages helps models learn more robust and generalized repre-
sentations. This leads to better performance on unseen data and improved handling of
linguistic variations within and across languages. Moreover, multilingual models are less
prone to overfitting and can better capture the underlying linguistic structures shared
across languages. From a practical standpoint, multilingual training allows for more
efficient utilization of computational resources and data. Instead of training separate
models for each language pair or task, a single multilingual model can handle multiple
languages and tasks simultaneously, reducing overall training time, storage requirements,
and maintenance efforts. Additionally, multilingual models enable zero-shot or few-shot
learning, where the model can perform tasks in languages it has not explicitly seen during
training by leveraging the shared representations learned from other languages.

Relevant datasets are the backbone of exploring these approaches. To effectively incor-
porate context, datasets should provide longer units of text, such as paragraphs or entire
documents, along with annotations for discourse-level features, rhetorical structure, and
instances of ambiguity resolution, coreference resolution, and anaphora resolution. Sim-
ilarly, for multilingual training, diverse datasets covering a wide range of languages are
essential. Parallel corpora, which align texts across multiple languages, are particularly
valuable for tasks like neural machine translation, enabling the learning of shared repre-
sentations and facilitating transfer learning between languages. Moreover, datasets that
include linguistic variations within and across languages are crucial for promoting gener-
alization and robustness in multilingual models, ultimately enhancing the performance
and efficiency of NLP systems. The combination of longer text units and multilingual
parallel data has the potential to significantly improve NLP performance across various
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tasks and languages. Models trained on such datasets can better capture complex lin-
guistic phenomena, resolve ambiguities, and generate more coherent and contextually
appropriate output. The increased diversity and richness of these datasets can also en-
hance the efficiency of NLP systems by reducing the need for language-specific training
data and enabling more effective transfer learning.

1.2 Contribution

This thesis explores the use of context beyond the sentence level and multilingual
training to advance low-resource Dravidian language processing, particularly for the tasks
of NMT and multi-class Sentence Classification. The major contributions of the thesis
are as follows:

1. CoPara, the first publicly available paragraph-level n-way aligned corpus for Dra-
vidian languages (Kannada, Malayalam, Tamil, Telugu), and English was created.
By focusing on Dravidian languages, which are relatively low-resource compared
to many other language families, CoPara aims to bridge the gap in multilingual re-
sources and facilitate research in this underrepresented linguistic area. The corpus
contains aligned paragraphs across English and four Dravidian languages, provid-
ing a rich resource for studying cross-lingual phenomena and improving machine
translation quality. This new dataset fills a gap in multilingual resources for low-
resource Dravidian languages and enables research on the impact of paragraph-level
information on NLP tasks like machine translation. Additionally, article-level and
sentence-level extensions were made using the same, which can fuel further experi-
mentation.

2. To demonstrate the utility of CoPara, neural machine translation experiments were
conducted by fine-tuning a pre-trained multilingual sequence-to-sequence model
on the dataset. The results show significant improvements in translation quality
for paragraphs across all language pairs over models trained using sentence-level
data, highlighting the potential of leveraging paragraph-level information, as well
as multilingual training for enhancing machine translation systems in low-resource
settings. Consequently, the importance of long-text and multilingual corpora is
emphasized.

3. Creation of an annotated dataset of SEBI legal case files, with sentences classified
into 10 legally applicable categories. This is the first such dataset for Indian legal
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adjudication orders concerning insider trading, and was done with the help of legal
experts. An Indic extension was also created by translating the dataset into four
Dravidian languages, and the quality was validated both artificially and by humans.
Because all sentences from the case files are used, leveraging document-level context
becomes possible.

4. A novel system for aspect-based semantic segmentation of legal case files is devel-
oped, tailored to different stakeholders like investors, defense lawyers, and adjudi-
cating officers. The system uses the SEBI legal dataset and leverages document-
level context to classify sentences according to the pre-defined labels. The same
process was repeated for the Dravidian extension created for the dataset, which
demonstrates the performance improvements of using multilingual training in ad-
dition to document-level context. Thereafter, relevant summaries are generated by
paraphrasing the persona-specific information. Thorough experimentation compar-
ing various methods for each part of the pipeline was undertaken.

1.3 Thesis Overview

Chapter 1 provides the motivation, key contributions, and overview for the thesis
on advancing Dravidian language processing beyond the sentence level with multilingual
training.

Chapter 2 discusses the relevant background and prior research on paragraph-level
aligned corpora, neural machine translation for Indian languages, corpora for the le-
gal domain, using document-level context for sentence classification and summarization
methods.

Chapter 3 introduces CoPara, the first publicly available paragraph-level n-way aligned
corpus for Dravidian languages and English, describing its data source, creation process,
statistics, quality evaluation, and a sentence-level extension.

Chapter 4 shows experiments conducted to finetune pretrained IndicBART models
on CoPara for paragraph-level neural machine translation between Dravidian languages
and English, demonstrating improved performance over baseline models.

Chapter 5 introduces an annotated dataset of SEBI legal case files, along with its
Indic adaptation, to develop a system for aspect-based semantic segmentation of case files
that leverages document-level context and multilingual training for improved sentence
classification and finally personalized summarization.

Chapter 6 summarizes the main findings of the thesis and discusses potential direc-
tions for future research.
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Chapter 2

Background and Related Work

2.1 Background of Dravidian Languages

A concise overview of the four Dravidian languages used for the work done within
this thesis would help set the context for the subsequent chapters. The following is a
summary of the morpho-syntactic characteristics and history of the four languages drawn
upon the comprehensive compilation created by Gutman and Avanzati (2013) [32]. A
more thorough socio-linguistic background for the relevant languages can be found in
Madasamy et al. (2022) [56].

The Dravidian language family, primarily spoken in South Asia, particularly in South
India, comprises over twenty languages with diverse characteristics. Four major languages
- Tamil, Telugu, Kannada, and Malayalam - have developed their own scripts and rich lit-
erary traditions. These languages are spoken by millions, while others have much smaller
speaker populations. Some Dravidian languages have been known for more than a mil-
lennium, while others were discovered more recently in the 19th and 20th centuries[43].
Dravidian languages have coexisted and interacted with Indo-Aryan languages, resulting
in mutual influence through loanwords and phonological changes, significantly contribut-
ing to the development of Indian civilization. The Dravidian languages are divided into
four groups: Northern, Central, South-Central, and Southern, with the Southern group
being the most prominent numerically. The geographical distribution of these languages
often coincides with state boundaries in India.

These languages, primarily agglutinative in nature, generally adhere to a head-final
structure with a flexible Subject-Object-Verb (SOV) word order, requiring the finite verb
to be placed at the end of each [44]. A single finite verb may be accompanied by one or
more non-finite verbs within a sentence, and subordinate clauses usually precede the main
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clause. Kannada, a pro-drop language, employs case suffixes, postpositions, participles,
gerunds, and infinitives for its syntactic structure, allowing for subject omission due to
the verb’s ability to express person and number. In Tamil, subject-verb agreement is
present, with verbs agreeing in person, number, and gender, and syntactical relations
are indicated through postpositions and case inflection. Telugu expresses its syntactic
functions through case suffixes and postpositions that follow the oblique stem, lacks
coordinating conjunctions, and displays lengthened final vowels in coordinated phrases.
Relative clauses in Telugu are formed using a relative participle. Malayalam closely
resembles Tamil but has diverged since the 8th century, losing the agreement between
subject, verb, person, and number while retaining the agglutinative nature of Dravidian
languages.

2.2 Paragraph-level Multilingual Corpora

Multilingual data and NLP for Indic languages have grown in recent years, providing
large parallel datasets and models [75, 2]. Dravidian NLP has also seen quality research
through community efforts and workshops like DravidianLangTech [56]. While improv-
ing sentence-level NLP for Dravidian languages, structures beyond sentences should be
explored using publicly available data to inform models of longer form texts [94]. This
could lead to solving problems like paragraph translation and coreference resolution [26].

The first paragraph/passage level multilingual n-way aligned (PLA) dataset in Dravid-
ian languages would be a great step towards research on document level parallel corpus
creation/NMT [20, 91] and PLA corpus creation NLP [85, 94, 15, 29]. The benefits of
PLA corpora have been demonstrated through the works mentioned above and classic
sentence-level aligned (SLA) corpora such as Europarl [42]. These studies have showcased
PLA’s direct impact on improving NMT, obtaining higher-quality sentence-level aligned
texts, connecting entities across Wikipedia-like databases, and enhancing literary and
medical text translation. Additionally, in the context of Dravidian languages, early re-
search by [36] and more recent findings from DravidianLangTech’21 [5] have highlighted
that sentence length and complexity pose significant challenges to achieving accurate
translations within this language family.

Research on paragraph-level alignment (PLA) pairs within larger second language ac-
quisition (SLA) datasets, such as Europarl, has been conducted, but there is limited work
focused exclusively on creating a PLA corpus or performing natural language processing
(NLP) tasks on such data. Two notable contributions are the Par3 dataset, which is
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multilingual but not n-way [85], and a Chinese-English translated novels’ dataset [94].
Thai et al. [85] conclude that current metrics, such as BLEU [66], are insufficient for
evaluating paragraph alignment or translation quality, emphasizing the importance of
human evaluation. They also observe that neural machine translation (NMT) sentence-
level translations are overly literal compared to human translations, yet BLEU favors
Google Translate over human translations. Furthermore, they identify paragraphs as
a crucial unit for a literary paraphrase dataset and report BLEU scores of only 15-17
for English-Tamil translation quality in the literary domain among Dravidian languages.
Similarly, Zhang et al. [94] proposed an innovative hierarchical model that learns both
word-level and sentence-level features to model paragraph-level units in the literary do-
main. They emphasized that paragraph alignment is a non-trivial task that facilitates
sentence alignment while providing a richer context for NMT models.

Gao et al. [26] investigated semi-automatic methods to assess a translator’s style
and emphasized that paragraph-level automatic textual aligners are less prone to errors
compared to sentence-level aligners in Chinese-English translations. They also high-
lighted that sentence boundaries are not always clearly defined by punctuation, making
paragraphs a more suitable unit for alignment. Similarly, Gupta et al. [31] developed a
Hindi-English aligner and observe that it performs better with aligned paragraphs. Lastly,
Gottschalk and Demidova [29] demonstrated that paragraph-level alignment (PLA) with
overlapping information in partner Wikipedia articles facilitates the creation of a com-
prehensive overview of shared entity facets across multilingual editions. These studies
collectively underscore the importance and effectiveness of paragraph-level alignment in
various language pairs and domains.

2.3 Long Text Neural Machine Translation

Exploring document-level or paragraph-level Neural Machine Translation (NMT) in-
volves delving into models that consider broader contextual information beyond individ-
ual sentences. Researchers have proposed various approaches to enhance NMT by incor-
porating document-level context. For instance, Zhang et al.[92] introduced a method for
document-level NMT based on the Transformer architecture, where previous sentences
are utilized as document information, enhancing the encoder and decoder interactions
through attention mechanisms. This approach aims to capture richer contextual cues for
more coherent translations.
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Moreover, the work by [41] emphasized the utility of document-level context in NMT
experiments, where providing one previous source sentence as document-level context
yielded promising results. Additionally, recent studies have focused on improving context-
aware NMT models by considering full document context, as highlighted by maruf-etal-
2019-selective. By exploring the integration of document-level information, researchers
aim to enhance translation quality and coherence by leveraging a broader context for the
NMT models. The research by [80] proposed incorporating document context into NMT
training objectives, suggesting a scheme that allows for document-level evaluation metrics
to be integrated into the training process. This approach underscores the importance of
training NMT models to effectively utilize document-level information for more accurate
and contextually appropriate translations. Overall, the exploration of document-level or
paragraph-level NMT signifies a shift towards more comprehensive and context-aware
translation models that can capture the nuances of language at a higher level of granu-
larity.

To further explore the realm of document-level or paragraph-level NMT, researchers
have investigated various avenues to enhance the performance and capabilities of pre-
trained models. For instance, Sennrich et al.(2016)[81] delved into the utilization of
monolingual data to improve NMT models without altering the neural network architec-
ture. This approach focuses on training strategies that leverage the inherent capacity
of encoder-decoder NMT architectures to learn information akin to language models,
showcasing the potential for enhancing NMT through innovative training methodolo-
gies. Mansimov et al.(2020)10.48550/arxiv.2003.05259 introduced a method to capture
document context within sentence-level NMT models through self-training, eliminating
the need for specialized models on parallel document-level corpora. By applying this
approach during decoding, the contextual understanding of models can be enhanced
without the requirement of additional training data.

2.4 Pretrained Models for Indic NMT

The rise of NMT and the development of extensive parallel corpora have revolution-
ized the domain of Indic NMT. Initially, Recurrent Neural Networks were employed,
but later, transformer-based methods[86] gained prominence. The incorporation of at-
tention mechanisms and subword-based modelling tackled the challenges of word order
and data sparsity, enabling the generation of fluent and precise translations. Several
notable NMT models have been developed specifically for Indian languages, showcasing
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the progress in this field[70, 22]. These advancements were followed by the emergence
of multilingual and pre-trained MT models[45, 51, 13], which leverage vast amounts of
training data and exploit linguistic similarities across languages. This knowledge transfer
from high-resource to low-resource languages has made it feasible to develop high-quality
MT systems for languages with limited resources[11]. In recent years, the availability
of large corpora[75, 84, 25] and the development of more expansive models have signifi-
cantly enhanced translation quality. Current research has also delved into the translation
of extremely low-resource languages, which have minimal parallel corpora and limited
monolingual corpora, pushing the boundaries of what is possible in the realm of Indic
MT[3, 58].

2.5 Corpora for Legal Text Processsing

In recent times, the legal system in many populous countries has been inundated with
a large number of legal documents and pending cases. There is an imminent need for auto-
mated systems to process legal documents and help augment legal procedures. However,
the processing of legal documents is challenging and is quite different from conventional
text processing tasks. Legal documents are typically quite long, highly unstructured,
noisy, and use domain-specific jargon. Thus, creation of legal text processing corpora for
addressing the challenges associated with the legal domain becomes important.

There are a lot of datasets available in the legal domain suitable for various NLP
tasks. The CaseHold dataset[96] provides valuable insights into legal case outcomes
and judicial decisions, while the Open Legal Data project[65] offers a comprehensive
dataset of German court decisions. The EURLEX57K dataset[7] is a significant re-
source for natural language processing tasks in the legal domain. Datasets from the
Lynx project[18] contribute to understanding lynx habitat use patterns and population
dynamics. The Contract Discovery corpus[4] is essential for training models in contract
analysis and extraction tasks, and Leitner et al. (2020)[48] present a Named Entity
Recognition (NER) dataset for German. The Competition on Legal Information Extrac-
tion/Entailment (COLIEE) workshop[27] provides several datasets that are invaluable
for legal text processing tasks. COLIEE datasets are carefully curated and annotated by
legal experts, serving as benchmarks for evaluating the performance of various legal text
processing models and fostering innovation in the field. As for Indic corpora, the Hindi
Legal Documents Corpus (HLDC) [39] presents more than 900,000 documents which were
cleaned and structured to be utilized for downstream NLP tasks. In addition, MILPaC
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(Multilingual Indian Legal Parallel Corpus)[57], the first parallel corpus of legal text in
English and nine Indian languages, including several low-resource languages, was created
for evaluating Machine Translation performance in the legal domain.

2.6 Pretrained Models for Sentence Classification

Pretrained models have revolutionized the field of sentence classification, proving to be
more effective than classical machine learning methods. These models, such as BERT[16]
and RoBERTa[55], leverage the power of large-scale pretraining on diverse text corpora
to capture complex linguistic patterns and semantic relationships within text data. By
learning rich representations of language during the pretraining process, pretrained mod-
els can effectively understand the context and meaning of words and sentences, surpassing
the capabilities of traditional machine-learning approaches[78, 82]. The ability to fine-
tune these pretrained models for specific sentence classification tasks further enhances
their performance, allowing them to adapt to the nuances of the target dataset[74]. The
superior performance of pretrained transformers across various classification tasks high-
lights their potential to revolutionize natural language processing and pave the way for
more accurate and efficient classifiers in a wide range of applications.

The availability of legal-domain-specific pre-trained language models like LEGAL-
BERT[8] and LexLM-RoBERTa[9] allows further advancements in legal NLP research
and applications. LEGAL-BERT is a family of BERT models pre-trained on a diverse
corpus of English legal text, including legislation, court cases, and contracts from multiple
jurisdictions. LexLM are RoBERTa-based models pre-trained on the newly introduced
multi-jurisdictional LeXFiles legal corpus. LexLM models are warm-started from generic
RoBERTa weights and further pre-trained for 1M steps on legal text using techniques
like increased masking rate and exponential smoothing of sampling rates across the legal
sub-corpora. Already pretrained on legal data, these models can be used to improve
performance significantly on downstream tasks.

2.7 Document-level Context Incorporation

Incorporating context information has been a key focus to enhance the accuracy and
performance of sentence classification models. One common approach is the use of Con-
ditional Random Fields (CRF) to incorporate context information for classification[52].
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Recent advancements have explored incorporating broader context, such as sentence and
document-level representations, in addition to token representations, to improve classifi-
cation accuracy. Various methods have been used to incorporate document-level context,
such as hierarchical structures like Hierarchical Attention Networks that utilize a com-
bination of sentence vectors from LSTM to form a document-level vector representation
for classification[90], deep neural networks that enhance document-level sentiment clas-
sification by automatically determining the importance of sentences within documents
through gate mechanisms[10], and attention mechanisms like Convolution-Based Neural
Attention models that integrate context information by capturing contextualized local
information within sentences[19]. Recent studies have also emphasized the significance
of considering document-level context for tasks like machine translation, with document-
level neural machine translation methods focusing on leveraging cross-sentence context to
enhance translation performance[38] and models like Hi-Transformer aiming to improve
sentence context modeling for more efficient long document processing by propagating
global document context to each sentence[87]. Huang et al. (2021)[35] propose a hier-
archical hybrid neural network with multi-head attention (HHNN-MHA) for document
classification that leverages both sentence-level and document-level context. The model
uses a CNN-BiGRU architecture with multi-head attention at the word level to capture
local and global semantic features within sentences, and BiGRU with attention at the
sentence level to obtain the overall document representation for classification. This ap-
proach aims to effectively incorporate both sentence and document context to enhance
document classification accuracy.

2.8 Aspect-based Summarization

Aspect-based summarization is a specialized form of summarization that focuses on
generating concise summaries based on specific aspects or points of interest within a
given text. Hayashi et al. (2021)[34] introduced the WikiAsp dataset, which serves as a
valuable resource for multi-domain aspect-based summarization tasks. This dataset facil-
itates research in automatic summarization by providing annotated data for training and
evaluation purposes. Furthermore, Frermann Klementiev (2019)[24] addressed aspect-
based summarization by developing models that generate summaries centered around
specific aspects within a document. Their work highlights the importance of tailoring
summaries to focus on key aspects of interest.

11



Zhu et al. (2009)[98] proposed aspect-based sentence segmentation as a method for
sentiment summarization, emphasizing the extraction of relevant sentences associated
with specific aspects to form coherent summaries. This approach underscores the sig-
nificance of incorporating aspect-specific information in the summarization process to
enhance the overall quality of the summaries. In the realm of opinion mining and sen-
timent analysis, Ravi Ravi (2015)[76] conducted a comprehensive survey that outlined
various tasks, approaches, and applications in this domain. While not directly focused
on aspect-based summarization, this survey provides valuable insights into sentiment
analysis techniques that can be leveraged in aspect-based summarization tasks.
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Chapter 3

CoPara: The First Dravidian Paragraph-level n-way

Aligned Corpus

Figure 3.1: CoPara Creation Pipeline

3.1 Motivation

Parallel corpora, which consist of texts and their translations in multiple languages,
have become essential resources for various natural language processing tasks, particularly
in the field of machine translation. While most parallel corpora are aligned at the sentence
level, there is a growing recognition of the importance of considering larger units of
text, such as paragraphs, to capture discourse-level information and improve translation
quality. Paragraph-level parallel corpora provide a more comprehensive context, allowing
machine translation systems to better handle coherence, cohesion, and other discourse
phenomena that extend beyond individual sentences. Furthermore, the development of
n-way aligned paragraph-level corpora, where the same content is aligned across multiple
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languages, opens up new possibilities for multilingual research and cross-lingual transfer
learning.

Despite the potential benefits of paragraph-level parallel corpora, their availability
remains limited, especially for low-resource languages. Many language families, such as
Dravidian languages, have been underrepresented in the realm of multilingual resources,
hindering the progress of research and the development of effective machine translation
systems for these languages. The creation of a high-quality, n-way aligned paragraph-level
corpus for Dravidian languages would not only fill this gap but also enable researchers to
explore the impact of paragraph-level information on machine translation quality in low-
resource settings. By leveraging such a corpus, pre-trained multilingual models can be
fine-tuned and the extent of translation performance through paragraph-level context can
be investigated, paving the way for more accurate and fluent translations in Dravidian
languages and potentially other low-resource language families.

CoPara, the first publicly available paragraph-level n-way aligned corpus for Dravidian
languages, aims to address the need for multilingual resources that go beyond the sentence
level. By focusing on Dravidian languages, which have been underrepresented in the field
of parallel corpora, CoPara seeks to fill the gap in resources and enable researchers to
explore the impact of paragraph-level information on machine translation quality in low-
resource settings.

3.2 Data Source

The dataset is derived from the ”New India Samachar” magazine [71], a publi-
cation launched by the Information and Broadcasting (I&B) Ministry of India in 2020.
The publication cycle of the magazine is fortnightly and it is available in English and
twelve different Indic languages. Among these twelve languages, four are Dravidian lan-
guages, namely Kannada, Malayalam, Tamil, and Telugu. The magazine disseminates
information on various cabinet decisions, features content like ’Mann ki Baat’, a radio
program hosted by the Prime Minister of India, and discusses prevailing issues. The
parallel texts collected cover a large range of topics in the magazine news domain, such
as politics, economy, culture, and social issues. Using these texts for the dataset can help
improve the quality and fluency of machine translation and enable cross-lingual analysis
and understanding of the magazine news domain.

The magazines contain many images wrapped in text, and the content is often arranged
in multiple columns within a page. Each issue of the magazine contains multiple articles
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about varying topics, and each article is structured into a heading (and sometimes even
a sub-heading) and multiple paragraphs/bullet points. Each of these articles sometimes
spans multiple pages and often contains multiple sidebars that detail information either
complementing or supplementing the main material within the article but can also act as
standalone articles on their own. The same articles span the same pages and have very
similar formatting across all language versions of the same issue (As shown in Figure 3.2),
but the number of paragraphs/bullets that make up these articles and how the same text
is arranged within the page often differs across versions. Additionally, the text present in
the magazines is either in image format or non-standard encoding, rendering automatic
extraction of the required text close to impossible.

(a) English (b) Telugu

Figure 3.2: Identical corresponding pages for the same issue in different languages

15



3.3 Dataset Description

15 issues published in 2022 were processed (Pipeline at Figure 3.1) to create CoPara,
with a subset picked randomly. A total of 75 issues were targeted for alignment in an
n-way manner across 5 languages: English and the four Dravidian languages (Kannada,
Tamil, Telugu, and Malayalam). This process resulted in 2856 n-way aligned paragraphs
and 1293 n-way aligned articles, with statistics highlighted in Tables 3.1 and 3.2. These
statistics demonstrate that CoPara aligns with general relative linguistic features. For
instance, each sentence that is part of an n-way aligned paragraph in English will, on
average, be longer than a sentence in a Dravidian language when considering Word
Length, as Dravidian languages are more agglutinative.

Avg. Len. kn ml ta te en

Tokens 100.6 105.4 103.2 105.8 108.6

Words 49.7 45.8 53.0 52.1 70.2

Sentences 3.9 4.1 4.3 4.5 3.8

Table 3.1: Average Lengths of CoPara paragraphs on various levels of units across lan-

guages

Avg. Len. kn ml ta te en

Tokens 188.6 197.2 193.1 198.6 199.8

Words 93.4 86.3 99.7 97.9 132.9

Sentences 7.2 7.7 8.1 8.4 7.1

Table 3.2: Average Lengths of articles on various levels of units across languages

The following sections detail the steps of the data processing and show a detailed
analysis of alignment quality as well.
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3.4 Data Creation

3.4.1 Utilizing OCR

Given the characteristic presence of image-based text or non-standard encoding in
all the Dravidian language magazines (because they are in PDF format), direct text
extraction was highly erroneous. This necessitates using standard Optical Character
Recognition (OCR) software for more accurate text extraction. Google Cloud Vision
Document Text Detection, Amazon Textract (API-based proprietary solutions pro-
vided by Google and AWS respectively), and Tesseract OCR (open source solution first
developed by Hewlett-Packard in the 1980s) were experimented with, but the first was
chosen because of high-precision image-to-text conversion for Dravidian languages, opti-
mization for dense text, and support for code-mixed output which is necessitated by the
presence of some named entities in the Dravidian versions of the magazines. In addition,
the Cloud Vision API also leverages page, block, paragraph, word, and break information
for dense documents. As the content is often present in multiple columns and the articles
contain varying numbers of components across different versions, the additional informa-
tion about the text positioning processed by this solution is extremely instrumental for
this specific use case. The generated output contains the text itself and the bounding box
information for the various hierarchical elements within the PDF in JSON format.

3.4.2 Organization and Alignment

Despite all the positional information that the OCR solution chosen can process and
output, in many instances, a single article is segmented by images and sidebars across
pages, and the columns within the page are not always in order of content. Consequently,
the sequence in which the text is outputted is affected even by minor variances in rela-
tive positioning and indentation. Therefore, the OCR output is unreliable for obtaining
correctly organized text because of the unpredictable order in which the solution chooses
bounding boxes. In addition, the solution’s ability to keep the order of text the same
across outputs for the various language versions is even worse because of even more
variations in the formatting and arrangement. Hence, depending on the naturally pro-
duced outputs of the OCR solution, for both the organization of data within a language
and the alignment of data points across languages is not feasible. This requires manual
organization and alignment of the data points obtained.
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Figure 3.3: Inconsistencies within paragraph level bounding box information

One possible way to leverage the bounding box information is to automatically anno-
tate the rectangles specific to the paragraphs using the Fitz Python library in the PDF
files. Thereafter, screenshots can be generated using the annotations within the files. Fi-
nally, they can be organized correctly and aligned across languages manually. However,
this approach fails as the bounding box information generated for paragraphs is severely
inaccurate because of inconsistent indentation within/between blocks of text and varying
font sizes (an example is shown in Figure 3.3). To compensate for this inaccuracy, the
procedure of creating images for the various paragraphs must also be manual.

Six annotators were employed for the final methodology of organization and alignment
chosen. The English magazine content is uniquely text-based with standard encoding in-
stead of the image-based and uninterpretable nature of all other language versions. The
annotators organized this content into articles with varying numbers of paragraphs after
being briefed on the methodology of using visual cues like relative positioning, spatial
heuristics, and matching design elements. Subsequently, the same organization is anno-
tated within the Dravidian language versions of the corresponding magazine containing
the corresponding articles, which may or may not have the same number of paragraphs.
These annotations are then used to capture manual screenshots of the required blocks
of text from the magazines. The screenshots are organized into text documents, which
are segmented by indicating breaks throughout the entire content using a combination
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of article breaks ($A$) and paragraph breaks (#P#), as shown in Figure 3.4. This
was then checked for errors and re-annotated if required until it was satisfactorily aligned.
Upon completion, there exists a set of five image documents corresponding to each of
the five language versions being used for each issue of the magazine chosen. Each of the
documents in a set contains the same number of articles, but differs from the others in
the total number of paragraphs.

(a) Sample original page (b) Image document for the same page

Figure 3.4: A sample page of the magazine before and after annotation

3.4.3 OCR and cleaning
The image documents generated in the previous step are used with the OCR solution

chosen to generate the corresponding raw text. The same team of annotators then
refined the generated textual data to maintain quality. Through comparison with the
image documents, they denoised the image-text conversion by tackling issues such as
misinterpreted characters, incorrect order, missing words, inappropriate formatting, and
other noisy artefacts. Following this refinement, the text is subjected to further standard
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text pre-processing to remove extra punctuations, redundant whitespaces, line breaks,
and hyperlink fixes.

3.4.4 Splitting into paragraphs

The image documents obtained from the alignment phase are broken down so the
OCR solution can reliably reproduce these breaks in the final output. These breaks serve
as delimiters, simplifying the conversion of the processed text output into the dataset
format. Utilizing the breaks in the articles, the text is subsequently aligned, yielding
1893 articles aligned in an n-way manner. To guarantee precise paragraph alignment
for the subsequent step, each article in all languages is scrutinized, with the number of
internal paragraphs being tallied. In cases where the count is the same, the corresponding
paragraphs are presumed congruent, and the tuple is included in the dataset (consistent
with the assumptions of prior work). This remains true even if the count amounts to a
single paragraph.

In the final step, each paragraph from all tuples (which are now aligned) is tokenized
using the IndicBART-XXEN1 [13] tokenizer from the Hugging Face Library. If the
resulting token count exceeds 512, the corresponding tuple is excluded to ensure greater
compatibility with existing language models. This meticulous process results in a parallel
paragraph-level corpus comprising 2856 passages aligned n-way, where n equals five
(English, Kannada, Tamil, Telugu, and Malayalam).

3.5 Data Quality

The methodology from prior research on quality estimation for multilingual corpora of
parallel sentences in Indic languages [75] has been modified to suit the task of estimating
quality at the paragraph level. A pair of experiments were conducted to estimate the
Semantic Textual Similarity (STS) of the data tuples, which indirectly measure their
alignment quality, given that a correctly aligned paragraph would typically have high
similarity with its counterpart in another language.

These two experiments were carried out on a subset of the data that was randomized
and balanced in length (5%). The first experiment involved an Artificial estimate (Section
3.5.1), where the cosine similarity of cross-lingual embeddings was calculated. The second
experiment involved a Human estimate (Section 3.5.2), where human annotators were

1https://huggingface.co/ai4bharat/IndicBART-XXEN
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asked to rate the same sentences on a scale of 0-5, specifically designed for an STS
(semantic textual similarity) task.

3.5.1 Artificial Alignment Evaluation

statistic en-kn en-ml en-ta en-te

Mean 0.892 0.819 0.864 0.852

SD 0.047 0.073 0.065 0.064

Min 0.162 0.187 0.137 0.218

Max 0.975 0.948 0.979 0.965

statistic kn-ml kn-ta kn-te ml-ta ml-te ta-te

Mean 0.842 0.876 0.872 0.827 0.821 0.850

SD 0.069 0.062 0.061 0.078 0.073 0.072

Min 0.361 0.271 0.290 0.253 0.300 0.237

Max 0.958 0.977 0.977 0.965 0.947 .976

Table 3.3: Descriptive statistics for cosine similarity scores for measuring alignment be-

tween all language pairs

The alignment of data tuples was artificially assessed by generating cross-lingual em-
beddings with the indic-sentence-similarity-sbert2 [14] (Sentence-BERT) model for
all paragraphs from the various languages in the corpus, mapping them to a common vec-
tor space. The reliability of these embeddings is high as this model is the state-of-the-art
solution for Indic cross-lingual similarity. Furthermore, data truncation was unnecessary
as all data points are bound to be under 512 tokens by design, as mentioned earlier.

2https://huggingface.co/l3cube-pune/indic-sentence-similarity-sbert
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(a) en-kn (b) en-ml

(c) en-ta (d) en-te

(e) kn-ml (f) kn-ta

Figure 3.5: Distribution of alignment scores between all language pairs
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(a) kn-te (b) ml-ta

(c) ml-te (d) ta-te

Figure 3.6: Distribution of alignment scores between all language pairs

The alignment score for the paragraphs of each possible language pair was calculated
with the cosine similarity function. Descriptive statistics for the same are shown
in Table 3.3, and the distribution of alignment scores across all tuples for all language
pairs is shown in Figures 3.5 and 3.6.

cos_sim(u, v) =
u · v

∥u∥∥v∥
=

∑n
i=1 uivi√∑n

i=1 u
2
i

√∑n
i=1 v

2
i

u and v represent the sentence embeddings, which are n-dimensional vectors containing individual component values ui

and vi, while |u| and |v| represent the Euclidean norms (L2 norms) of the vectors u and v, respectively.

The examination reveals that the averages of all language tuples exceed 0.8, indicating
a high degree of general similarity. In terms of the highest means and smallest standard
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deviations, Kannada emerges as the subset of CoPara that aligns best with English. In
contrast, Malayalam appears to rank lowest on these parameters.

On inspecting the tuples with lower cosine similarity (less than 0.5, which constitutes
less than 3% of the data in all these XX-En tuples), it is found that some tuples contain
one more or one less sentence than others. This discrepancy could be attributed to the
translation process and the paragraph to which a border sentence was deemed more fitting.
Another group of tuples with low performance reveals that one language in the tuple refers
to a specific entity while the other merely uses a pronoun. In such cases, the context
provided by embedding-based cosine similarity outside of paragraphs is limited, making
it challenging to recognize that the alignment is appropriate (a limitation consistent with
sentence-level aligned datasets).

3.5.2 Human evaluation

Figure 3.7: Annotation guidelines for annotators
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A human annotator was each enlisted for a subset of each pair of Indic-English lan-
guages to assess the semantic textual similarity and to assess the quality of alignment.
They were instructed to utilize the Agirre [1] guidelines and scoring system, as shown
in Figure 3.7. The LightTag.io classification annotation tool[69] was used for the an-
notation. This tool features an easy-to-use interface, allowing the requisite schema and
dataset to be added. Labels 0-5 were added, and the added dataset was such that each
data item contained an English-Indic paragraph pair. The annotators could review their
annotations and modify existing annotations. After completion of the annotation task,
they were exported for analysis. The annotator view can be seen in 3.8.

Figure 3.8: Annotator view in LightTag

There may have been discrepancies in the selection of minimum and maximum values
by the annotators during the scoring process. Their scores were normalized to fall within
the 0 to 1 range to accommodate these differences in scoring tendencies. This normaliza-
tion process ensures a more uniform and standardized evaluation across all annotators,
resulting in a more equitable appraisal of alignment quality.

Upon human assessment, it is noticeable that the averages for all XX-En language
pairs exceed 0.75, indicating a high similarity among them. Among the subsets of CoPara,
Kannada and Telugu emerge as the most well-aligned, while Malayalam exhibits the least
alignment in terms of both mean and standard deviation.

Both human and machine-generated STS scores suggest that Kannada exhibits the
highest alignment with English, while Malayalam shows the lowest within the set. How-
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score kn-en ml-en ta-en te-en
Mean 0.850 0.752 0.814 0.850
SD 0.245 0.301 0.278 0.245
Min 0.0 0.0 0.0 0.0
Max 1.0 1.0 1.0 1.0

Table 3.4: Descriptive statistics for xx-en human alignment scores

ever, CoPara as a whole is well-aligned and serves as a viable dataset for parallel
paragraph-level tasks in Dravidian languages.

(a) kn-en (b) ml-en

(c) ta-en (d) te-en

Figure 3.9: The graphs for annotator-score (x-axis, goes from 0-1) distribution against

the number of tuples (y-axis)
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3.6 Sentence-Level Extension

To create sentence-level aligned datasets for each of the four Indic-English language
pairs, the l3cube-pune/indic-sentence-similarity-sbert model was employed to generate
sentence-level embeddings for all sentences within each paragraph pair. This model,
known for its state-of-the-art performance in capturing cross-lingual similarity among
Indic languages, provides a reliable foundation for aligning sentences across the language
pairs. By fine-tuning pretrained NMT models (trained in the general domain) on the
sentence-aligned extension, they can learn the intricacies and nuances of the magazine
news domain, including its vocabulary, writing style, and domain-specific phrases.

Once the sentence embeddings were generated, the cosine similarity between all possi-
ble sentence pairs within each paragraph pair was calculated. This measure of similarity
serves as a proxy for the alignment quality between the sentences. To ensure a high
level of alignment precision, a cosine similarity threshold of 0.8 was set. Sentence pairs
exhibiting a similarity score above this threshold were selected for inclusion in the new
sentence-level aligned dataset. To maintain the integrity of the alignment process, all
other sentence pairs containing either of the selected sentences were discarded, preventing
any potential misalignments or ambiguities.

This process was repeated for all paragraph pairs across the four Dravidian-English
language pairs. By leveraging the power of the SBERT model and applying a stringent
cosine similarity threshold, high-quality sentence-level aligned datasets were created. The
resulting sentence-level aligned datasets complement the paragraph-level corpus, provid-
ing researchers and practitioners with a comprehensive set of resources to explore and
advance the field of Indic language processing. Since each paragraph can have a varying
number of sentences for every language, the resulting sentence-level dataset is not n-way
parallel but a collection of bilingual corpora. The unit-wise statistics for the extension
are listed in Table 3.5.

Statistics kn ml ta te

Sentence Pairs 9965 7407 8167 7247

Avg. Token Length 27.0 27.9 26.2 26.3

Avg. Word Length 18.4 17.8 17.9 17.7

Table 3.5: Statistics for the sentence-level corpora created as an extension of CoPara
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Chapter 4

Paragraph-level Neural Machine Translation

4.1 Introduction

Machine translation, a pivotal area within the realm of Natural Language Processing
(NLP), aims to automate the process of translating text from one language to another.
Traditional approaches relied on rule-based systems and statistical models, which often
struggled to capture the nuances and complexities of human language. However, the
advent of Neural Machine Translation (NMT) has revolutionized the field by leveraging
deep learning techniques to generate more accurate and fluent translations. NMT models,
typically based on recurrent or transformer architectures, learn to translate by process-
ing entire sentences or paragraphs as holistic units, enabling them to capture context
and syntactic structures more effectively. As a result, NMT has significantly improved
translation quality across various language pairs and domains, paving the way for more
accessible and seamless communication on a global scale. NMT utilizes artificial neural
networks to generate translations by considering entire input sentences simultaneously,
leading to more accurate and contextually relevant translations. Using subword embed-
dings has been a significant innovation in NMT, enhancing the model’s ability to capture
linguistic nuances and improve translation quality. However, the effectiveness of machine
translation systems, including NMT, heavily relies on the availability of extensive parallel
sentence corpora, which can be a limiting factor for many language pairs.

As NMT advances, researchers explore its application to Indian languages, reflecting
a growing interest in leveraging advanced machine translation techniques to address the
unique linguistic characteristics and challenges posed by these languages. While NMT
improves translation quality for various languages, its efficacy for low-resource languages,
like many Indian languages, remains a challenge. Developing multilingual NMT systems
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tailored for Indian languages aims to bridge translation gaps and overcome the specific
hurdles presented by low-resource languages. Recent studies have focused on enhancing
multilingual NMT systems for Indic languages by incorporating state-of-the-art trans-
former architectures and domain-specific adaptations. Despite challenges, the research
community actively explores innovative approaches to improve NMT for Indian languages,
aiming to enhance translation accuracy and promote cross-lingual communication in di-
verse linguistic contexts.

As of the current research landscape, there is a notable absence of dedicated para-
graph or passage-level NMT work tailored explicitly for Indian languages. This gap
poses significant challenges in the domain of machine translation for Indian languages,
as paragraph-level NMT is crucial for capturing the contextual nuances and coherence of
longer text segments. The lack of paragraph-level NMT models for Indian languages can
be attributed to various factors, including the scarcity of large-scale parallel corpora at
the paragraph level, the complexity of linguistic structures in Indian languages, and the
need for specialized domain adaptation to cater to the diverse range of topics and styles
present in Indian language texts. Additionally, the computational resources required
for training and fine-tuning paragraph-level NMT models for Indian languages present a
substantial hurdle, further impeding progress in this area of research. Addressing these
challenges and developing paragraph-level NMT models tailored for Indian languages is
essential to enhance the quality and accuracy of translations, particularly for longer text
segments where context plays a crucial role in conveying meaning accurately. The Co-
Para dataset can be used to help with this very domain, and the various experiments
undertaken to attempt the same are detailed in this section.

4.2 Pretrained Models for NMT

4.2.1 Choice of model

In recent years, a wide range of Transformer-based language models have been made
publicly available, like mBERT and mBART which offer state-of-the-art performance
on various natural language processing tasks across various languages. Architecturally,
BART-based models like mBART25, mBART50 and mT5, are better suited than BERT
for neural machine translation (NMT) due to their unique design based on two types
of Transformers: the bidirectional encoder and the auto-regressive decoder. This ar-
chitecture allows them to effectively handle both encoding and decoding tasks within
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the same model, making it well-suited for sequence-to-sequence tasks like NMT. In con-
trast, BERT-based models, which are primarily designed as bidirectional encoders for
pre-training, lack the auto-regressive decoder component necessary for generating trans-
lations in NMT tasks. These models are trained on monolingual corpora from multiple
languages (often around 100) in a self-supervised manner using objectives like masked
span reconstruction. They have been particularly beneficial for improving NMT perfor-
mance in low-resource settings through cross-lingual transfer learning. However, these
massively multilingual models have some limitations. They only cover a small fraction of
the world’s languages, their pre-training data is dominated by high-resource languages,
the vocabulary representation for low-resource languages can be inadequate, and their
large size makes them computationally expensive to train and deploy.

An alternative approach is to develop pre-trained models focused on a specific group
of related languages. IndicBART is one such model that has been pre-trained specifi-
cally for Indian languages. It supports 11 Indian languages (Assamese, Bengali, Gujarati,
Hindi, Kannada, Malayalam, Marathi, Oriya, Punjabi, Tamil, Telugu) plus English. In-
dicBART leverages the linguistic similarities and orthographic information shared across
these languages. By representing all the languages in a single Devanagari script, it reduces
the effective number of scripts and increases subword overlap in the vocabulary. This
enables more efficient use of the modelling capacity and facilitates better cross-lingual
transfer.

4.2.2 IndicBART architecture

The IndicBART model follows the same sequence-to-sequence transformer architecture
as the multilingual BART (mBART) model but with a more compact design. It has 6
encoder and 6 decoder layers, a hidden size of 1024, a filter size of 4096, and 16 attention
heads, resulting in approximately 245 million parameters. IndicBART uses a subword
vocabulary of 64,000 tokens, generated using SentencePiece on the IndicCorp monolingual
corpus covering 11 Indic languages and English. To leverage the orthographic similarity
between Indic scripts, the model uses a script unification process during pretraining,
mapping all Indic language data to a single script (Devanagari). The pretraining objective
is similar to BART, reconstructing the original text from noisy input created by masking
spans of tokens, allowing the model to learn meaningful representations of language
that can be fine-tuned for downstream tasks. As a more compact model compared
to mBART50 and mT5 (about 1/3 the size), IndicBART is well-suited for studying
NMT and other NLG tasks on the CoPara dataset. Its smaller size and focus on Indian
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languages allow the model capacity to be utilized more effectively for Indic languages. At
the same time, it has been pre-trained on large amounts of monolingual data from the
IndicCorp collection to build robust representations.

4.3 Finetuning IndicBART for NMT

4.3.1 Need for finetuning
IndicBART utilizes only monolingual data and a masked language modelling objective

during training. The IndicCorp dataset it is trained with only comprises monolingual
data. While pretraining on monolingual data enables the model to acquire general lan-
guage representations, it does not provide exposure to parallel sentence pairs, which
are essential for translation tasks. Consequently, the vanilla off-the-shelf IndicBART
model is not suitable for neural machine translation (NMT) applications, especially at
the paragraph level, without further fine-tuning or adaptation using parallel data. To ef-
fectively utilize IndicBART for downstream tasks like neural machine translation (NMT)
on the CoPara dataset, it is essential to first finetune the model on parallel data, which
would make it suitable for NMT. The process of finetuning IndicBART for NMT typi-
cally using a smaller learning rate compared to pretraining. This allows the model to
make incremental adjustments to its parameters and learn the mapping between source
and target languages while preserving the knowledge acquired during pre-training. The
IndicBART-XXEN variant publicly-available on Hugging Face, which is finetuned on the
PMI [33] and PIB [83] datasets for the Indic-English NMT task (for all 11 languages)
with separate scripts, was experimented with, but the unavailability of finetuning in the
other direction and usage of separate scripts (as opposed to only Devanagiri), necessitated
other variants.

4.3.2 Yet Another Neural Machine Translation Toolkit (YAN-

MTT)
YANMTT[12] is built on top of the HuggingFace Transformers library and uses a

substantially modified version of the mBART model code. It provides simple scripts
for NMT pretraining and fine-tuning. It enables multilingual training of sequence-to-
sequence models and supports full or mixed-precision training on single or multiple GPUs.
It allows finetuning of pretrained sequence-to-sequence models like mBART, BART, and
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IndicBART, while providing fine-grained control over which parts of the pretrained mod-
els are used for partial initialization when finetuning. It supports lightweight fine-tuning
approaches like adapter tuning and prompt tuning to allow fine-tuning of a minimal num-
ber of parameters and also enables parameter sharing across transformer layers to make
the models more compact. YANMTT’s fine-tuning capabilities allow users to leverage
the pre-trained knowledge of IndicBART while tailoring it to the domain, style and size
of the target dataset. This is particularly useful when working with a specialized corpus
like CoPara, as it helps IndicBART adapt to the specific characteristics and vocabulary
of the parallel paragraphs, thereby improving translation performance at the paragraph
level.

4.3.3 Datasets Used

4.3.3.1 Train

The models could only be finetuned in a low-resource setting due to the availability
of limited computational resources, making it difficult to use very large parallel corpora
like Samanantar [75] and BPCC [25]. IndicBART has already learnt a lot of general
language understanding from the pretraining it was created through. As a result, even
finetuning on a low-resource parallel corpus allows the model to transfer this knowledge
to the specific task and domain required. Hence, the Dravidian-English pairs from the
PMI subset of the WAT 2021 MultiIndicMT10 data[63] and the same pairs from the
CVIT-PIB data [83] were chosen for sentence-level finetuning. These two datasets could
be used in conjunction with one another because of their shared domain, something that
is in common with the CoPara data as well, increasing their suitability for finetuning.
To validate this commonality, the train split for the sentence-level corpus created from
the CoPara dataset is also used for finetuning (CoPara-SL). The splits for CoPara-SL
are decided by picking sentences present in the parent dataset’s corresponding splits. For
paragraph-level training, the train split of CoPara was picked.

4.3.3.2 Validation

For the intermediate sentence-level training, the development set of WAT2021 was
chosen, and for the final paragraph-level training, the development split (10%) of CoPara
was picked. This was used for determining early stopping checkpoints during training.
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4.3.3.3 Test

For evaluation of performance at the sentence level, the test set of WAT2021 and the
devtest subset of FLORES101 were chosen. While the former shares the same domain
as any of the training sets, the latter is more suitable for evaluating a more general-
ized domain. For the final performance evaluation, the test split (5%) of CoPara was
picked. This was utilized for qualitative and quantitative evaluation of the final generated
translations. The paragraph-level test data from CoPara was divided into five sections,
numbered 1 through 5, with each section representing a specific number of sentences
within a data point. The first section of the evaluation set contained only single-sentence
paragraphs, with an average token length of 30, slightly higher than the 25-token average
found in other sentence-level Indic datasets. This was done to ensure comparability with
existing models. On the other hand, section 5, the last evaluation section, included para-
graphs with more than five sentences, representing longer texts, similar to the approach
taken by Zhang et al.’s hierarchical paragraph-level NMT study [95]. Sections 2, 3, and
4 corresponded to the number of sentences each passage contained within that section.
Lastly, the embeddings generated from section 5 were utilized to identify evaluation para-
graphs that were highly similar (>0.8) to the fine-tuning data. Out of the 130 sampled
data points, 28 were found to be highly similar, resulting in a final set of 102 aligned
passages for statistical analysis and inference.

4.3.4 Variants created

A total of four variant models were developed using the YANMTT toolkit and eval-
uated on the CoPara dataset’s test split. The models were finetuned using the starting
models IndicBART (base model unsuitable for NMT) and IndicBART-XXEN (finetuned
variant of base model), with variations in translation direction (Dravidian-English or
English-Dravidian), finetuning type (bilingual or multilingual), datasets used for finetun-
ing (CoPara, PMI+PIB, or Sentence-level CoPara), and maximum token lengths (256 or
512 depending on the dataset).

The following presents these model variants and their respective finetuning steps taken
to achieve the necessary configurations:

1. IB-XXEN+CoPara: The off-the-shelf publicly available IndicBART-XXEN model,
already finetuned for sentence-level NMT, was further finetuned on the CoPara
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dataset for each Dravidian-English language pair bilingually with a max truncation
length of 512 tokens and the usage of native scripts.

2. IB+PMI_PIB: The basic IndicBART model, trained on the masked span reconstruc-
tion objective was finetuned for sentence-level NMT. The train split of PMI+PIB
dataset, translated to Devanagari for script unification, was used for multilingual
training with a max truncation length of 256 tokens and the WAT2021 develop-
ment set. This model is a Many-to-One unified script variant of IndicBART-XXEN.
Additionally, training was also done in the reverse One-to-Many direction.

3. IB+PMI_PIB+CoPara: The model created above was finetuned for paragraph-level
NMT using a script unified version of CoPara utilizing a max truncation length
of 512 tokens. The following subvariants were created for both Dravidian-English
and English-Dravidian directions:

• IB+PMI_PIB+CoPara_Bi was bilingually trained for each language pair.

• IB+PMI_PIB+CoPara_FS was multilingually trained using only languages from
the same family/high relatedness, viz. Kannada-Telugu and Malayalam-Tamil.

• IB+PMI_PIB+CoPara_Multi was multilingually trained using data from all
Dravidian languages.

4. IB+PMI_PIB+CoPara-SL_Bi: This involved an alternative finetuning of the IB
+PMI+PIB model using the sentence-level extension of CoPara for a max trunca-
tion length of 256 tokens, to make it suitable for the CoPara domain. This was
done for both Dravidian-English and English-Dravidian directions.

The finetuning process was carried out concurrently on four NVIDIA GeForce RTX
2080Ti GPUs using the Fully Sharded Data Parallel (FSDP) training strategy. FSDP is
a data-parallel training approach that shards the model parameters, gradients, and opti-
mizer states across multiple GPUs, enabling efficient memory usage and faster training
times. The hyperparameters utilized were dropouts of 0.1, label smoothing of 0.1, the
AdamW optimizer with a maximum learning rate of 0.001, weight decay of 0.00001, and
a linear learning rate warm-up and decay scheme with 16000 warm-up steps. The models
were trained until convergence on the sacreBLEU scores for the respective development
sets, and the best-performing checkpoints for each language pair were saved.
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4.3.5 Metrics Used

To evaluate the NMT performance of the finetuned variants, several widely used met-
rics were employed:

4.3.5.1 BLEU - Bilingual Evaluation Understudy

BLEU[67] is a popular metric used to automatically evaluate machine translations
by measuring the similarity between a machine-generated translation and one or more
human-generated reference translations. For this purpose, it counts the number of over-
lapping n-grams. A BLEU score can range from 0 to 1, with higher scores indicating
better translation quality. However, there are various implementations of BLEU that can
result in different scores for the same input due to differences in preprocessing and calcu-
lation steps. In order to address this issue and ensure reproducibility, SacreBLEU[73] was
introduced as a standardized version of BLEU, through tokenization. It applies standard
preprocessing steps and produces comparable BLEU scores across different systems. For
standardization in this experimentation suite, the built-in mteval-v13a tokenizer was
used for the Dravidian-English direction, while IndicNLP library’s[46] Indic tokenizer
was used for the English-Dravidian direction.

4.3.5.2 COMET - Crosslingual Optimized Metric for Evaluation of Transla-

tion

COMET[77] is a recently proposed learnable automatic evaluation metric for machine
translation. Traditional metrics like BLEU rely on surface-level n-gram matching, but
COMET leverages crosslingual pretrained language models like XLM-RoBERTa to un-
derstand deeper semantic similarities between the machine translation output and human
references. It is trained on human judgments of translation quality to learn to predict
human-like scores. COMET has been shown to correlate better with human assessments
compared to metrics like BLEU, particularly for languages that are more distant from En-
glish. By using a learned model, COMET can account for the importance and relevance
of different words and phrases to the meaning. It also has the flexibility to incorporate
different types of human judgments, such as adequacy, fluency, or error categories, into
the scoring. For this particular experimentation suite, the IndicCOMETMQM model,
created by finetuning the state-of-the-art Unbabel/wmt22-comet-da model on an Indic-
MQM dataset[79], was utilized.
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4.3.5.3 BERTScore

BERTScore[93] is a metric used to evaluate machine translation automatically that
leverages pretrained contextual embeddings from BERT (Bidirectional Encoder Repre-
sentations from Transformers) models. Unlike traditional metrics like BLEU that rely on
exact word matches, BERTScore computes the similarity between the machine-generated
translation and human reference based on their contextual embeddings. It does this by
calculating a cosine similarity between the token embeddings of the candidate and ref-
erence sentences, and then taking a weighted average of the top matches. Through con-
textual embeddings, BERTScore is able to capture semantic similarities that go beyond
surface-level word matching. It has been shown to correlate better with human judgments
compared to metrics like BLEU, particularly for more abstractive translations where the
wording may differ but the meaning is preserved. BERTScore is also more flexible, as
it can be used with different pretrained BERT models that are trained on different lan-
guages or domains so as to fit the evaluation task better. Overall, BERTScore provides
a more semantically-aware evaluation of translation quality that also aligns well with
human assessments.

4.3.5.4 chrF++ - character n-gram F-score

chrF++[72] is an automatic evaluation metric for machine translation that aims to
balance the strengths of character-based and word-based metrics. It is an extension of
the chrF metric, which calculates the F-score of character n-grams between the machine
translation output and human reference. chrF++ incorporates additional factors to im-
prove its correlation with human judgments. Firstly, it uses a higher-order n-gram model
(typically from bigrams to 6-grams) to capture more contextual information at the char-
acter level. Secondly, it applies a word bigram penalty to prevent the metric from overly
rewarding fluent translations that may not preserve the meaning of the source. This
helps to ensure that the translation is not only fluent but also adequate. Additionally,
chrF++ includes a precision component to balance the recall-oriented nature of the origi-
nal chrF metric. By combining these factors, chrF++ provides a more comprehensive and
balanced evaluation of translation quality that correlates well with human assessments,
particularly for languages with rich morphology or different word order than English.

4.3.5.5 BlonDe - Bilingual Evaluation of Document Translation

BlonDe[37] is a promising automatic metric for evaluating document-level machine
translation quality. It goes beyond traditional sentence-level metrics like BLEU by con-
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sidering discourse coherence through the categorization of discourse-related spans such
as entities, tense, pronouns, and discourse markers, along with n-grams. BlonDe calcu-
lates a similarity-based F1 measure of these categorized spans between the reference and
machine translations, providing a comprehensive assessment of both discourse coherence
and sentence-level adequacy. Notably, BlonDe demonstrates good discriminative power
across comparisons of various translation systems, including SMT, sentence-level NMT,
document-level NMT, and human translations. It also correlates better with human judg-
ments at the document level compared to other metrics. BlonDe’s subvariant, dBlonDe,
focuses specifically on discourse phenomena by distilling document-level translation qual-
ity, making it particularly useful for analyzing the performance of document-level NMT
systems. The interpretability of BlonDe and dBlonDe’s category-wise scores further fa-
cilitates error analysis and understanding strengths and weaknesses of different NMT
approaches in capturing discourse-level features.

Using a combination of these metrics allows a comprehensive evaluation of the ex-
perimentation undertaken. BLEU can provide a quick and standard assessment, while
COMET and BERTScore offer more semantically-aware evaluations. chrF++ can com-
plement the other metrics by capturing character-level similarities, which is particularly
relevant for Indian languages with rich morphology. BLONDE, a document-level evalu-
ation metric, can be particularly useful in assessing the discourse coherence and context
preservation capabilities of the NMT systems. By considering aspects such as entity con-
sistency, tense, pronoun usage, and discourse markers, BLONDE provides insights into
the translation quality at the paragraph level. Using multiple metrics helps mitigate the
limitations of individual metrics and provides a more robust evaluation of translation
quality. It allows for a holistic assessment of fluency, adequacy, semantic equivalence,
and morphological consistency in the generated translations.

4.4 Results and Analysis

The performance of the IndicBART-XXEN model was compared before and after
bilingual finetuning on the CoPara dataset(IB-XXEN+CoPara_Bi), as shown in Table 4.1.
IB-XXEN+CoPara_Bi exhibited better performance than the base model across all lan-
guage pairs and sections. To obtain more generalized results and test the fine-tuned
model’s performance improvement outside of the CoPara corpus, it was also evaluated
on the similarly sized general-domain FLORES101 devtest [30]. Table 4.1 demon-
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Language Pairs → kn-en ml-en ta-en te-en

↓ Dataset evaluated base FT base FT base FT base FT

CoPara section 1 27.99 43.47 18.75 22.20 19.73 23.94 14.85 20.86

FLORES101 devtest 11.87 15.55 12.08 15.38 12.77 15.17 15.19 17.02

CoPara section 2 23.79 40.08 18.92 31.79 21.17 28.34 16.29 23.77

CoPara section 3 22.42 39.33 12.82 27.52 19.19 30.23 12.45 23.68

CoPara section 4 23.12 41.02 8.82 27.57 12.60 25.72 8.95 25.54

CoPara section 5 18.71 35.94 10.95 21.22 8.94 25.58 10.86 21.65

CoPara averaged 24.12 40.63 15.33 26.39 17.92 26.84 13.46 22.93

Table 4.1: BLEU scores for base(IndicBART-XXEN) vs FT(IB-XXEN+CoPara_Bi) on all XX-En pairs

across all sections of CoPara and FLORES101 devtest

strates that the finetuned model performed better on this benchmark as well, across all
four languages.

Figure 4.1: CoPara increases performance. Sections are representative of the number of

sentences per paragraph and the Increase is in percent increase from baseline scores
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Figure 4.1 provides a summary of the results from the evaluation of IB-XXEN+CoPara_Bi
across different sections/lengths. These results indicated that the 1-sentence section of
the evaluation set showed a 55% increase from the baseline BLEU scores (with similar
trends for other metrics) after fine-tuning. This increase due to fine-tuning grew as the
paragraphs contained more sentences, up to a composition of 4 sentences. Beyond that,
there was still an improvement from the baseline, but not proportional to the increase in
sentence count. This suggests that while CoPara enhances a model’s paragraph-handling
capabilities, it is limited to a certain extent, and further work would be needed for han-
dling article-sized texts.

The effect of the standard deviation of cosine similarities for the language pairs in the
CoPara dataset on the increase in scores from the baseline was independently calculated
for just 1-sentence paragraphs across the 4 languages. A strong negative correlation (-
0.97 Pearson’s) was found between the two, indicating that as a dataset becomes less
reliable in paragraph alignment, its efficiency in enriching a sentence-level NMT model
decreases. This finding could explain why the Kannada fine-tuned model consistently
outperformed the Malayalam one.

score kn-en ml-en ta-en te-en
Mean 0.889 0.835 0.862 0.870
SD 0.162 0.176 0.169 0.151
Min 0.4 0.4 0.4 0.4
Max 1.0 1.0 1.0 1.0

Table 4.2: Descriptive statistics for IB-XXEN+CoPara_Bi human evaluation scores

To further validate the effectiveness of the CoPara finetuning, human evaluation was
conducted on the translations generated by the IB-XXEN+CoPara_Bi model, with scores
ranging from 0 to 5, which were then normalized between 0 and 1 for better interpretabil-
ity. The results in Table 4.2 provide further evidence of the effectiveness of finetuning on
the CoPara dataset, corroborating the improvements observed in the automatic evalua-
tion metrics. The human evaluation scores across all four Dravidian languages show high
mean scores, ranging from 0.825 to 0.879, with relatively low standard deviations. Inter-
estingly, while the automatic evaluation metrics showed some differences in performance
gains across languages, with Kannada generally exhibiting the highest improvements, the
human evaluation scores revealed more consistent performance across all four languages.
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Figure 4.2: SacreBLEU and COMET metrics for bilingually(IndicBART-XXEN) and multilin-

gually finetuned IndicBART(IB+PMI_PIB)

The effects of multilingual training were determined by comparing the ready-to-use
IndicBART-XXEN with the multilingually finetuned IB+PMI_PIB by evaluating them on
the FLORES101 devtest set and the CoPara-SL test set. SacreBLEU and COMET scores
were calculated for Kannada, Malayalam, Tamil, and Telugu for both datasets. While
the former is a surface-level n-gram matching metric, the latter captures semantic nu-
ances and relates better to human judgments, highlighting the importance of considering
multiple evaluation metrics. Multilingual finetuning with a unified script generally ben-
efitted performance or was at least on par with the bilingual off-the-shelf model across
both test sets considered, as demonstrated by Figure 4.2.

Languages→ kn-en ml-en ta-en te-en

Metric↓ Bi FS Multi Bi FS Multi Bi FS Multi Bi FS Multi

SacreBLEU 45.74 46.78 44.63 28.71 28.96 27.69 29.91 30.11 27.84 24.81 25.76 23.05

chrF++ 69.08 70.11 68.19 56.20 56.74 56.35 58.43 58.38 57.49 54.89 55.62 54.18

COMET 0.860 0.864 0.838 0.831 0.814 0.802 0.828 0.807 0.799 0.833 0.838 0.818

BERTScore 0.951 0.956 0.953 0.932 0.938 0.933 0.935 0.926 0.919 0.930 0.934 0.925

Table 4.3: Metrics for different finetuning strategies tested on the CoPara test set

The IB+PMI_PIB+CoPara_Bi, IB+PMI_PIB+CoPara_FS and IB+PMI_PIB+CoPara_Multi
models were utilized to evaluate the impact of different finetuning strategies on paragraph-
level NMT performance. Metric scores displayed in Table 4.3 reveal that family-shared
training slightly outperformed bilingual training, suggesting that leveraging lin-
guistic similarities between closely related languages can improve paragraph-level trans-
lation. However, finetuning with all four Dravidian languages generally led to a decrease
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in performance compared to both bilingual and family-shared training. The performance
differences between the finetuning strategies are more prominent for the SacreBLEU and
chrF++ metrics compared to COMET and BERTScore. SacreBLEU and chrF++ are
based on surface-level n-gram matching and character-level overlaps, respectively, while
COMET and BERTScore capture more semantic-level similarities. This suggests that
the choice of finetuning strategy has a bigger impact on the model’s ability to generate
translations that match the reference at a surface level, while the semantic-level quality
is less sensitive to the finetuning approach.

Figure 4.3: Lexical relatedness for the training sets of all language pairs

To better understand the performance differences between the different variants, the
extent of lexical similarity between the train sets of the different pairs of languages
was calculated using the chrF++ metric (which captures sub-word level similarities)
and the LCSR (Longest Common Subsequence Ratio)[47]. Before calculation of the
former, the paragraphs were tokenized so that the complex morphology of the Dravidian
languages could be better handled. The scores for both metrics presented in the heatmaps
in Figure 4.3 demonstrate the high degree of relatedness in the Kannada-Telugu and
Tamil-Malayalam pairs. The relatedness fell off when it came to languages outside the
pair, with Malayalam and Kannada exhibiting relatively high relatedness with other
languages compared to Tamil and Telugu. The improved performance of Family-Sharing
(FS) finetuned models over bilingually finetuned models could be linked to the high
lexical relatedness amidst the language pairs chosen. Moreover, the detrimental effect
of multilingual finetuning compared to bilingual finetuning could be explained by the
noise induced by data from relatively distant languages being utilized. Most importantly,
the magnitude of performance improvement/depreciation could be said to have a weak
correlation with the lexical relatedness between the languages being added to finetuning.
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Therefore, the importance of carefully selecting languages for joint training based on their
relatedness is emphasized.

Figure 4.4: Comparison of BlonDe and dBlonDe scores for models trained at sentence-

level(IB+PMI_PIB+CoPara-SL_Bi) and paragraph-level(IB+PMI_PIB+CoPara)

BlonDe combines dBlonDe, which measures discourse phenomena such as entity, tense,
pronoun, and discourse markers, with a sentence-level measurement (sBlonDe) to provide
a comprehensive evaluation of document-level machine translation quality. Comparing
scores for the IB+PMI_PIB+CoPara-SL_Bi and IB+PMI_PIB+CoPara variants on the Co-
Para test set helps rule out the possibility that the model merely adapts well to the
domain rather than learning to handle paragraph-level representations, as both models
are exposed to the same domain through CoPara-SL and CoPara datasets, but only the
latter is trained on actual paragraph-level data. The results in Figure 4.4 indicate that
the variants finetuned on the paragraph-level significantly outperform those
finetuned on sentence-level across all languages. This suggests that finetuning
on the CoPara-SL dataset could improve translation performance by making the model
adapt to the domain better, but it would not capture the full range of discourse-level
features and coherence present in the paragraph-level CoPara dataset. These findings
underscore the importance of using paragraph-level parallel data for finetuning NMT
models aimed at translating longer, coherent text segments.

Finally, the performance of the IB+PMI_PIB and IB+PMI_PIB+CoPara_Bi models fine-
tuned in the English-Dravidian direction was evaluated on the CoPara test set to as-
sess the performance in the alternate direction. All metrics in Table 4.4 indicate that
English-Dravidian translation follows the same trend as Dravidian-English
translation, viz. variants finetuned on paragraph-level data performed significantly
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better at translating paragraph-level data than those only finetuned on sentence-level
data across languages. However, there was a huge disparity in the performance for the
English-Dravidian direction compared to the Dravidian-English direction. This could be
explained by the richer representations available for the encoder to learn in the Dravidian-
English direction due to the morphologically rich nature of Dravidian languages compared
to English. While the decoder generates the target translation, the quality of that output
heavily depends on the representations learned by the encoder from the source data. The
BlonDe metric only accepts English input for the references and hypotheses, so further
analysis on the performance becomes difficult.

Language Pairs → en-kn en-ml en-ta en-te

↓ Metric base FT base FT base FT base FT

SacreBLEU 13.37 28.23 4.93 9.16 10.11 15.66 5.50 11.56

chrF++ 45.88 65.19 40.58 52.38 45.73 58.01 38.33 50.30

COMET 0.709 0.803 0.723 0.784 0.771 0.832 0.691 0.765

BERTScore 0.785 0.860 0.716 0.774 0.765 0.823 0.693 0.772

Table 4.4: Metrics for the English-Dravidian base(IB+PMI_PIB) and FT(IB+PMI_PIB+CoPara_Bi)
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Chapter 5

Leveraging Document-Level Context to Facilitate

Aspect-Based Segmentation in Legal Case Files

5.1 Motivation

The Securities and Exchange Board of India, colloquially referred to as SEBI, is the
preeminent regulatory authority entrusted with the critical oversight and governance of
the securities and commodity markets within the vast expanse of the Indian subcontinent.
This regulatory mandate bestowed on SEBI requires that all corporate entities operating
within the purview of the securities and commodity markets must stringently adhere
to and comply with the comprehensive regulations drafted and promulgated by SEBI.
Adherence to these regulations requires meticulous and thorough interpretation by the
companies’ respective information technology departments and finance departments, as
they are the primary entities tasked with ensuring regulatory compliance within their re-
spective organizations. Furthermore, the legal representatives of these companies engage
in intricate interactions and deliberations with their counterparts at SEBI, navigating
the intricate web of case arguments and outcomes.

The formation of the problem statement emerged from the quest to achieve a profound
comprehension of the information encapsulated within the Indian legal case files, regard-
less of the inherently case-specific nature of these documents. Despite the existence of
numerous types of Indian legal case files and documents pertinent to this undertaking, a
judicious decision was made to focus solely on a carefully curated subset of adjudication
orders that specifically address insider trading violations. These adjudication orders are
characterized by their convoluted and intricate language, coupled with a high degree of
verbosity and subjectivity, thereby rendering any attempt at extraction or evaluation
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an arduous and formidable challenge. Consequently, the broader objective evolved into
identifying any sustainable patterns or trends that could potentially transcend the con-
fines of a single set of case files, thereby enabling the extraction of relevant information
ensconced within these orders or facilitating the determination of pertinent information
from the textual content itself. Furthermore, it became evident that the information
deemed pertinent could vary significantly from one individual to another, necessitating
a tailored and customized approach. To achieve this objective, a multifaceted approach
was adopted, leveraging the power of machine learning-based methods to semantically
segment the legal text into ten distinct and legally applicable categories. With this so-
phisticated ten-way classification, the need for personalization based on an individual’s
level of technical knowledge or the specific requirements for a particular document can
also be fulfilled.

To address the multifaceted nature of this challenge, a novel system has been metic-
ulously developed and implemented, designed to generate separate summaries for SEBI
legal case files, tailored to the specific needs and requirements of the individual requesting
the summary, be they an investor, an adjudicating officer, or a defence lawyer.

5.2 Dataset

5.2.1 Description

The process of scraping a substantial number of adjudication orders from the Secu-
rities and Exchange Board of India (SEBI) website was undertaken. A total of 7,000
adjudication orders were scraped, out of which 27 were meticulously annotated with the
assistance of a legal expert. This annotation process resulted in the creation of 2,264
sentence-label pairs, which were subsequently utilized to train various models. It should
be noted that the adjudication orders chosen for annotation were specifically those per-
taining to the Prohibitions of Insider Trading (PIT) regulations. This dataset is the first
of its kind in the realm of Indian legal adjudication orders concerning insider trading and
can be leveraged by other researchers interested in exploring this line of work.

The conceptualization of the labels was based on a preliminary study conducted on
a set of case files that were randomly selected. These case files underwent a thorough
examination to gain an understanding of the unique classes of sentences that each case
file must possess. Subsequent to this study, each label was defined. The approach
adopted was to define every label as narrowly as possible, ensuring that every unique

45



piece of information was captured separately. The labeling process was carried out at
the sentence level, wherein each sentence in the larger case file was assigned one of
the labels. To ensure that the labeling was performed with the appropriate context,
the annotator considered the sentences preceding and following the target sentence to
determine the appropriate label. The objective was to assign to each sentence the closest
and most appropriate label of the available options. The labels utilized, their frequencies,
and their descriptions are presented below:

1. Material Facts - 533

(a) Definition: Statements containing pertinent information about the case, vi-
olation, and potential penalties crucial for determining the outcome.

(b) Relevant factors: Identify the narrative of the adjudication proceedings, in-
cluding details of the company, key personnel, actions perceived as violations,
and the subject matter.

(c) Identifications made:

• The alleged violation;
• Persons/companies involved;
• Factors leading to the alleged violation;
• Changes in shareholding patterns, etc.

2. Procedural Facts - 310

(a) Definition: Statements about the procedure followed by authorities to initi-
ate adjudication.

(b) Relevant factors: Highlight the procedural aspects followed by the Adju-
dicating Officer, typically similar across cases and not offering insights into
findings or conclusions.

(c) Identifications made:

• Acceptance of defense submissions;
• Issuance of summons or show cause notices;
• Penalty payment details (mode, channel, etc.).

3. Statutory Facts - 190

(a) Definition: Statements invoking SEBI rules, regulations, acts, and orders,
either by name/number or verbatim quotes.
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(b) Relevant factors: Correlate various adjudication orders and sentences for
similar breaches. Understand the ratio decidendi (reasoning and principles
applied by the Adjudicating Officer (AO)).

(c) Identifications made:

• Ratio Decidendi;
• Reproduction of violated sections;
• Reproduction of penalty-defining sections.

4. Related Facts - 95

(a) Definition: General statements, truisms, reemphasis of statutory facts not
constituting case facts but material for determining the outcome.

(b) Relevant factors: Link similar case files, understand ratio decidendi, and
the perspective/stand taken by courts and likely outcomes for certain actions.

(c) Identifications made:

• Relevant case precedents forming the basis for courts’ and AOs’ stands.

5. Issues Framed - 96

(a) Definition: Statements in the form of questions, principal issues of law or
fact to be adjudicated upon.

(b) Relevant factors: Identify the crux of the matter, formulated by the AO
after considering preliminary submissions from SEBI and the defendant.

(c) Identifications made:

• Disputed questions;
• Disputed actions and repercussions;
• Questions to determine violations;
• Questions about actions falling within specified periods, etc.

6. Subjective Observations - 289

(a) Definition: Statements based on the personal feelings or conclusions of the
AO or tribunal member, based on their reading of facts and defendant claims.

(b) Relevant factors: Statements informing the final order, based on determin-
ing the answers to the Issues Framed. Provide insights into the reasoning and
logic for granting a particular order. May identify potential biases.
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(c) Identifications made:

• Outcome - violations by the defendant;
• Penalty;
• Answers to Issues Framed;
• Statements reflecting the AO’s perspective.

7. Defendant Claims - 562

(a) Definition: Statements elaborating the defendant’s stand by countering, ac-
cepting, partially countering, or partially accepting the accusations/allegations.

(b) Relevant factors: Highlight the defendant’s stance, reasons for non-compliance,
circumstances for exceptions, etc. Considered by the AO in determining Issues
Framed and the final order.

(c) Identifications made:

• Perspective on actions taken;
• Chronology;
• Changes in shareholding patterns;
• Case precedents favouring defendant claims.

8. Allegations - 94

(a) Definition: Statements accusing individuals or entities of violating regula-
tions based on SEBI’s understanding of facts.

(b) Relevant factors: Determine the charge against the defendant, identified by
the action or non-action leading to the apparent violation.

(c) Identifications made:

• Allegedly violated provisions/sections;
• Probable penal actions for a given violation.

9. Penalties - 50

(a) Definition: Statements about the monetary penalty that should or should
not be imposed, including the reason based on the regulation violated.

(b) Relevant factors: Determine the quantum of sentence against a determined
violation.
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(c) Identifications made:

• Relevant provisions/sections enumerating penalties for violations;
• Violation category determining penalty level;
• Penalty amount.

10. Violations - 45

(a) Definition: Statements conclusively discussing the violation of a particular
regulation, act, or rule.

(b) Relevant factors: Determine the provisions under law that are adjudicated
to be violated, based on Subjective Observation.

(c) Identifications made:

• Relevant violated provisions/sections;
• Violation category as per applicable sections on the defendant.

5.2.2 Quality

Out of the dataset of 27 adjudication orders used for the task, a subset of 10 documents
(approximately 40% of the data) was annotated again by a second legal expert for the
purpose of measuring interrater reliability. This is defined as a measurement of the degree
to which the different annotators agree on the annotations assigned to the sentences. The
importance of this evaluation lies in the fact that it represents the degree to which the
assigned labels are indicative of the actual nature of the sentences. Cohen's Kappa
Score [59] was employed to quantify this measurement. For the pairs of annotation of
the chosen subset, the score was calculated to be 0.6193, which indicates substantial
agreement between the annotators.

κ =
po − pe
1− pe

κ is Cohen’s kappa score, po is the observed agreement, and pe is the expected agreement by chance
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5.2.3 Gold Standard Summaries

Gold standard summaries for each of the three personas, namely, Investor, Defense
Lawyer and Adjudicating Officer, were created for the 27 adjudication orders with the
help of legal experts to evaluate the summarization methods after sentence classification
and aspect-based filtering. Thus, a total of 81 gold summaries were made available for
evaluation.

5.3 Indic Adaptation of Dataset

5.3.1 Description

To enhance the diversity and linguistic coverage of the SEBI Adjudication Orders
dataset, an Indic extension was created by sentence-wise machine translation of the
original English Adjudication Orders into the four Dravidian languages, namely Kannada,
Malayalam, Tamil and Telugu. This extension aims to make the dataset more inclusive
and accessible to researchers and legal professionals who work with Indian languages. For
the construction of this extension, IndicTrans2[2], an open-source state-of-the-art Indic
NMT model, was used. This model is trained on the Bharat Parallel Corpus Collection
(BPCC), which includes both existing and new data for all scheduled Indian languages,
drawing from sources like the Samanantar[75] and MASSIVE[23] datasets). This model
consistently outperforms all other existing open-source models across all multi-domain
benchmarks, even beating commercially available systems such as Google Translate[28].
This extension significantly increases the volume of the dataset and introduces language
diversity, making it a valuable resource for multilingual legal text analysis. This process
results in a total of 2,264 sentence-label pairs for all four languages which goes up to
9,056 sentence-label pairs across all languages.

5.3.2 Verification of Quality

Verifying the quality of the translations in the newly created adaption is of the utmost
importance to ensure its reliability, usability, and value for future research or applications.
Since there are no Dravidian language reference data points, it is important to evaluate
the similarity between the translations and the original dataset to verify the usability of
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the former for experiments. To this end, artificial and human evaluations were performed
for the translated dataset:

Automatic Verification. To evaluate the quality of the translations and the
resulting sentence-label pairs, a sentence similarity analysis was conducted for all source
and translated pairs. The first step involved generating cross-lingual embeddings for
both languages using the indic-sentence-similarity-sbert (Sentence BERT) model, which
maps Indic and English representations into a shared vector space. As the state-of-the-
art model for Indic cross-lingual semantic textual similarity, the embeddings generated
by this model were then compared using cosine similarity. Table 5.1 presents the de-
scriptive statistics for the obtained similarity scores. The analysis demonstrates that the
mean values for each language pair surpass 0.8, suggesting a substantial level of overall
resemblance, deeming the translations very usable.

statistic kn ml ta te

Mean 0.841 0.804 0.825 0.829

SD 0.079 0.075 0.080 0.074

Min 0.114 0.158 0.281 0.233

Max 0.962 0.946 0.964 0.969

Table 5.1: Descriptive statistics for cosine similarity scores with source data

Human Verification. To assess the quality of translations, native Dravidian
language speakers who are also fluent in English are selected as human annotators. A
stratified subset of 50 source-translation pairs per language, with five samples from each
of the ten labels, was sampled from the parent extension dataset. Each annotator is
assigned a task using the LightTag annotation tool, where they are instructed to assign
a score ranging from 0 to 5 (zero alignment to high quality) to each data item, which
consists of a source text and its corresponding translation within the interface. Finally,
the values were normalized between 0 and 1 to provide a clearer picture. According to the
annotators’ analysis, the majority of the translations are nearly perfect. However, a few
minor issues were observed, such as occasional spelling errors, missing numbers, and word
repetitions. The mean scores for all four languages surpass 0.8, indicating a high level of
alignment between the source texts and their translations. The higher standard deviation
of human verification compared to artificial evaluation denotes higher variability due to
lesser granularity in assigned scores. Additionally, the higher mean values compared to
the same indicate that the translations are of good quality even upon consideration of
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subtle linguistic factors beyond semantic similarity, like grammatical correctness, stylistic
choices, fluency and coherence.

score kn ml ta te

Mean 0.862 0.821 0.840 0.869

SD 0.158 0.168 0.159 0.161

Min 0.4 0.2 0.4 0.4

Max 1.0 1.0 1.0 1.0

Table 5.2: Descriptive statistics for human alignment scores with source data

5.4 Aspect-based Segmentation of Legal Case Files

Figure 5.1: Pipeline for Aspect-based Segmentation

The following modules were used to effectively segment and summarize stakeholder-
specific information from a given adjudication order (as shown in 5.1):

5.4.1 Sentence Classification Module

The legal documents are passed through the sentence classification module, which
utilizes a multi-class classification model developed to classify each sentence into one of
ten labels predefined in the previous section. Several techniques were explored to optimize
the classifier’s performance. Still, the most effective method involved fine-tuning a pre-
trained BERT model on legal case files, which then leverages the contextual information
from the surrounding sentences within the document to make accurate label predictions.
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5.4.2 Aspect-Based Filtering Module

Different stakeholders require specific parts of the legal document based on their roles
and interests, which are determined by the labels assigned in the prior step:

1. Investors are those who participate in the securities market, either as individuals
or as organizations and are required to abide by the rules, regulations, acts, and
directives established by SEBI. Material Facts provide them with insights into the
adjudication proceedings, including information about a company’s shareholdings
and the alleged violations. Penalties are also relevant to investors, as they specify
the severity of the punishment for the identified violation and the corresponding
sections under various Acts that define it.

2. Defense Lawyers are tasked with representing their clients, whether they are
individuals or companies, by engaging with their SEBI counterparts to discuss case
arguments and outcomes. In addition to the Material Facts, Defendant Claims
are valuable to defense lawyers as they shed light on the defendants’ perspective
by emphasizing their position, and Issues Framed help them identify the disputed
questions within the case.

3. Adjudicating Officers of SEBI are responsible for managing case proceedings by
investigating and adjudicating alleged violations. Along with Material Facts and
Penalties, Related Facts aid them in comprehending the rationale behind the final
orders and enable them to connect similar case files.

5.4.3 Summarization/Paraphrasing Module

The aspect-based summary is generated by first splitting the stakeholder-specific in-
put, which was produced by the preceding module, into segments consisting of three
sentences each. These segments are then individually processed by a state-of-the-art
summarization module. Finally, the resulting outputs from the model are combined to
form the comprehensive aspect-based summary that caters to the specific needs of the
stakeholder in question.
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5.5 Experimentation: Sentence Classification

The 27 annotated adjudication orders, along with the assigned labels were used as
the dataset. A 0.75/0.10/0.15 training/validation/test split was created for the 2264
sentence-label pairs. A wide array of models, spanning from traditional machine learn-
ing algorithms to custom neural network architectures, were utilized to evaluate and
enhance the performance of the sentence classification module, thereby establishing a
comprehensive benchmark for the system.

5.5.1 Classical Machine Learning Methods

Different types of embeddings and traditional classification methods are employed for
baseline experiments. The embeddings utilized with the Logistic Regression, Random
Forest, SVM, and XGBoost methods include Word2Vec [61], tf-idf, ELMO (pretrained
and the version fine-tuned on the 7,000 case files mined), and GloVe [68].

5.5.2 Classical Neural Methods

The first experiment involves the adaptation of convolutional neural networks for the
classification task, drawing inspiration from the approach proposed by Yoon Kim [40],
which employs trainable Word2Vec embeddings.

Subsequently, another baseline model is utilized, which incorporates GloVe embed-
dings for sentence representation. These embeddings are then passed through a BiLSTM
and an attention mechanism to generate the predictions [97].

5.5.3 Transformer-based Methods

Various transformer models, including XLNet [89], uncased L-12 H-768 A-12 BERT
(BERT-base) [16], LEGAL-BERT [6], and LEGAL-RoBERTa were experimented with,
keeping each of their layers trainable and utilizing a multi-layer perceptron on top of them
for label prediction. LEGAL-BERT has undergone domain adaptation using a diverse
range of legal documents, such as EU legislation, UK legislation, and US court cases,
among others. While using similar data, LEGAL-RoBERTa is trained using a modified
strategy. The uncased L-12 H-768 A-12 BERT model was initially selected, and context
was incorporated with the target sentence to two varying extents:
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(i) The embeddings of the adjacent left and right sentences are concatenated with the
target sentence’s embedding.

(ii) A window of context (limited to a size of ten due to computational constraints)
is considered at the sentence level. For the selected sentences within the window, the
attention mechanism from Yang et al.’s work on Hierarchical Attention Networks [90] is
employed. This mechanism assigns weights to the sentences within the window based on
their importance and generates a single context vector for both the left and right context
segments. This vector is then concatenated with the target sentence’s embedding.

In both cases, the final input embedding is passed through a multi-layer perceptron
to generate the predictions. For both these methods, the uncased L-12 H-768 A-12
model was used, which was initially fine-tuned for 70,000 steps on approximately 7,000
SEBI adjudication orders for the Masked Language Modeling (MLM) and Next Sentence
Prediction (NSP) tasks. Finally, the context-window approach was also utilized with the
LEGAL-RoBERTa model.

5.5.4 Metrics
Accuracy, macro F1 and weighted F1 scores are used to evaluate all methods used for

the sentence classification module.

Accuracy =
TP + TN

TP + TN + FP + FN

TP - True Positives, TN - True Negatives, FP - False Positives, FN - False Negatives

F1 = 2 · Precision · Recall
Precision + Recall

Precision = TP
TP+FP

Recall = TP
TP+FN

Macro F1 =
1

n

n∑
i=1

F1i

Weighted F1 =
n∑

i=1

wi · F1i

n is the number of classes, wi is the proportion of samples in the i-th class, and F1i is the F1 score for the i-th class
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5.6 Experimentation: Indic Sentence Classification

Transformer-based methods have revolutionized sentence classification in Indic lan-
guages, eliminating the need for classical approaches. Multilingual models like mBERT
and XLM-RoBERTa, as well as models such as IndicBERT and MuRIL capture the
unique linguistic characteristics of Indic languages. By employing these transformer-
based methods, state-of-the-art performance in sentence classification tasks can be
achieved without the need for traditional machine learning techniques or classical neural
methods. The ability of transformers to capture contextual information and long-range
dependencies has proven to be highly effective in understanding and classifying sentences
in Indic languages. IndicBERT v2 [17] was the model of choice for experimentation with
the Indic adaption of the SEBI dataset as it demonstrates superior performance on vari-
ous benchmark datasets for Indic language tasks, including sentence classification. As a
result of the increased data volume made possible due to the translation of the dataset,
multilingual training can be leveraged to improve performance over monolingual classifica-
tion models. The following experimentation was undertaken using pretrained transformer
models:

5.6.1 Dataset, Preprocessing and Hyperparameters
Train, test and development splits created for the English sentence-label pairs were

used for the Indic translation data points as well, so that training data could be used
in multilingual settings without the risk of overlapping the test/development data. The
scripts for the Indic data were kept untouched, because the IndicBERTv2-MLM-Sam-TLM
variant is used, which is pretrained using separate script data. Garbage symbols at
the extreme ends of the sentences are removed, extra spaces are omitted, and symbol
repetition due to errors in translation is dealt with. As for the hyperparameters, the
AdamW optimizer was utilized with an initial learning rate of 1e-05, and early stopping
patience of two for 10 total epochs was implemented, with the finetuning being done on
a 40GB NVidia A100 GPU. The batch size was modified for each method, depending on
whether context was used.

5.6.2 Methods Used
1. Monolingual finetuning was undertaken for the chosen BERT model using the

BertForSequenceClassification module. In addition, bilingual finetuning was un-
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dertaken using the same for the Kannada-Telugu and Malayalam-Tamil language
pairs. For each pair, the combination of either language’s training split was used,
but two runs of finetuning were undertaken using either language’s development
set.

2. Monolingual and multilingual finetuning was done using the chosen BERT model
with the same training and validation sets as the previous step. However, the
architecture is redefined to leverage document-level context using Yang et al.’s
AttentionWithContext layer like in the previous section, which helps in capturing
and aggregating the important information from the sequences at different levels
of the model with different inputs. The model architecture is shown in Figure 5.2.
The context window size was chosen to be ten because of computational constraints,
with five sentences from either side of the target sentence being used.

5.6.3 Metrics

Like the previous section, accuracy, macro F1 and weighted F1 scores were used to
assess the models finetuned using the newly created extension dataset.

5.7 Experimentation: Summarization

A meticulous evaluation of summarization models, both extractive and abstraction, is
necessary for tackling the summarization of legal case files which are complex and long.
To evaluate the performance of various summarization models, a set of 1,000 adjudication
orders, previously labelled by the sentence classification module, was utilized as a test
dataset. The model that demonstrated the highest performance on this dataset was then
selected and integrated into a chunking pipeline. This pipeline was subsequently applied
to a separate collection of 27 adjudication orders, for which gold standard summaries had
been prepared, in order to assess its effectiveness on previously unseen data. The limited
availability of legal data poses a significant challenge for training dedicated models in this
domain. Consequently, the decision was made to evaluate the generalization capabilities
of existing summarization models by applying them to the available dataset rather than
attempting to train new models from scratch.
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Figure 5.2: Model leveraging document-level context with output shapes
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5.7.1 Unsupervised Extractive Models

Unsupervised extractive summarization models offer significant advantages for legal
data, such as adaptability to the legal domain without requiring labelled data, faster
processing times for lengthy legal documents, and preserving the original text, which
is crucial for maintaining accuracy and transparency in legal settings. To establish a
basis for comparison, several widely used unsupervised extractive summarization methods
were employed, including TextRank[60], which leverages a graph-based ranking model to
determine the importance of sentences based on their similarity to other sentences in
the document and LexRank[21], which utilizes a similar approach but incorporates TF-
IDF weights to measure sentence similarity. Additionally, the STAS(Self-Attention-based
Text Summarization)[88] method was utilized, which takes advantage of self-attention
mechanisms to assign saliency scores to sentences.

5.7.2 Abstractive Models

Abstractive models can generate concise and coherent summaries by understanding the
context and semantics of the legal documents, allowing them to capture the key points
effectively. Additionally, they can paraphrase and combine information from multiple
sentences or documents, resulting in more fluent and readable summaries.

Three state-of-the-art models, namely BERTSumExtAbs[53], BART(Bidirectional and
Auto-Regressive Transformers)[49] and BRIO(Bringing Order to Abstractive Summariza-
tion)[54], were experimented with. BERTSumExtAbs utilizes a conventional encoder-
decoder architecture, with BERT serving as the encoder component. On the other hand,
BART is another cutting-edge summarization model that leverages a transformer-based
encoder-decoder framework, which is pretrained by adding noise to its inputs and learning
to reconstruct them.

Ultimately, the BRIO model trained on the CNN-DailyMail dataset[64] was chosen for
the summarization/paraphrasing module. The model employs a non-deterministic distri-
bution, which assigns probability mass to different candidate summaries during training
based on their relative quality. Before being fed into the model, the stakeholder-specific
input generated by the previous module is segmented into chunks of three sentences. The
model’s outputs are then concatenated to produce the final aspect-based summary. Su-
pervised abstractive summarization models have a tendency to select information from
the input based on the length of the reference summaries used during training, resulting
in the generation of candidate summaries with similar lengths. However, the objective
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was to retain most of the information from the input and maintain a higher recall than
what is achievable with these models. A higher recall is preferable because the aim is to
ensure that most sentences from the previous module are summarized in the output.

5.7.3 Metrics

The evaluation process incorporates both intrinsic and extrinsic metrics to ensure
robust results. Intrinsic metrics are crucial for evaluating the quality of generated sum-
maries without relying on human-generated reference summaries. While they offer im-
portant benefits, using extrinsic metrics as well leads to a better quality of evaluation
overall.

5.7.3.1 Intrinsic

1. Semantic Similarity: This metric measures the cosine similarity between the source
document and the generated summary.

2. Compression: The compression ratio is calculated by dividing the number of to-
kens in the summary by the number of tokens in the input document. For easier
comparison, the ratio is subtracted from 1.

3. Redundancy: The average cosine similarity between all sentence pairs in a gener-
ated summary is computed to assess redundancy. Sentence embeddings are gener-
ated using the ”all-mpnet-base-v2” sentence transformer.

4. Coherence: The fluency of the generated summary is evaluated by calculating the
likelihood of each sentence occurring after the previous sentence.

To enhance readability, the intrinsic scores for all personas are combined.

5.7.3.2 Extrinsic

The extrinsic metrics employed in the evaluation process include ROUGE score[50] and
BERTScore[93]. ROUGE evaluates text similarity by calculating token overlaps, while
BERTScore assesses similarity on a semantic level. These metrics are also presented for
each of the personas.
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5.8 Results and Analysis

5.8.1 Sentence Classification
Tables 5.3 and 5.4 show the performance metrics for all the neural and classical ma-

chine learning methods used for classifying sentences.
Embeddings→ Word2Vec tf-idf Finetuned ELMO Pretrained ELMO GloVe

Classifier↓ Acc F1m F1w Acc F1m F1w Acc F1m F1w Acc F1m F1w Acc F1m F1w

LR 0.647 0.599 0.637 0.664 0.564 0.654 0.706 0.657 0.699 0.669 0.598 0.659 0.653 0.515 0.631

RF 0.660 0.622 0.660 0.671 0.671 0.671 0.656 0.595 0.648 0.596 0.505 0.596 0.578 0.550 0.577

SVM 0.675 0.607 0.665 0.679 0.613 0.669 0.648 0.593 0.635 0.608 0.491 0.599 0.653 0.555 0.643

XGBoost 0.651 0.619 0.651 0.678 0.659 0.678 0.649 0.605 0.639 0.609 0.536 0.609 0.571 0.547 0.571

Table 5.3: Classical Machine Learning Method Results

The top-performing method employs the LEGAL-RoBERTa model in combina-
tion with a context window, achieving an accuracy of 88.39% and a weighted F1
score of 0.887. Among the classical machine learning approaches, the fine-tuned ELMO
embeddings demonstrate the highest performance due to their contextualized nature,
deep language understanding, and incorporation of higher-level features.

Table 5.4: Neural Method Results for Sentence Classification

Upon analyzing the performance metrics for each individual label, it became evident
that the ”penalty” label yielded the lowest accuracy, while the ”procedural fact” label
achieved the highest performance among all the labels considered. The inclusion of
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contextual information significantly enhances the model’s ability to correctly classify
sentences within a document that are in close proximity to other sentences bearing the
same label. This phenomenon is particularly notable for sentences labelled as ”Procedural
Facts” and ”Subjective Observations,” which tend to occur in clusters within a given
document, rather than being scattered randomly throughout the text. Table 5.5 shows
some examples for which the model generates correct labels.

Table 5.5: Examples of sentences labelled correctly by the model

5.8.2 Indic Sentence Classification

Language

Model
BertModelForSequenceClassification IndicBERTv2 + Context Window

Dev/Test Train Accuracy F1macro F1weighted Accuracy F1macro F1weighted

kn
kn 0.744 0.621 0.723 0.845 0.734 0.842

kn+te 0.751 0.614 0.724 0.891 0.838 0.889

ml
ml 0.709 0.593 0.692 0.828 0.784 0.824

ml+ta 0.718 0.568 0.705 0.837 0.765 0.815

ta
ta 0.770 0.668 0.741 0.849 0.802 0.841

ta+ml 0.723 0.645 0.719 0.853 0.804 0.842

te
te 0.714 0.614 0.705 0.845 0.814 0.842

te+kn 0.732 0.648 0.725 0.857 0.829 0.846

Table 5.6: Results for Dravidian Sentence Classification Methods

Based on the results obtained for the Dravidian Sentence Classification Methods shown
in Table 5.5, a lot of important inferences can be made. The context-window approach
consistently outperforms the baseline model for all four languages tested. Similar to
the previous section, it can be inferred that the inclusion of context enhances the
model’s classification performance.
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Additionally, adding training data from a language with high linguistic sim-
ilarity generally improves performance across all metrics and both methods for
all four languages tested. Kannada and Telugu, as well as Malayalam and Tamil, share
many common linguistic features, such as phonology, morphology, and syntax. Due
to their shared origins and geographical proximity, these language pairs have a signifi-
cant amount of shared vocabulary, including cognates and loanwords. By leveraging the
aforementioned shared characteristics and complementary information of closely related
languages, the training data for the Kannada/Telugu and Malayalam/Tamil pairs could
be augmented successfully and better performance was achieved by either method imple-
mented. The best performing languages are Kannada and Malayalam, with weighted F1
scores of 0.889 and 0.846 respectively.

5.8.3 Summarization

Table 5.7: Intrinsic Metrics for Summarization

Despite their ability to identify salient information, the sentences selected by extractive
methods often retain non-essential elements, a phenomenon that is evidenced by the
high redundancy scores presented in Table 5.7. Furthermore, the inherent complexity
and verbosity of the chosen sentences are maintained, leading to diminished coherence
and minimal compression. Taken together, these findings underscore the inadequacy
of extractive approaches for the specific use case under consideration, rendering them
ill-suited for the task at hand.

Abstractive methods seem to outperform in generating summaries that are more suc-
cinct, unified, and easy to read. Although brevity matters, an examination of the gold
standard summaries indicates that the generated output must also include all the crucial
sentences from the input text, necessitating a high recall. As a result, BART and BRIO
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were assessed using the chunking approach for extrinsic metrics. They exhibited strong
performance, as depicted in Table 5.8, and also attained high recall. A qualitative eval-
uation demonstrated that the summarizer can remove non-critical expressions from the
outputs while retaining the semantic content. It is apparent that abstractive techniques
are better suited for this particular task.

Table 5.8: Extrinsic Metrics for Summarization with Chunked Input

Utilizing the entire document as input without chunking led to the inclusion of ar-
bitrary sentences unrelated to the pertinent stakeholder in the summarization process,
regardless of whether extractive or abstractive methods were employed. The summariza-
tion models’ lack of adaptability to the legal domain can be attributed to the fact that
they are trained on datasets devoid of legal information. Consequently, aspect-based
filtering using sentence classification is applied to address this limitation.

Table 5.9: Persona-based Metrics for Chunked Input using BRIO

The persona-specific metrics in Table 5.9 indicate that the Investor summaries exhibit
the best performance. This outcome is anticipated because investors require the least
technical information from the adjudication order, as they only need the material facts
and final penalties. In contrast, defence lawyers and adjudicating officers necessitate
more intricate information, such as the issues framed and related facts. Consequently,
personalized summaries can be employed to accommodate these diverse stakeholders’
needs.
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Chapter 6

Conclusion and Future Work

This thesis has explored context utilization beyond the sentence level for neural ma-
chine translation and sentence classification in Dravidian languages. It has contributed
to advancing Dravidian language processing by leveraging paragraph and document-level
linguistic structures.

The creation of CoPara, the first publicly available paragraph-level n-way aligned cor-
pus for the four chosen Dravidian languages and English, fills a critical gap in multilingual
resources for low-resource Dravidian languages. The corpus provides a rich resource for
studying cross-lingual phenomena and improving machine translation quality by offering
aligned paragraphs across English and four Dravidian languages. This new dataset fills
a crucial void in multilingual resources for low-resource Dravidian languages and opens
up opportunities for investigating the impact of paragraph-level information on various
NLP tasks, such as machine translation. Furthermore, the article-level and sentence-
level extensions created using the same methodology can fuel further experimentation
and contribute to the advancement of NLP research in the Dravidian language domain.
The corpus can be extended to other languages in the future to enhance its diversity
and enhance the possibilities of further multilingual training. Additionally, this dataset
can be used for the task of Next Sentence Prediction since models can be trained to
understand the logical flow of sentences across multiple languages. Through additional
class-based annotation of the paragraphs in English, the dataset can be employed for
Cross-Lingual Document Classification, leveraging its n-way parallelism.

Experiments conducted by fine-tuning pre-trained multilingual sequence-to-sequence
models on CoPara demonstrated significant improvements in translation quality across all
Dravidian-English language pairs compared to models trained using only sentence-level
data. This demonstrates the utility of CoPara in leveraging paragraph-level context and
multilingual training to enhance NMT systems in low-resource settings. As a result, the
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significance of long-text and multilingual corpora is highlighted. The experimentation
can be extended in the Indic-Indic direction because of the availability of n-way parallel
data. Large Language Models pretrained on vast amounts of text data could be used to
improve the accuracy and fluency of translations in Indic languages further. However,
without finetuning, existing LLMs have minimal representation of Indian languages in
their vocabulary and tend to hallucinate a lot with Indian languages[62]. Additionally,
document-level architectures (such as hierarchical attention networks) could be incor-
porated to capture long-range dependencies and discourse-level information. Finally, a
BlonDe-like metric could be worked on for Dravidian languages, to improve discourse-
level evaluation.

Furthermore, the thesis presents an annotated dataset of SEBI legal case files with
sentences classified into legally applicable categories, along with an Indic adaptation of
the same. This dataset facilitated the development of a novel system for aspect-based
semantic segmentation of legal case files tailored to different stakeholders. By leverag-
ing document-level context, the system achieved improved sentence classification perfor-
mance. Multilingual training using the Indic adaptation further enhanced the results,
demonstrating the benefits of utilizing both document-level context and multilingual
approaches. LLMs, with their extensive pretraining on diverse datasets and ability to
capture long-range dependencies, could further improve the classification accuracy and
generalization capabilities across different legal domains. Experimenting with larger and
more advanced LLMs specifically trained on legal corpora might yield even better per-
formance. Additionally, human evaluation of the existing sentence classification results
would add to the evaluation suite. Finally, the paraphrasing module can be experimented
with for Indic languages.

The experimentation and analysis conducted in this thesis underscore the significance
of incorporating context beyond the sentence level and leveraging multilingual training
for advancing Dravidian language processing. The datasets and methodologies intro-
duced pave the way for future research on long-text processing and context-aware NLP
tasks in low-resource languages. This thesis has made valuable contributions to the
field by exploring the utilization of paragraph and document-level context for neural ma-
chine translation and sentence classification. The insights gained from this work can be
extended to other low-resource languages and NLP tasks, opening up new avenues for re-
search and development in multilingual and context-aware natural language processing.
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