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Abstract

Deep learning frameworks have consistently pushed the state-of-the-art limit across various problem
domains such as computer vision, and natural language processing applications. Such performance
improvements have only been made possible by the increasing availability of labeled data and com-
putational resources, which makes applying such systems to low data regimes extremely challenging.
Computationally simple systems which are effective with limited data are essential to the continued pro-
liferation of DNNs to more problem spaces. In addition, generalizing from limited data is a crucial step
toward more human-like machine intelligence. Reducing the label requirement is an active and worth-
while area of research since getting large amounts of high-quality annotated data is labor intensive and
often impossible, depending on the domain. There are various approaches to this: artificial generation
of extra labeled data, using existing information (other than labels) as supervisory signals for training,
and designing pipeline that specifically learn using only a few samples. We focus our efforts on that
last class of channels which aims to learn from limited labeled data, also known as Few Shot Learning.
Few-Shot learning systems aim to generalize to novel classes given very few novel examples, usually
one to five. Conventional few-shot pipelines use labeled data from the training set to guide training, then
aim to generalize to the novel classes which have limited samples. However, such approaches only shift
the label requirement from the novel to the training dataset. In low data regimes, where there is a dearth
of labeled data, it may not be possible to get enough training samples. Our work aims to alleviate this
label requirement by using no labels during training. We examine how much performance is achievable
using extremely simple pipelines overall. Our contributions are hence twofold. (i) We present a more
challenging label-free few-shot learning setup and examine how much performance can be squeezed
out of a system without labels. (ii) We propose a computationally and conceptually simple pipeline to
tackle this setting. We tackle both the compute and data requirements by leveraging self-supervision for

training and image similarity for testing.
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Chapter 1

Introduction

The goal of machine learning as a field is to make machines as intelligent as humans. Recent ad-
vances in computing power and availability of data have enabled deep neural networks to successfully
push the boundary of the state-of-art in a variety of applications ranging from computer vision [16,/78],
natural language processing [37,(74]], recommendation [40], and computer graphics [72]. Even in rule-
based strategy games such as Go [[65]], chess [66], machines outperform humans. There are a variety
of factors contributing to this success. The recent increases in computing power (GPUs and distributed
training) allows for training of ever larger networks with billions of parameters [10]]. Algorithmic ad-
vances [38,45]] and powerful models [31]] allow for more efficient domain representation and learning.

However, a large part of this success is driven by the availability of larger and larger labeled data
sets in the modern world. From user actions, to social media photos, to purchase history, almost every
human activity forms another annotated example for a neural network to learn and improve.

Despite these victories, the data and compute-hungry nature of these systems is far from ideal. From
a purely academic standpoint, learning from a few samples is a hallmark of human intelligence. Humans
are able to learn physical (object definitions, categories) as well as abstract (mathematics, sciences) con-
cepts from a few examples. Traditional machine learning approaches are unable to transfer knowledge
from a few examples. Bridging this gap between human and machine understanding is an active area of
research.

The reliance on large data sets is also a barrier to wide adoption of deep learning techniques in a
practical sense. Getting high-quality labeled data is challenging for various natural and artificial visual
classes [33]], and may not always be possible for all domains due to privacy concerns (such as medical
images) or simple lack of availability (endangered species classification). This prevents the usage of
deep learning methods in low-data regimes.

While state-of-the-art deep learning architectures have found immense success using billions of pa-
rameters [44.(68]] and large number of parameter update computations [38,,48], this limits deep learning
applications to being deployed on powerful machines (or on distributed clusters). This makes them
unsuitable for embedded systems, small devices such as interet-of-things (IoT) devices, and end user
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Figure 1.1: Label-free Few-shot Classification: Proposed setting (Best viewed in color)

mobile phones for example. Reducing the computational cost involved in training and inference will
open up new avenues for deep learning model deployment.

The Few Shot Learning (FSL) domain aims to reduce the data dependence problem by creating
learners which are able to generalize and efficiently transfer knowledge from few novel examples. The
challenge for the learner is to effectively update its prior experience with a small amount of new data
without overfitting to the new samples. In our work, we show how current FSL approaches, while
removing the label requirement, still depend on large amounts of data. Our contribution is to propose a
more challenging extension of this which aims to tackle both the data and compute issue. Further, our
proposed pipeline shows it is possible to achieve good performance at a fraction of the data and compute
cost of traditional (both FSL and otherwise) pipelines. This chapter presents a brief overview of the FSL
setup before presenting our more challenging pipeline and contributions.

1.1 Proposed Few Shot Learning Setup

Traditional machine learning approaches are supervised and learn using a large number
of labelled training samples. The labelled training examples are drawn from a set of classes C =
C1,Cy,...,Cy. During testing, a new set of unseen samples is drawn from the same set of classes C'

and is used to evaluate the learner.



Table 1.1: Comparing number of labels used in traditional few shot pipelines, 'ImageNet data was used
to train the network tested on minilmageNet.

Dataset
Method minilmageNet CIFARI00FS FC100
MAML [20] 50,400 48,000 -
RelationNet [[73]] 50,400 48,000 -
ProtoNet [69] 50,400 48,000 48,000
TADAM [56] 50,400 - 48,000
MetaOptNet [48] - 60,000 60,000
S2M2 [50] 50,400 48,000 -
Gidaris ef al. [24] 50,400 48,000 -
Tian et al. [76] 50,400 48,000 48,000
AmDimNet [13]* 1,281,167 - -

Few Shot Learning (FSL) systems [20,/59,/69}/80] focus on creating learners capable of generalizing
to learn novel categories from a small number of labeled samples. A typical few-shot learning setup [20,
69,80]] also consists of a training and testing phase. However, instead of training and inference on the
same set of classes, the two sets are disjoint. The learner has access to a potentially labeled set of classes
Cirain = {Ctlmm? i

2 ...} where each training class C?

train Das a large number of samples.

At test time, the network is presented with a few labeled examples (typically 1 to 5) from a different
set of testing classes Ciest = {C’tlest, C’fest, ...} such that Cy,qip, N Cyest = 0, and then performance is
evaluated on the unlabeled samples from this set of unseen classes. Given the limited number of labels,
the learner must quickly generalize to classify arbitrary examples from the test class.

This model of training on one set of possibly-labelled examples, using a small number of novel
class examples, and testing on the novel class set represents a real improvement compared to traditional
approaches. The number of labelled examples required for the learner to effectively adapt is greatly
reduced. However, this pipeline overall still uses a lot of labelled data. The data burden has simply
been shifted from the testing set to the training set. Traditional methods in this area require up to
60, 000 labels from standard benchmark datasets [56,[80] despite the ‘few-shot” moniker. (See Table[I.1]
for a comparison.) While this reduction in data requirements is an improvement which should not be
understated, we show it is possible to push the limits of this setup. This thesis proposes a learning
framework which can effectively learn to classify using almost no labels overall. In addition, we also
keep our training and testing pipelines as computationally simple as possible so that it can be deployed
on computationally constrained devices as well. Our proposed training and inference pipelines are thus

thoroughly label-free, computationally simple, and achieve competitive performance.

1.1.1 Label-Free Training

Traditional few-shot pipelines have a very label-intensive training phase. We directly address the
label requirement at training time by leveraging advances in self-supervision [[14}30,/35\/41]] and metric



learning [8}69L(73L[80]] to allow our classifiers to learn effective visual representations without labels.
Instead of labeled examples, self-supervised pipelines use a supervisory signal from the data itself,
usually via a number of pretext tasks [18,26,/47,55,/91]] such as colorizing images and jigsaw puzzles
and classifying image rotations. Typically, the task is chosen such that it is very simple to compute the
ground truth. Metric learning approaches learn to embed inputs in a high dimensional space such that
semantically similar images are embedded close to each other in the latent space. Combining these two
areas, we choose image similarity as our pretext task. It allows the successful learning of useful visual
representations [41] and does not require manual labeling.

We formulate our image similarity pre-training task using recent advances in contrastive learning
approaches [14,/30,35,[75]]. The basic premise is that a learner can improve on image similarity by
learning to compare and contrast similar images. Contrastive learning frameworks improve the basic
image similarity task by applying simple distortion transforms on input images to generate a set of
distorted images. Each pair of distorted images forms an input to the learner, which must recognize if
both pair elements are from the same original undistorted input image. By learning to predict image
similarity in the presence of distortions in the input data, the network can effectively distill information,
making it suitable for quick generalization on novel classes.

This approach of a self-supervised contrastive learning training phase allows for a totally label free

training pipeline.

1.1.2 Label-Free Testing

At test time, few-shot learning frameworks must generalize to novel classes given only a few (pos-
sibly labeled) examples while avoiding overfitting on the limited data set. Traditional architectures,
which update a few billion parameters on every update, have a tendency to overfit on data and present a
significant computational burden preventing their deployment on low-power devices. Computationally
simple classifiers such as nearest neighbors [81]], clustering [69]], and attention kernels [80], are effective
in this low data regime. They also present a lower barrier to deployment on less powerful machines.

At test time, our classifier is presented with an IV way, K shot task of K labeled images (called key
images) from NN classes each, followed by 15 unlabelled images (called query images) to be classified.
We use various test time classifier variants (such as nearest neighbors [82] and attention kernels [80])
to select the most similar key image for every query image. The class of this selected key image is
the predicted query image class, which allows us to maintain our label-free setting while keeping the
inference pipeline computationally simple. Our ablation studies in Chapter [5 also investigate a simple

extension to this label-free setting using limited label information.

1.2 Contributions

We make the following contributions to this thesis:



1. We present a new, more challenging, label-free few-shot learning setup. In addition to bridging
the gap between human and machine intelligence, this also expands the fields of application which

can benefit from deep learning systems.

2. Our proposed pipeline is both conceptually and computationally simple, making it easy to adapt
to new areas. Our label-free framework can be used with any inference and training technique
that does not use labels. In Chapter[5] we showcase this flexibility by using a separate clustering-

oriented training task, instead of our proposed self-supervised contrastive learning task.

3. By leveraging self-supervision for training and image similarity for testing, we achieve competi-
tive performance while using zero training or testing labels. This is /0,000 times fewer labels than
existing state-of-the-art. (See Table[I.1)

4. In our ablation studies, we examine extensions of our pipeline and show how including limited
label information at test time and using a clustering-oriented task at training time influence per-

formance.

We will be diving into the details of our framework and contributions to our thesis. The next chapter
explores existing literature from related fields which have motivated our work, and presents how our
contributions are novel in that context. We end with a brief qualitative assessment of our results and

avenues for future work.



Chapter 2

Related Work

Few-shot learning literature is highly diverse [82]. There are various approaches to generalizing from
a limited number of samples while avoiding overfitting the limited testing data. This chapter presents a
broad classification of relevant few-shot literature before delving into the other related areas of metric

learning, self-supervised learning, and contrastive learning, which have motivated our work.

2.1 Few Shot Learning

The goal of a machine learning program is to learn from experience such that it measurably improves
performance over some class of tasks [52]]. Typically, the learner incorporates experience using a super-
visory signal from the input examples. The supervisory signal may or may not be directly derived from
the performance measure itself. This setup is called supervised learning and requires labelled data sam-
ples where the labels form the supervisory signal. As such, traditional machine learning applications
require a large number of samples with labels for the source of supervised information.

For a variety of reasons outlined in the introduction, the easy availability of labels is not a given in
all domains. For this reason, the field of Few-Shot Learning (FSL) aims to perform machine learning
under the constraint where only a few labelled examples are present. It is important to make clear what
exactly we are constraining here. The learner is allowed to access labels for any examples not related
to the final task at hand. The few-shot constraint only applies to the final task over which we measure
the performance. For example, in a typical few-shot image classification setup, the learner can initially
be trained using labelled images from the full ImageNet dataset, but performance is evaluated on a
completely novel set of classes, of which only a few labelled examples per class are present.

In the context of deep learning, a neural network incorporates new information by using the super-
visory signal to update the network parameters. Typically, this is done via a loss function related to the
performance measure and task at hand, and the supervisory signal comes from the labelled examples. In
this setup, neural network optimization is essentially a search through the space of all parameter combi-
nations. Since the parameter search space is huge, finding a reasonable optimum in a reasonable amount

of time is a challenge. The most straightforward approach is to use as much supervision as possible, and



use powerful machines which can perform more updates in the same amount of time. As a result, deep
learning has had the most success in domains with good availability of labelled examples, coupled with
the availability of increasingly powerful compute.

In the FSL setup, the lack of supervisory signal presents significant challenges. Without enough
signals to guide the search, the network may find and settle in a local optimum and overfit. To generalize
well, the learner must effectively distill knowledge from the limited samples present while avoiding

overfitting. There are three broad categories of approaches that deal with this problem in different ways:

1. Data-focused approaches: This is the most straightforward category of approaches which effec-
tively increases the dataset size. More data implies more signals to guide the search. Intelligent
techniques are used to generate (or find) more data to train on in such a way as to improve the per-
formance on the final few-shot task. This extra data can either be artificially generated or sourced

from related tasks with labeled data available (via label propagation, for example).

2. Model-focused approaches: This second category focuses on the internal representation of the
learner. Having fewer parameters to optimize reduces the size of the search space, and a better
optimum can be found with limited data. Simpler architectures can be used instead of the usual
billion-parameter models, which will not overfit. Generalization can also be achieved by training
the learner on multiple tasks, learning with external memory, or learning to embed. This category

also encompasses self-supervised and contrastive learning methods.

3. Optimizer-focused approaches: This final category aims to quickly find an optimal path through
the parameter search space in as few updates as possible, allowing the model to generalize using
limited data. This is akin to searching ‘faster’ through the search space. In many cases, the
optimizer itself is a complex neural network that learns to make large meaningful updates based
on limited data. Some approaches learn an optimizer itself, while another class of approaches

called “meta-learning” aims to learn a model that quickly learns given limited data.

We will now go over these approaches in some detail.

2.1.1 Data Augmentation

Also known as data augmentation, this class of approaches adds extra labelled training samples for
the network. New samples are generated from existing samples by modeling inter-class and intra-class
variations using hallucination [29], feature transfer [64]], and variational autoencoding [46]] methods. It is
important that the extra samples are related to the existing data set, otherwise the network may optimize
for the wrong representations. Informative samples can be chosen from a related weakly supervised or
unlabeled dataset (when such a dataset is available) and existing labels can be propagated to the new
dataset to yield new labeled samples [[19,57]. It is also possible to use completely different datasets to

guide the learning process [221[77]], effectively increasing the labeled dataset size.



However, the limitation of such approaches is that they require the presence of related datasets,
reliable methods to select informative samples, and correctly propagating labels from known to unknown
examples. Since there are only a few truly labelled samples and the rest need to be somewhat artificially
generated, the learner is extremely sensitive to the label propagation technique, the example generation
technique, and also the similarity between the task at hand the the related dataset. By increasing the
dataset size using these approaches, these methods also consure more compute resources both in the
data generation and network training steps. In our proposed approach, we avoid both of these limitations

by using no labels at all and using extremely simple pipeline components.

2.1.2 Constraining Parameter Search Space

The main reason large number of labels are needed in the first place is due to the large size of
the parameter search space. A smaller search space is easier to search through, and if an optimum
set of parameters exists within this constrained space, it is more likely to be found using the limited
data. While using simpler architectures with fewer parameters is the most straightforward method to
constrain the search space, there are various methods in this category. Multi-task learning methods
leverage knowledge from multiple tasks by learning them simultaneously [12,93]], with knowledge
being shared between tasks by sharing [|6,53L(92] or tying parameters [|87] between various task-specific
learners. Since the set of parameters optimal for all tasks is strictly smaller than the optimal settings for
any specific task, this restricts the size of the parameter search space. Deep learning networks encode
a lot of redundant information in their parameters. Another way to reduce the parameter search space
is to reduce the dimensions of the learned representations. Embedding learning methods [36]] learn a
semantically meaningful embedding function into a lower-dimensional space such that similar inputs are
embedded closer than dissimilar ones. Both Matching Networks [80] and Prototypical Networks [69]
fall into this category: [[80] learns train and test specific embeddings, and [69] learns to embed class
prototypes directly. Memory networks [51,/58]] directly store training samples in external memory to
fetch and compare again at test time. However, choosing the right examples to store is a non-trivial
task [86}/96]], and the accuracy of the final learner is extremely sensitive to this choice. It is also possible
to directly learn the underlying input data probability distribution [|60L(62].

These methods place heavy constraints on the model. Labelled data from separate tasks related to
the main task at hand must be found. It can be difficult to analyze if a learned embedding is semanti-
cally meaningful for the final classification task. Choosing a specific network architecture, embedding
method, or probability model also ties the model into a certain representation. Even though the search
space has been reduced, there is no guarantee that the remaining space is the most optimal for few-shot
tasks. Our framework places no such constraints on the model, availability of tasks, or category of
learned representations, allowing our framework to be more generally applicable.



2.1.3 Guiding Parameter Search Strategy

The core problem with a large search space is that there are more parameter combinations to search
through before finding an optimal one. Instead of using more samples to guide the search or constraining
the search space, this class of methods aims to make the search ‘smarter’. We guide the search strategy
for optimal parameters by either learning a good initialization or a better parameter update strategy.
Approaches such as [[11,42}[89] directly fine-tune parameters learned from a different but related pre-text
task. A hugely popular class of methods called meta-learning methods [20] aims to “learn a learner”. A
“meta” learner is trained from multiple related tasks to output a “base” learner, which can be optimized
for specific novel tasks in relatively fewer gradient updates [7,)54]]. Advances in the meta-learning
space focus on incorporating task-specific information [49]], modelling uncertainty [21}28},|61}(90]], or
improving training strategy [2l{4]. Finally, [1,59] learn an optimizer that directly guides parameter
updates of the task-specific learner. In contrast, we do not update any network parameters at test time.

In addition to a large amount of labeled training data, this class of approaches requires significant
computing resources. In addition to training more complex optimizer and learner networks, we also
need to perform parameter updates at inference time. To keep our inference pipelines computationally
simple and investigate how far a few-shot framework can go without using labels, we have opted for

simple test time classifiers and no parameter updates at inference time.

2.2 Metric Learning

Typically, once a machine learning system has been trained on a specific set of classes, it cannot
easily generalize to other classes or tasks. This is due to the nature of traditional loss functions which
try to align network predictions to actual labels from each class. Instead of learning to directly classify,
metric learning methods “learn to compare”. Metric learners embed inputs in a semantically meaningful
embedding space, which groups similar inputs close to each other and dissimilar inputs far apart. This
allows them to sidestep the need for labels by using image similarity as the supervisory signal. While it
is possible to assign image similarity based on image classes, this is not always necessary. In our work,
we use a notion of image similarity which does not use labels at all.

Since the learnt embedding is ‘semantically meaningful’, the metric learner must embed similar
inputs close to each other in the embedding space, and dissimilar inputs far away from each other in the
final embedding space. To that end, we need a notion of a distance metric in the embedding space, and a
way to assign similarity scores between pairs of inputs. The starting point of metric learning methods is
the Mahalanobis distance metric. Given two inputs x;, x; the Mahalanobis distance dj; between them

is given by:

dy(xi, xj) = \/(fﬁi —x;) T M (2; — x5)



Since djy is a distance metric, it needs to satisfy certain properties:
dlz,y) =0 = z=y
d(z,y) = d(y, )
d(z,2) < d(z,y) +d(y, z)

These constraints imply that the matrix M needs to be symmetric and positive semi-definite and can
be decomposed as M = W7TTV. The Mahalanobis distance metric can then be decomposed as follows:

(i, 23) =\ (@i = 2,)T M (i — )
= \/(l’i — xj) TWIW (2; — ;)

= /W (s — )T W (s — ;)
= [|[Wz; — Wzl

The matrix W represents a linear transformation on the inputs x; and x;. The Mahalanobis distance
in the original space can be represented as a simple Euclidean distance in the transformed space. Meth-
ods which learn such linear transformation impose fewer constraints on the input data and have been
shown to be robust to overfitting [S]. Unfortunately, the linearity of the transform imposes constraints
on the set of representations that can be learned. By leveraging non-linearity, metric learners can learn
more representations possibly better suited to the data and task at hand. In addition to kernel methods
to introduce non-linearity, metric learners replace this linear transformation matrix W by a non-linear
transformation function f(-), allowing a greater richness in the possible set of learned representations.

This allows for more natural data modelling from a wide range of domains [|83}85].

do (@i, x5) = || f (i) — fl@))]l2
It is also possible to choose non-Euclidean measures of distance in the final embedding space to
better model similarity of embeddings. Cosine similarity is one such example:

S(wi, 1) =~

[N e
By learning to predict image similarity in this way, a model can use the similarity scores to label in-
stances of novel classes by comparing them to a few known examples. It is also an effective pretext task
for few-shot learning [41]]. Metric learning models use a variety of techniques in place of the linear trans-
formation function, ranging from cosine similarity [80]], Euclidean distances [69], network-based [73],
ridge regression [8]], convex optimization based [48]], or graph neural networks [63]. Combined with
supervised pipelines, regularization techniques such as manifold mixup [50] also improve performance
on few-shot tasks. Metric learning methods on their own need not be label-free, as they aim to minimize
intra-class distances and maximize inter-class distances. In the next section, we present a brief overview
of motivating self-supervised techniques. Our proposed framework combines metric learning methods

with self-supervised techniques to create a completely label-free setting.
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Figure 2.1: Metric Learning: Distance between similar samples must be minimized in the embedding
space, while distance between dissimilar samples must be maximized. (Best viewed in color)

2.2.1 Sample Selection for Metric Learning

Metric learners must embed similar sampler close together and dissimilar samples farther apart in the
learned embedding space. To achieve this, they are trained on pairs of samples from the training data, as
opposed to single samples. A pair of samples which need to be grouped closely together is designated
a positive pair, while a pair of samples which needs to be embedded far apart is designated a negative
pair.

The strategy to choose positive and negative samples has a great effect on the effectiveness of the
final learned system [67]]. It is important to sample pairs with a high discriminative power. It has been
found that easy to discriminate samples have little effect on the learned parameters. Randomly creating
pairs from the input data does not achieve the best results.

There are various sampling approaches in the literature to create positive and negative samples from
the input data. The goal is to ensure the network is always presented with hard to discriminate, in-
formative sample pairs. One approach is hard negative mining [94]], where false positive sample pairs
(negative sample pairs which are classified to be positive) are chosen and fed into the network. The
goal is to let the network adapt to discriminate between dissimilar inputs which have been classified as
similar.

Another approach is to use triplets [32]. Instead of pairs of samples, a triplet of inputs consisting of
anchor input, positive sample, and negative sample is created. The network is simultaneously trained to
minimize distance between the anchor and the positive sample, while maximizing distance between the

anchor and negative sample using a triplet loss.
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2.3 Self-Supervised Learning

In machine learning, a supervisory signal is essential to measure performance and establish a clear
definition of what constitutes an “optimal” outcome when searching for optimal parameter values within
a search space. In a supervised classification setting, the class labels themselves serve as the supervisory
signal. At its core, the supervisory signal is what guides the machine learning algorithm towards the
desired outcome.

When evaluating the performance of a model with a specific parameter set on a classification task,
the measure of success is how accurately it predicts the class labels. The model’s accuracy is a measure
of the its ability to correctly identify inputs and predict the class labels, and is therefore a good measure
of overall performance. In self-supervised learning, the supervisory signal along with the performance
measure is used to fine tune the model and ensure it is optimized for the task at hand.

Self-supervised methods utilize unlabelled data to learn useful representations. A popular approach
is to use a supervisory signal from the data itself and train the learner on pretext tasks that help it learn

useful internal representations. An effective self-supervised setup requires two properties:

* The supervisory signal must be easily extractable from the data itself without too much process-
ing. This is to ensure that the supervisory signal effectively exposes information present in the

data, and is not an artefact of the computations required to create it.

» The pretext task that the network is initially trained on must be related to the final task upon which
the performance of the network must be measured. This is to ensure that the knowledge learnt to

perform one task effectively transfers over to the final task.

A number of pretext tasks are available in the existing literature. Colored images are widely avail-
able, and converting them to grayscale is a simple process. Networks which accurately predict image
coloration [47,91] are effective at image segmentation tasks. In order to predict image color from
grayscale images, such networks effectively learn to distill object information such as shape, size, and
boundaries. This ability transfers to image segmentation tasks as well. Other tasks, such as predicting
image patch positions [[1855]], and predicting image rotations [26], are used in the literature. Combining
self-supervision with supervised approaches [13124,/70] has also resulted in improved performance over
few-shot tasks.

Self supervised approaches can fall into various categories [34]. Generative models learn representa-
tions by trying to generate artificial examples which are similar to the existing data samples. Generative
Adversarial Networks (GANs) [27] have inspired a number of works due to their success, such as Cycle-
GAN [95]], StyleGAN [39], and PixeIRNN [79]. However, these networks are difficult to train and are
often compute heavy. A more recent class of relevant self-supervised approaches known as “Contrastive

Learning” learns by comparing images against each other.
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2.3.1 Contrastive Learning

Contrastive learning methods learn by comparing pairs of samples from the dataset. The goal is to
group similar samples close together, and dissimilar samples far away from each other in the embedding
space. This requires a notion of similarity between the input data. Formally, for a given sample input
I, a sample from the same distribution is denoted a positive sample I, and a sample from a different
distribution is denoted a negative sample /~. Given a similarity function d(-, -), the network must learn
an embedding function f(-) on the input samples such that it can simultaneously

* Maximize the distance between input and negative sample: d(I,17)
 Minimize the distance between input and positive sample: d(I, )

See Figure [2.2|for a graphical summary.

There are various approaches to generating the positive and negative sample pairs in the literature [[14}
30,/35,|75]. For our experiments, we demonstrate our new framework using two recent contrastive
learning approaches: SimCLR [14] and MoCo [30]. These approaches first perturb the input image
using simple transforms before embedding it in the latent space and calculating similarity scores. These
transformed images serve as inputs to the pipeline. Two inputs are said to belong to the same distribution
if they are transformations of the same initial image, otherwise, they are said to belong to different
distributions. This allows us to generate positive and negative samples without using class labels at
all. By learning to predict image similarity in the presence of distorting transforms, the network is able
to effectively distill information, making it suitable for quick adaptation to novel classes. This quality

makes it suitable for use in our label-free few-shot framework.

2.4 Novelty

In this thesis, we ask the questions: Are labels really required for few-shot classification tasks? Are
existing few-shot architectures making effective use of labels?

Existing few-shot classification methods enjoy high performance but also use a lot of labels during
the training phase. We investigate how much of the final accuracy can be achieved by using no labels at
all, thereby gauging how effectively these networks are extracting information from labels.

To examine the effect of label information on classification accuracy we experiment with different
architectures, extremely simple classifiers, and don’t fine tune on labels at all.

To the best of our knowledge, the label-free few-shot framework we propose is the first attempt to
evaluate few-shot systems in the complete absence of labels. While other related works do use self
supervised learning and contrastive learning methods, we differ in that we investigate the efficacy of
these methods in the context of few-shot learning while achieving accuracy close to that of the state-of-

the-art label using systems.
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Figure 2.2: Contrastive Learning: A simple overview. For a given input image, positive and negative
samples are chosen. Each input is separately embedded in the latent space before calculating similarity
scores. Samples drawn from the same distribution should lie close to each other in the embedding space
while samples from different distributions should lie further apart. (Best viewed in color)
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Chapter 3

Label Free Framework

In this chapter, we provide an in-depth overview of our label-free framework and introduce the spe-
cific settings used in our experiments. The figure[3.1|graphically presents an overview of the framework.
During the training phase, our network learns contrastive representations, which is achieved by the pre-
text task of predicting similarity between distorted images. The presence of image distortions forces
our models to learn general image representations, enabling them to generalize well to novel classes
that have few examples. During the testing phase, we utilize the learned representations to embed im-
ages and rely on similarity in the embedded space to perform a few-shot classification. Our framework
ensures that the test-time classifier does not fine-tune itself using labels and has no label information
whatsoever. Instead, labels are only utilized to calculate the final classifier accuracy.

In addition, we conduct ablation studies in Chapter[5|to investigate the effects of introducing limited
label information into our pipeline. By doing so, we can further evaluate the overall effectiveness of our
label-free approach and determine its optimal implementation. Overall, our framework offers a robust
and efficient solution for performing few-shot classification tasks in the complete absence of labels,
while also enabling our models to learn and generalize from a wide range of image representations.

In this study, we adopt a simple two-phase approach based on recent work [14,{30,/81]]. During the
training phase, we train the base network using self-supervised approaches on the training classes. The
goal is to develop a robust and efficient network that can effectively generalize to novel classes during
the testing phase. In the testing phase, we use the trained network in extremely simple classifiers for
the few-shot tasks. Notably, we ensure that the network has no access to label information at any point,
which aligns with our label-free setting.

Although we have access to K labeled examples per C classes, the network does not access the labels
during testing. Instead, we rely on the effectiveness of our training scheme and the simplicity of our
classifiers to achieve optimal results. There are two main reasons for using only very simple classifiers
during the testing phase. Firstly, recent literature [[141/15,69,[80|] has demonstrated the competitiveness of
these simple classifiers, and secondly, simple classifiers require no labels during test time. This allows
us to focus solely on the effectiveness of our training scheme while maintaining a label-free setting.

Overall, our two-phase approach offers a simple yet effective solution for few-shot learning tasks.
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Our training method is designed to learn con-

trastive representations without the use of labels. Specifically, we use a self-supervised approach in
which a single input minibatch is augmented using two simple image transforms to generate key and
query image batches. The encoder networks then learn to preserve image similarity between keys and
queries generated from the same input. This is accomplished by minimizing the contrastive loss func-
tion during training. For further details on our training algorithm, please refer to Algorithm[I} Right:
During the testing phase, we use the network from the training phase to encode images and perform
few-shot classification without using labels. Our approach is based on image similarity, and we employ
a label-free classifier that predicts the most similar key image for every query image. This allows us to
classify images at test time without labels, which is consistent with our label-free setting. For further
details on our testing algorithm, please refer to Algorithm@
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3.1 Label Free Training Framework

Few-shot learning is a challenging problem that has garnered significant interest in recent years. One
effective approach to few-shot learning is to focus on learning image similarity, as demonstrated by [41]].
However, unlike [41]], we aim to completely ignore labels during our training phase. To accomplish this,
we utilize a contrastive learning approach that focuses on learning contrastive representations.

In our contrastive learning approach, we start by applying two different data augmentations to an
input image, generating two augmented images. We then train our neural network f(-) to learn image
representations such that the encoding of two augmented images generated from the same input is as
similar as possible. This allows us to learn robust image representations without relying on any label
information. A detailed description of one training epoch is presented in Algorithm (1} and a visual
overview of our approach can be found in Figure[3.1]

Overall, our self-supervised contrastive learning approach is quite effective for the few-shot classifi-
cation task, allowing us to ignore labels completely and focus solely on learning robust image represen-
tations. This is a significant advantage over traditional few-shot learning approaches that rely on labeled
data, as our approach is more flexible and can be applied to a wider range of domains.

Given an input minibatch M, a stochastic augmentation module A generates two minibatches, one
of the query images MY, and the other of the key images /\/lfi\ by performing two different image
transforms. For a given query image, g the key image generated from the same input is denoted k., and
k_ otherwise. Pairs of query and key generated from the same input (g, k) are denoted positive and
negative (¢, k_) otherwise.

Encoder networks f(-) and g(-) are used to learn representations of key and query images, respec-
tively. Note that depending on the setting, these networks may be the same. Network f(-) is used for
downstream test time tasks. After computing the encoded representations R, of the key, and R, of the
query, the networks are trained to maximize the representation similarity for positive pairs, and mini-
mize for negative pairs. This is achieved by minimizing the following contrastive loss in Equation [3.1]

where 7 is a temperature hyperparameter, and s(-, -) is a similarity function.

exp s(Rq, Ry+)/T
exp S(Rq, Ry+) /T + RE exp s(Rq, Rp-)/T
k—

‘C(Rq’Rk‘h{Rk_}) = —IOg (31)

In our experiments, we use two recent works SImCLR [14] and MoCo [30], which fit into our overall
training framework above. In practive, both these approaches differ in how they generate positive and

negative sample pairs. We now present the specific details and training settings.

3.1.1 SimCLR Base

This training setting operates on minibatches of images rather than the entire dataset. From each
input minibatch of N images, two minibatches of key and query images are generated using stochastic

data augmentation. After applying image transforms, augmented minibatches of key and query images
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Algorithm 1 Overall Training Methodology
Input: Augmentation Module A(-)

Input: Encoders f(-) g(-)

Input: Constrastive Loss Module £(q, k™, {k™})
Data: Training dataset D,

Result: Trained network f(+)

for minibatch M in Dy, do

MY ME = A(M) ; // get augmented minibatches
{Ry} = f(MY); // encode query representations
{Ri} = g(M~); // encode key representations
for query R, in {R,} do
Ry+ = ChoosePositive (Ry {Ry}) ; // positive key image
{Ry-} =ChooseNegative (Rq {Ry}) ; // negative key images
L(Rq, R+, {Ry-}) ; // minimize contrastive loss
UpdateParams (f, g) ; // update network parameters
end
end
return f

are treated on an equal footing with no distinction. Each query image has a corresponding positive
key image, generated from the same input, and 2N — 2 negative key images, generated from different
inputs. Taking image order into account, this leads to a total of 2V positive pairs and 2N (2N — 2)
negative pairs. The same neural network, f(-), is used to encode both the key and query images. During
training, the network is optimized to maximize the similarity between the embeddings of positive image
pairs and minimize the similarity between negative pairs using the contrastive loss in Equation [3.1]
The cosine similarity function s(x,y) = x’y/|x||y|, is used to calculate the similarity between image
embeddings. This setup is referred to as OURS 'S in the results.

3.1.2 MoCo Base

In this setting, the few-shot task is formulated as a dictionary lookup problem, decoupling the number
of negative samples from the batch size. The dictionary consists of key images and the unknown image
to be looked up is the query. The goal of the encoder network is to map the query image to a vector that
is close to the vector of the correct class in the dictionary. This is done by minimizing a contrastive loss
function that encourages the encoded query vector to be close to the encoded vector of the correct class,
while pushing it away from the encoded vectors of the other classes.

In contrast to the previous setting, we use two different encoders for this task: a momentum encoder
and a non-momentum encoder. The momentum encoder is used to encode the key images and maintain a
set of positive and negative samples for each query, while the non-momentum encoder is used to encode

the query images from the dictionary. The momentum encoder is updated using a momentum-based
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weight update rule, which allows it to maintain a more stable set of positive and negative samples over
time.

The query (non-momentum) encoder is used for downstream few-shot tasks. This setting uses a dot
product as the similarity function for contrastive loss s(x,y) = xy and is referred to as OURS_M in

our results.

3.2 Label-Free Inference

Following standard literature [81]], our test phase consists of multiple C-way K -shot tasks, where
the model has to learn to classify new classes with very limited labeled data. In each task, the model is
presented with C classes that it has not seen during training, and it is given only K labeled examples
(key images) for each class. The model must then use these examples to classify 15 query images
(unlabeled) for each of the C classes.

The use of class labels in task generation is only for ensuring that the task is a valid few-shot learning
scenario, and does not provide any additional information to the model during testing. In fact, the
classifier used during testing, C¢, does not have access to class labels and can only match each query
image ¢ to its corresponding key image k based on its learned representation.

The matching process is based on the similarity between the query and key image representations
learned by the network f(-). The classifier C; returns the index j of the key image that is most similar
to the query image ¢ in terms of their learned representations. This is a form of nearest neighbor
classification, where the label of the query image is inferred from the label of its nearest neighbor in the
key set. This approach is often used in few-shot learning scenarios where the labeled data is limited,
and it has been shown to be effective in a variety of tasks. More importantly, this allows us to maintain
our label free setting. No parameter updates were made to the classifiers using the key or query images.

See Algorithm [2]for details and Figure [3.1] for a visual overview.

3.2.1 Label Free Classifiers

The inference framework in our experiments is based on using simple classifiers that are both compu-
tationally efficient and label-free. We draw inspiration from the work of [[15,/81]] and use the 1-Nearest
Neighbour classifier (1NN) from SimpleShot [81]], as well as a simplified version of the soft cosine
attention kernel (ATTN) from Matching Networks [80].

Our choice of these simple classifiers allows us to focus on the effectiveness of our training methods
while avoiding the need for labelled data during testing. This is especially important in few-shot learning
scenarios where labelled data may be scarce or non-existent.

The algorithm for the test phase is presented in Algorithm

The 1NN classifier is a simple Nearest Neighbour classifier. It simple chooses the key image which
minimizes the Euclidean distance in the embedding space between the key and the query image under
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Algorithm 2 Test Phase: N-way, K-shot Task
Input: Trained Encoder f
Input: Classifier Cy
Input: Similarity Function s(x,y)
Data: N x @ query images: {(¢;,yq,)}
Data: N x K test images: {(ki,yx,)}
Result: Accuracy on task
correct <— 0 foreach query image q; do
// return index of most similar key since classifier has no label
access
I =C¢(q,{k;}) if yq, == ys, then correct = correct + 1;
end
return correct/(N x Q)

consideration.
Cs(q.{k}) = argmin |f(q) — f(k;)I? (3.2)
J

The ATTN classifier used in the experiments described in the paper uses an attention mechanism to
choose the key image corresponding to each query. Specifically, the attention mechanism calculates a
softmax over the cosine similarity between the query and each key image. However, unlike the original
Matching Networks algorithm [80], which uses a weighted average over the labels of the key image set,
the ATTN classifier simply takes the arg max of the attention weights to identify the most similar key
image. This is because our classifier has no access to the probability distribution over the labels or the
number of labels, and we want to keep the inference framework label-free. More details on the inference

process can be found in Algorithm 2]

Crlq,{k}) = arg;naxa{k}(q, kj)
L expe(f(q), f(k)))
R = S ep el a)s F(k)

_ XYy
) = 1)

(3.3)
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Chapter 4

Label Free Experiments

We test various settings of our label-free framework using standard Few Shot Image Classification
benchmarks and evaluation protocols. This chapter presents details of our experiments and our results.
We test various settigns of our label-free framwork using standard Few-Shot Image Classification
benchmarks and evaluation protocols. These benchmarks evaluate few-shot learning algorithms on

three different datasets. This chapter presents details of our experiments and our results.

4.1 Experimental Setup

4.1.1 Datasets and Evaluation Protocol

We empirically evaluate the effectiveness of our label-free pipeline on three common few-shot image
classification benchmark datasets: minilmageNet [80], CIFAR-100FS [56]], and FC100 [56] (FewShot
CIFAR100).

The minilmageNet dataset [80] is a subset of ImageNet [[17] containing 100 classes and 600 examples
per class. Following [59], we split the dataset to have 64 base classes, 16 validation classes, and 20 novel
classes. Following [80], we resize the images to 84 x 84 pixels via rescaling and center cropping. The
CIFAR-100FS dataset is a subset of CIFAR-100 [43]], containing 100 image classes, with each class
having 600 32x32 images. Following the setup proposed in [56], we split the classes into 60 base, 20
validation, and 20 novel classes for few-shot learning. The FC100 dataset is also a subset of CIFAR-100.
The 100 classes of the CIFAR-100 [43]] dataset are grouped into 20 superclasses to minimize information
overlap between the superclasses. The train split contains 60 classes belonging to 12 superclasses, and
the validation and test splits contain 20 classes belonging to 5 superclasses each, following the setup
in [56].

Following established literature in the field, we follow a standard evaluation protocol [[61,81]]. At test
time, the classifier is presented with 10,000 tasks to calculate average accuracies and 95% confidence
intervals. Given the set of C' novel classes, we generate an N-way K -shot task as follows. N classes

are uniformly sampled from the set of C' classes without replacement. From each class, K key and
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2 = 15 query images are uniformly sampled without replacement. The classifier is presented with the
key images and then used to classify the query images. Following prior work [81]], we focus on 5-way
1-shot and 5-way 5-shot benchmarks. To highlight the efficacy of self-supervised label-free training
and keep our testing methods label-free, we use extremely simple non-parametric classifiers (1NN and
ATTN) over the base networks.

4.1.2 Models and Implementation Details

All experiments use a ResNet-50 [31]] backbone. SimCLR [14] pre-training is done for 500 epochs,
a learning rate of 0.1, nesterov momentum of 0.9, and weight decay of 0.0001 on the respective datasets.
For the training phase, distorting transforms of RandomResizedCrop and ColorDistortion were found
to achieve the best results. The augmentations use the default hyperparameters from the published
work [[14]. MoCo [30] pre-training is done for 800 epochs over the entire ImageNet [17] dataset
using the default parameters and details mentioned in their paper. Downstream tasks use the query
(non-momentum) encoder network. All code is published onfhttps://github.com/adbugger/
FewShot.

4.2 Results

This work aims to examine the performance of our label-free pipeline for Few-Shot Learning and
critique the performance benefits of traditional label-intensive frameworks. To that end, in addition to
simply comparing classification accuracy we categorize frameworks into supervised, semi-supervised
using labels, and semi-supervised without using labels. Further, a comparison of the number of labels
used is also presented. The number of labels used by the pipelines is compared using the following
strategy: if the network trains by performing gradient updates over the training labels, we count the
labels in the training set; if the network fine-tunes over the test labels or uses test labels to compute
class representations, we count the labels in the test set; if the network uses training and validation data
to report results, we count training and validation labels. Unless otherwise specified in the published
works, we assume that the validation set has not been used to publish results, and that the train and test
pipelines are the same.

4.2.1 Empirical Analysis

Tables {.1] @.2] and [4.3] present our results on the minilmageNet, CIFAR100FS and FC100 datasets
respectively. For a more comprehensive comparison, we also adapt the work presented in Wu et al. [84]
to include another unsupervised method in these results. Accuracies are averaged over 10,000 tasks
and reported with 95% confidence intervals. The number of labels used by the methods is computed
as follows: if the network trains by performing gradient updates over the training labels, we count the

labels in the training set; if the network fine-tunes over the test labels or uses test labels to compute
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Table 4.1: Average accuracy (in %) on the minilmageNet dataset. 'Results from [3], which did not
report confidence intervals. 2AmDimNet [[13] used extra data from the ImageNet dataset for training the
network used to report mini-Imagenet numbers. 3Results from our experiments adapting the published
training code from [84]. “Results on other datasets not available. OURS was implemented here using
OURS_S pipeline and ATTN classifier.

Settin
Approach L-shot g 5-shot Labels Used
MAML [)20] 49.6 £ 0.9 65.7 +0.7 50,400
CloserLook [[15]] 51.8+£0.7 75.6 £ 0.6 50,400
RelationNet [|73]] 524+ 0.8 69.8 £ 0.6 50,400
MatchingNet [|80] 52.9+0.8 68.8 £ 0.6 50,400
ProtoNet [69] 54.1+0.8 73.6 £0.6 50,400
Fully Supervised | Gidaris et al. [|25]] 554 +0.8 70.1 £ 0.6 50,400
TADAM [56] 585+03 76.7 £0.3 50,400
SimpleShot [|81] 62.8 +£0.2 80.0 0.1 38,400
Tian et al. [[76] 64.8 0.6 82.14+04 50,400
S2M2 [50] 64.9 + 0.2 83.2 £ 0.1 50,400
Gidaris et al. [24] 63.77 2045 80.70 & 0.33 50,400
Semi Supervised | Antoniou ez al. [3]' 33.30 49.18 21,600
With Finetuning | AmDimNet [|13])* 77.09 +0.21 89.18 + 0.13 21,600
Semi Supervised | Wu et al. [84]° 324 +0.1 39.7 £ 0.1 0
And Label Free | BoWNet [23]* 51.8 70.7 0
Ours 50.1 £0.2 60.1 £0.2 0

Table 4.2: Average accuracy (in %) on the CIFAR100FS dataset. IResults from [48]. 2Results from
our experiments adapting the published training code from [84]. OURS was implemented here using
OURS_S pipeline and ATTN classifier.

Settin
Approach L-shot g 5-shot Labels Used
MAML [20]* 589+1.9 715+ 1.0 48,000
RelationNet [73]! 55.0+ 1.0 69.3 0.8 48,000
ProtoNet [69]! 55.54+0.7 72.0 £ 0.6 48,000
Fully Supervised R2D2 [8]! 65.3+0.2 79.4 + 0.1 48,000
MetaOptNet [48] 72.8 £ 0.7 85.0+0.5 60,000
Tian et al. [[76] 739 £ 0.8 86.9 0.5 48,000
S2M2 [50] 74.8 + 0.2 87.5 + 0.1 48,000
Gidaris et al. [24] 73.62 +£0.31 86.05 +0.22 48,000
Semi Supervised | Wu et al. (84)? 27.1 £0.1 31.3+0.1 0
And Label Free | Ours 53.0 = 0.2 62.5 + 0.2 0
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Table 4.3: Avg accuracy (in %) on FC100 dataset. 'Results from [48]]. 2Results from our experiments
adapting published training code from [84]. OURS was implemented here using OURS_S pipeline and
ATTN classifier.

Setting
1-shot 5-shot
ProtoNet [69]" 3534+0.6 48.6+0.6 48,000
TADAM [56]* 40.1 04 56.1 £04 48,000
Fully Supervised | MTL [71] 451+18 57.6+0.9 60,000
MetaOptNet [48] 47.2+ 0.6 62.54+ 0.6 60,000
Tian et al. [76] 446 +0.7 60.9 +0.6 48,000
Semi Supervised | Wu ez al. [84]° 274+01 32440.1 0
And Label Free | Ours 371 £ 0.2 434+ 0.2 0

Approach Labels Used

class representations, we count the labels in the test set; if the network uses training and validation data
to report results, we count training and validation labels. Unless otherwise specified in the respective
works, we assume that the validation set is not used to publish results, and that the train and test pipelines
are the same.

Our method achieves strong baselines on the benchmarks while using extremely limited label in-
formation, as can be seen in the comparison with Wu et al. [84]], which operates in the same setting.
These are the only two methods across all benchmark datasets that use almost no label information.
Other methods are provided for comparison and the label count is calculated accordingly. The super-
vised methods use tens of thousands of labels, which can be very expensive depending on a particular
domain. Our methodology seeks to provide a pathway to solving problems in such settings with no
annotation cost whatsoever.

BowNet [23]] operates in a similar setting and performs well on the mini-Imagenet benchmark. There
are similarities to our pipeline but we believe that their 2-phase training approach can be seen as a more
information-rich version of our pipeline and explains the higher performance on 5-shot tasks. Phase
1 uses rotation [26] as a pre-training task to train network A. This network A is used to perform k-
means clustering in the representation space. Their hypothesis is that these clusters represent high
level features. In Phase 2, the k-means cluster assignments generated using network A are used as
supervisory signal to train network B to predict the cluster assignment probability in the presence of
image perturbations. This task of predicting a probability distribution over the cluster assignments is
more information rich than our task of detecting whether two perturbed images are coming from the
same input. The supervisory signal is a probability vector, instead of a binary decision. The explicit
decision to predict high level features also helps few-shot classification accuracy.

A higher number of input images increases the classification accuracy, as seen in our 5-way-5-
shot tasks. The best results are achieved over the challenging minilmageNet dataset, followed by CI-
FAR100FS and FC100 datasets. This is expected as FC100 is a coarse-grained classification task and is
specifically constructed to have dissimilar classes.
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Chapter 5

Further Inquiry

Our label-free framework is meant to be the first step towards machine learning systems that bridge
the gap between human and machine intelligence. While the previous chapter established the viability
of label-free few-shot, this chapter presents a qualitative analysis before exploring simple extensions to

our methods.

5.1 Qualitative Analysis

We present a visual representation of the performance of our image classification pipeline through
visual inspection of the learned representations. We demonstrate the generalizability of our model
and how it is able to capture meaningful visual features that are crucial for accurate classification.
Additionally, we analyze the impact of optimizing for a different metric (instead of image similarity)
on the model’s performance and provide insights into how they affect the learned representations. This
qualitative analysis not only serves as a useful tool for understanding the inner workings of our model

but also provides valuable insights for improving its performance in future work.

5.1.1 Classification Quality

We provide a qualitative analysis of our image classification results on the minilmageNet dataset us-
ing our OURS S pipeline. Figure[5.1|displays a mosaic of several examples, showcasing both successful
and failed classification instances. Our results are generally positive, with the network successfully de-
tecting an hourglass in the foreground of an image, even when a person is present in the background.
However, the network also made some mistakes, such as classifying a black and white polka-dotted
dog (DALMATIAN) as a HUSKY, which is a fine-grained classification task and a challenging few-shot
problem due to the close similarity between the two dog breeds. Nevertheless, our results demonstrate
that our method can achieve reasonable performance with limited label information when the classes

are coarse-grained and well-separated.
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Examples Correct Classification Incorrect Classification

Figure 5.1: Visualizing a few examples from the minilmagenet test set using the OURS_S pipeline. Far
Left: One labelled example visualized per class. Middle: Few correctly classified examples from the
test set. Right: Mis-classified examples. Similarity in texture and coarse object category are contribut-
ing factors for mis-classification.

5.1.2 Clustering Quality

Our label-free pipeline is based on the idea of image similarity, which means that images that are
similar should be represented by points that are closer together in a high-dimensional space. Conversely,
dissimilar images should be represented by points that are farther apart from each other. This can be
seen as a clustering problem, where similar images belong to the same cluster and dissimilar images
belong to different clusters. To evaluate the effectiveness of our pipeline, we use a tSNE embedding
technique to visualize the clusters formed by the representations of the minilmageNet test dataset that
were learned by our MoCo trained network. The quality of the learned representations is reflected in
the degree of separation between clusters in the tSNE embedding space. If the clusters are more distinct
and well-separated, it indicates that the network has learned better representations. Hence, we believe
that improving the semantic information captured by the learned representations in the final embedded
space is an important direction for future research.

In Figure [5.2] we show a tSNE plot of the entire test dataset embedded using the OURS M trained
network. Despite the dataset’s complexity, we can observe evident cluster separation in the tSNE em-
bedding. However, there is still room for improvement to further improve the cluster separation, which
can be achieved by exploring ways to enhance the semantic information in learned representations in
the final embedded space. One possible promising direction for future work is to use self-supervision to
improve the cluster separation further. In fact, we have experimented with such a pipeline in Chapter 5]
By improving cluster separation via self-supervision, we can obtain more pronounced clusters in the

final embedded space, leading to better performance in image similarity-based classification.
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Figure 5.2: tSNE embedding of the minilmageNet dataset using our MoCo trained network. Consid-
ering the complexity of the dataset, the separation is evident. Improving the clustering quality should
further improve test results, which is investigated in Section|[5.2.1]
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Table 5.1: A comparison of multiple classifiers on the minilmagenet dataset. Average accuracy and
95% confidence intervals are reported over 10,000 rounds. The _centroid classifiers use class labels

to compute the centroids per class. Best results per few-shot task are in bold.

. . . Setting

Training Testing L-shot 5.shot
INN 48.7+02 59.0+£0.2
Ours.S Attn 50.1+£02 60.1 +£0.2
1NN _centroid - 64.6 £0.2
Attn_centroid - 63.6 0.2
INN 4424+0.2 61.4+0.2
Attn 59.8+ 0.2 73.1+0.1
Ours M 1NN _centroid - 69.3 £0.1
Attn_centroid - 75.7+0.2
INN 46.8+ 0.2 61.2+0.1
Ours SF Attn 55.6+0.2 68.2+0.2
1NN centroid - 72.4+0.1
Attn_centroid - 72.1 £0.1

5.2 Extending the Label-Free Framework : Directions for Future Work

5.2.1 Focusing on clustering

The core of our proposed image classification framework lies in the comparison of similarity scores
of the input representations, which in turn relies on the minimization of the distance metric (described
in Equations and for samples belonging to the same class, and maximization for samples from
different classes. This distance minimization task is essentially equivalent to a clustering problem. Rec-
ognizing this similarity, we explore the idea of integrating clustering as a training step. This clustering
step can be seamlessly incorporated into our framework, given its flexible and general nature. Moreover,
since clustering is also a label-free approach, it aligns well with our overall label-free setting, making it
a natural extension to our framework.

In our experiments, we study the utility of the SelfLabel [88]] (OURS_SF in Tables[5.1[5.2] and[5.3)
method as a pre-training framework. This work simultaneously performs representation learning and
image label assignment. Since the label assignment is constrained to form good clusters in the represen-
tation space, this work is a good candidate to test our hypothesis, while requiring no labels at all. This
is a natural extension to our pipeline and fits in our label free few-shot setting, showcasing the adapt-
ability of our proposed pipeline. As shown in Table this improves performance on mini-ImageNet
by a significant amount. However, OURS_SF approach does not yield benefits on other datasets. More

complex clustering techniques and metrics can be investigated for future work.
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Table 5.2: A comparison of multiple classifiers on the CIFAR100FS dataset. Average accuracy and 95%
confidence intervals are reported over 10,000 rounds. The _centroid classifiers use class labels to

compute the centroids per class. Best results per few-shot task are in bold.

. . . Setting

Training Testing L-shot 5-shot
INN 52.04+0.2 61.7+0.2
Ours.S Attn 53.0+0.2 62.5+0.2
1NN_centroid - 65.8 +0.2
Attn_centroid - 63.8 £0.2
INN 322401 45.1+0.2
Ours. M Attn 446+0.2 56.7+0.1
1NN _centroid - 52.8 £ 0.1
Attn_centroid - 59.5 £ 0.2
INN 425+0.2 56.1+£0.2
Attn 49.3+0.2 61.6£0.2
Ours SF 1NN centroid - 65.7 £ 0.2
Attn_centroid - 64.9 £ 0.2

Table 5.3: A comparison of multiple classifiers on the FC100 dataset. Average accuracy and 95%
confidence intervals are reported over 10,000 rounds. The _centroid classifiers use class labels to

compute the centroids per class. Best results per few-shot task are in bold.

. . . Setting

Training Testing L-shot 5-shot
INN 36.0+£0.2 42.6+0.2
Ours.S Attn 37.14+0.2 434402
1NN _centroid - 47.2+0.2
Attn_centroid - 46.0 £0.1
INN 32.0+£0.2 41.3+0.2
Attn 383+0.2 474402
Ours M NN _centroid ; 477402
Attn_centroid - 48.8 +0.2
INN 3094+0.1 39.0+0.2
Ours SF Attn 33.44+0.2 41.3+0.2
1NN centroid - 44.6 £0.2
Attn_centroid - 43.5+0.2
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Visualizing clustering quality per few-shot task

To investigate the impact of clustering on the final N-way K -shot task, we analyse tSNE plots of
each task below (See Figures[5.4]and[5.3).

Each subplot consists of a visualization of one instance of a 5-way 5-shot task. Each task contains 5
key images and 5 query images for each of the 5 classes. The 100 inputs are then embedded using our
learned network weights and then visualized.

From our experiments, the various instances fall into two broad categories. The visualizations in
Figure show a certain degree of inter-class separation, but also have intra-class separation. Classi-
fication accuracy in these cases would be improved by a better clustering which maximizes inter-class
separation while simultaneously minimizing intra-class separation. This is a challenging setup in a
label-free environment.

The visualizations in Figure[5.4|show a different story. All images are clustered into a small common
center with a few far outliers. These cases show a complete failure of clustering. We hypothesize that
these represent local minima of our loss functions, where the contrastive loss is maximized by having
all inputs go to a common cluster center with some examples embedded a large distance away. These

cases require a more thorough examination to show consistent improvement.

5.2.2 Dimensionality Reduction

At test time, we classify images using image similarity. Since the similarity is directly affected
by the distance between representations in the embedded space, we also experiment with reducing the
dimension of our learned representations using Principal Component Analysis (PCA). We perform this
set of experiments using the OURS_SF pipeline since it trains by performing simultaneous clustering
and labeling, hence this pipeline is most likely to be affected by the embedding dimension. Without
PCA, the original dimension of our embeddings is 2048.

Once our backbone encoder network is trained, we use the learned weights to embed our entire
training set and perform PCA. At test time, we use the same transformation matrix to reduce the di-
mension of our test set. We experiment with various output dimension sizes and present our results in
Tables [5.4] [5.5] and[5.6] From the tables, we can see that the reducing the dimension using PCA does
not affect the accuracies much. The quality of the learned representations is not affected by a simple
linear transform. More complex dimensionality reduction techniques can be attempted as future work
to study this further.

5.2.3 Introducing Limited Label Information at Test Time

A natural extension to our label-free framework is to incorporate the limited number of labels
(1-5) from novel samples at test time to guide classification. We introduce CENTROID versions of
our classifiers: 1 Nearest Neighbour Centroid (INN_CENTROID), and Soft Cosine Attention Centroid
(ATTN_CENTROID), in the multi-shot setting. First the encoder network converts each novel key image
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Figure 5.3: Visualizing the clustering quality for specific instances of few-shot tasks. Each color repre-
sents an input from the same class. Best viewed in color.
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Figure 5.4: Visualizing the clustering quality for specific instances of few-shot tasks. Each color repre-
sents an input from the same class. Best viewed in color.
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Table 5.4: Results of our experiments on the minilmageNet dataset with different embedding dimen-
sions, using the Ours_SF pipeline. After learning network weights during training, we embed the train-
ing set and perform PCA to reduce the dimensionality of the representations. At test time we use the
same learned transformation matrix to reduce the dimensionality of the test set. Best results for each
dimension in bold. Accuracies averaged over 10,000 tasks and 95% confidence intervals are reported.

Output . minilmageNet

Dimensions Classifier 1-shot 5-shot
2048 INN 46.8+0.2 61.24+0.2
(no PCA) Attn 5554+0.2 68.2+0.2
1004 INN 469+ 0.2 61.2+02
Attn 55.6 £ 0.2 68.5+0.2
512 INN 46.7+0.2 61.1+0.2
Attn 5554+0.2 68.2+0.2
756 INN 470+ 0.2 612402
Attn 55.6 £ 0.2 68.3+0.2
128 INN 479+02 61.8+0.2
Attn 5524+0.2 67.8+0.2

Table 5.5: Results of our experiments on the CIFAR100FS dataset with different embedding dimensions,
using the Ours_SF pipeline. After learning network weights during training, we embed the training
set and perform PCA to reduce the dimensionality of the representations. At test time we use the
same learned transformation matrix to reduce the dimensionality of the test set. Best results for each
dimension in bold. Accuracies averaged over 10,000 tasks and 95% confidence intervals are reported.

Output Classifier CIFAR100FS
Dimensions ! 1-shot 5-shot
2048 INN 425+02 56.14+02

(no PCA) Attn 493 +£0.2 61.6+0.2
INN 425+0.2 5589+02

1024 Attn 494 +£0.2 61.6+0.2
512 INN 426£02 56.1+£02
Attn 495+0.2 61.7+0.2
256 INN 428+0.2 562+02
Attn 492 +£0.2 61.5+0.2
128 INN 432+£02 56.6+£02

Attn 49.1+£02 614+0.2
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Table 5.6: Results of our experiments on the FC100 dataset with different embedding dimensions, using
the Ours_SF pipeline. After learning network weights during training, we embed the training set and
perform PCA to reduce the dimensionality of the representations. At test time we use the same learned
transformation matrix to reduce the dimensionality of the test set. Best results for each dimension in
bold. Accuracies averaged over 10,000 tasks and 95% confidence intervals are reported.

Output . FC100
Dimensions Classifier 1-shot 5-shot
2048 INN 3094+0.1 389+0.2
(no PCA) Attn 334+0.2 41.3+0.2

INN 31.0£0.1 389102

1024 Attn 33.3+£0.2 415+0.2
512 INN 309 £0.1 389402
Attn 334+£02 415=£0.2
256 INN 31.1 £0.14 389+0.2
Attn 334+02 413=£0.2
128 INN 31,0+ 02 389+0.2

Attn 33.0£02 41.0=£0.2

to its representation. Following [69,80,81[], the CENTROID versions of these classifiers then compute
class representatives as the centroids of these representations. Few-shot classification is then done by
comparing each query image against each class centroid, essentially treating the class representative (or
exemplar) as the new key image for that class.

As shown in Tables [5.1] [5.2] and [5.3] the centroid versions of the classifiers increase accuracy by
5-10% in the multi-shot setting. Innovative methods of introducing label information without computa-

tional overhead present an interesting area for future work.

5.2.4 Data Transformation Techniques

The first step in our training pipeline is a data transformation step where we apply distortion trans-
forms to input data. This step generates augmented minibatches for self-supervised contrastive learning.
The goal of our pipeline is to maximize the similarity of learned representations for inputs generated
from the same image and minimize it for inputs generated from different images. The goal is to learn
representations which can be quickly generalized to new classes.

The choice of image transforms is a critical factor that can affect the quality of learned represen-
tations. Therefore, we extensively investigate the effect of the choice of data transformations on the
final accuracy. Following existing literature [|14] we analyze a wide range of transformations involving
random cropping, random flipping, color jittering, and gaussian blurring, and evaluate their impact on
the classification accuracy of our framework. Random cropping allows the network to learn translation
invariance, while horizontal flipping enables learning of rotational invariance. Color jittering can help

the network learn to be invariant to color changes in the input images, while rotation can improve the
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network’s ability to recognize objects in different orientations. However, different transforms may have
varying degrees of impact on the final performance, and some may even negatively impact it. Hence,
we conducted a series of experiments to determine the optimal combination of transforms for our spe-
cific task. This is crucial in ensuring the learned representations are of high quality, and our model can
generalize well to new, unseen data.

Based on [14] we experiment with three candidate data augmentation transforms: RANDOMRE-
SIZEDCROP, GAUSSIANBLUR, and COLORDISTORTION. We describe each of our data transformations
before presenting pseudocode for replicability.

For the RANDOMRESIZEDCROP transform, we first choose a random crop of the input image, resize
to the original size, and apply a random horizontal flip with probability 0.5

from torchvision.transforms import (

Compose, RandomResizedCrop, RandomHorizontalFlip, Normalize )

def RandomResizedCrop (options) :
return Compose ([
RandomResizedCrop (size=options.image_size),
RandomHorizontalFlip(0.5),
Normalize (options.image_mean, options.image_std),

1)

For the COLORDISTORTION transform, we first apply the color jitter transform over the 4 channels
of the image (red-green-blue-alpha) using a jitter strength hyperparameter, with a probability of 0.8,
followed by converting the image to grayscale with probability 0.2.

from torchvision.transforms import (

Compose, RandomResizedCrop, RandomHorizontalFlip, Normalize )

def ColorDistortion (options):
s = options.jitter_ strength
return Compose ([
RandomApply ([
ColorJitter (0.8%s, 0.8%s, 0.8xs, 0.2xs)
1, p=0.8),

RandomGrayscale (p=0.2),
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Normalize (options.image_mean, options.image_std),
1)

For the GAUSSIANBLUR transform, we apply Gaussian Blur with a probability of 0.5. The blurring

kernel is 10% of the input image size, with a standard deviation chosen randomly between 0.1 and 2.0 .

from torchvision.transforms import (

Compose, RandomResizedCrop, RandomHorizontalFlip, Normalize )

def GaussianBlur (options) :

kernel_size = options.image_size / 10

return Compose ([
RandomApply ([

GaussianSmoothing(
channels=options.image_channels,
kernel_size=kernel_size,
sigma=random.uniform(0.1, 2.0),
dim=2)

1, p=0.5),
Normalize (options.image_mean, options.image_std),

1)

Since each input pipeline uses 2 image transforms, we experiment with all three pairs of transforma-
tion functions across all our datasets and test time classifiers and report our results in Tables
From these tables, it is clear that the best results are achieved by a combination of RANDOMRESIZED-
CROP and COLORDISTORTION which outperform the other combinations by a ~ 15-20% across each
dataset and setting. Such a drastic improvement in accuracy based on the choice of data transform alone

indicates that experimenting with carefully crafted data augmentation transforms is a viable direction

for future work and improvements.
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Table 5.7: Results of our experiments with different combinations of data transforms. Crop refers to
RandomResizedCrop. Blur refers to GaussianBlur. Distort refers to ColorDistortion. Representations
learned using the Ours_S pipeline on the respective datasets. Accuracies averaged over 10,000 tasks and
95% confidence intervals reported. Best results in each setting in bold.

. minilmageNet

Transforms Classifier L-shot 5.shot
Crop+Blur INN 3347 £0.16 41.924+0.16
Attn 3479 £0.17 42.65 +0.16
Crop+Distort INN 48.65 2 0.20 58.98 +0.18
Attn 50.13 +0.21 60.09 + 0.18
Distort4Blur INN 21.96 £ 0.09 24.68 +0.10
Attn 2240 £0.10 25.77 +0.10

Table 5.8: Results of our experiments with different combinations of data transforms. Crop refers to
RandomResizedCrop. Blur refers to GaussianBlur. Distort refers to ColorDistortion. Representations
learned using the Ours_S pipeline on the respective datasets. Accuracies averaged over 10,000 tasks and
95% confidence intervals reported. Best results in each setting in bold.

. CIFAR100FS

Transforms Classifier L-shot 5-shot
Crop+Blur INN 36.17 £0.17 47.43 +0.18
Attn 37.97 £ 0.18 47.79 £ 0.18
Crop+Distort INN 51.96 £0.24 61.68 +0.20
Attn 52.90 = 0.24 62.46 + 0.21
Distort+Blur INN 2490 +£0.12 30.23 +£0.15
Attn 25.55+0.13 31.10 +0.15

Table 5.9: Results of our experiments with different combinations of data transforms. Crop refers to
RandomResizedCrop. Blur refers to GaussianBlur. Distort refers to ColorDistortion. Representations
learned using the Ours_S pipeline on the respective datasets. Accuracies averaged over 10,000 tasks and
95% confidence intervals reported. Best results in each setting in bold.

. FC100

Transforms Classifier L-shot 5-shot
Crop+Blur INN 31.91 £0.15 41.14 £0.16
Attn 32.80 £0.16 41.30+0.16
Crop+Distort INN 36.00 = 0.18 42.54 +0.17
Attn 37.09 - 0.19 43.39 + 0.18
Distort+Blur INN 22.08 =0.08 25.08 +0.10
Attn 2292 £0.10 26.93 +0.11
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Chapter 6

Conclusions

Deep Neural Networks have applications in many vision-related domains, such as generic image-
understanding to self-driving cars [[9]. This success is driven, in part, by the wide availability of large
amounts of data present in these domains. However, such networks require a huge amount of data and
compute power and cannot be easily adapted to domain with limited data or label availability.

To address this problem and to bridge the gap between human and machine intelligence, the field of
Few-Shot Learning aims to create learners that can generalize to novel classes using extremely limited
data. Conventional approaches in this area shift the label requirement from the novel set to the training
set. While such approaches are effective, it is not always possible to find high-quality labeled data which
is also related to the final task at hand.

To that end, this thesis proposes a Few-Shot learning framework that uses no labels. This has been
a more challenging setup compared to existing Few-Shot learners. Our proposed training and testing
pipeline is computationally simple, which makes it easier to adapt and modify. By leveraging self-
supervision for training and image similarity for testing, we achieve competitive performance while
using zero training or testing labels. However, this is 10,000 times fewer labels than existing state-of-
the-art.

In our ablations studies and extensions, we investigate the role of clustering quality in classification
accuracy. Due to the conceptually simple nature of our framework, we were able to adapt our pipeline
to use a clustering-oriented method, introduce limited label information at test time, and investigate the
effect of dimensionality. We also present a qualitative examination of classification performance and
present some failure cases. Finally, we show that by introducing limited label information at test time
we can achieve a 5-10% increase in accuracy without significant computational cost.

This thesis serves as a first step toward developing Few-Shot learners which require no labeled data,
increasing the applicability of deep neural networks and bridging the gap between human and machine

intelligence at the same time.
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