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Abstract

In this thesis, we work towards improving the representation of low-resource languages in the
digital world by easing the access and participation of these communities to reliable information hubs
like Wikipedia. Although the internet has brought in an information age, it is disproportionately
distributed amongst language communities since content and tools for low-resource languages are less
readily available. Recognizing the importance of Wikipedia as the primary source of reliable, unbiased
information, we seek to improve the information available by automatically generating Wikipedia articles
in low-resource languages to improve the quality and quantity of articles available.

Our work begins with XWikiGen, a cross-lingual multi-document summarization task that aims to
generate Wikipedia articles using reference texts and article outlines. We propose the XWikiRef dataset
to facilitate this, which spans eight languages and five distinct domains, laying the groundwork for our
experimentation. We observe that existing Wikipedia text generation tools rely on Wikipedia outlines to
provide a structure for the article. Hence, we also propose Multilingual Outlinegen, a task focused on
generating Wikipedia article outlines with minimal input in low-resource languages. To support this task,
we introduce another novel dataset, WikiOutlines, which encompasses ten languages over eight domains,
further enriching available multilingual tools for further research work.

An important question with text generation is the reliability of the generated information. For this,
we propose the task of Cross-lingual Fact Verification (FactVer). In this task, we aim to verify the facts
in the source articles against their references, addressing the growing concern over hallucinations in
Language Models. We manually annotate the FactVer dataset for this task to benchmark our results
against it. By exploring these three tasks, we highlight the disparity in content and tools available in
low-resource languages, underscore the importance of multilingual and cross-lingual tools in global
participation and propose innovative solutions to enhance Wikipedia’s accessibility and reliability for
low-resource languages.

Overall, we contribute multiple novel datasets and methodologies to automatic text generation and
highlight the importance of inclusivity in the Internet age. By tackling the challenges of article generation,
outline generation and fact verification, we pave the way for future advancements that promise to improve
the quality and quantity of information available to low-resource language communities of the world.
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Chapter 1

Introduction

In an era where internet and technologies effect every aspect of our lives, equitable access to informa-
tion remains a challenging task, especiall for low-resource languages. While in the current information
age we see abundance of web-pages and content available in English, languages spoken by smaller
communities struggle for representation on the web. Among the many endeavors to bridge this gap, auto-
mated text generation is a promising avenue, offering a easily scalable solution while taking advantage of
existing information.

This thesis delves into the problem of automated Wikipedia text generation in low-resource languages.
We highlight the importance of Wikipedia within these communities, review previous research in this
area, and explore various scalable methods to enhance the representation of these languages online.
As the foundational chapter of this thesis, we stress the need for developing robust natural language
processing (NLP) tools for low-resource languages, aiming to reduce the digital divide and preserve
linguistic diversity on the internet.

We also emphasize the significance of cross-lingual and multi-lingual tools in improving access to
information across diverse linguistic groups. These tools not only enable the sharing of existing internet
resources across languages but also enrich the digital landscape globally. Although text generation
remains our main focus, ensuring the reliability of content generation is extremely important. In this
context, we focus on the role of Wikipedia as a trusted source of information, motivating our exploration
of automated Wikipedia text generation in this thesis.

Finally, within this chapter, we outline our contributions to this field and provide an overview of the
structure that guides the subsequent sections of this thesis.

1.1 Motivation for work in Low-Resource Languages

1.1.1 Bridging the Digital Divide

In today’s world, access to the internet and information plays a crucial role in socio-economic
development, education and cultural preservation. Most of the information available on the internet is in

1
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Figure 1.1: No. of Wikipedia pages and size of text in GBs, using 20220926 Wikidump. Y axis is in the

Log Scale.

English and other high-resource languages, and this is reflected in Wikipedia as well. As is highlighted in
Figure 1.1, there are around ∼6.56 million articles in English, compared to an average of ∼90 thousand
articles for low-resource languages.

However, a significant portion of the world’s population speaks low-resource languages, which are
marginalized in the digital landscape. Despite the widespread availability and accessibility of the internet,
content in low-resource languages is scarce, limiting the ability of these communities to engage with
online resources, preserve their culture or access educational resources.

In Figure 1.1, we highlighted one example of where the digital divide exists, favoring content in
high-resource languages and perpetuating inequalities in access to knowledge and information. While
speakers of high-resource languages benefit from a wealth of digital resources, those who speak low-
resource languages face barriers to accessing information online, hindering their ability to participate
fully in the digital world. The majority of the content available on the internet being in high-resource
languages excludes people from low-resource communities from understanding and consuming informa-
tion. Furthermore, any subsequent research/tools made with the information on the internet as its base
predominantly caters to high-resource language, increasing the digital divide.

1.1.2 Preserving Linguistic Diversity

Having information available in low-resource languages is important for the preservation of linguistic
diversity, cultural heritage and traditional knowledge. However, the lack of digital content in these
languages poses a threat to their preservation and revitalization. We observe Wikipedia acting as a source
of preserving cultural heritage, where a lot of low-resource entities have pages without having a lack of
equivalent English Wikipedia pages. Across seven low-resource languages, on average, ∼42% of entities

2



hi ta bn ml mr pa or

Percentage 50.60 46.70 31.50 36.30 42.0 38.70 39.40

Table 1.1: Percentage of pages in Low-Resource languages without equivalent English Wikipedia page.

do not have a corresponding English Wikipedia page, implying that they are entities of local importance.
More specifically, we see the spread in Table 1.1, which tells us how low-resource language communities
use mediums like Wikipedia to store and convey their cultural history and knowledge about important
local entities.

Hence, it is important to work on low-resource languages, to increase content in LR languages directly
and to develop tools to help people from low-resource communities to share knowledge, culture and
information with the world.

1.2 Need for Multi-lingual and Cross-lingual tools

1.2.1 Accessibility of Information

In today’s interconnected world, where communication transcends linguistic boundaries, the ability
to understand and contribute content in multiple languages is becoming increasingly crucial. Since
the internet primarily has information in high-resource languages, it becomes difficult for low-resource
communities to contribute and learn from the internet. The language barrier also poses challenges related
to accessing information and collaborations across linguistic communities while ensuring the accuracy
and reliability of content.

The motivation to work on multilingual and cross-lingual research stems from the need for effective
communication and information access in diverse linguistic environments. Developing tools catering to
multiple languages allows low-resource communities to contribute better to the digital world, preserve
their culture and have access to reliable information. Research in cross-lingual tools is important since
it develops tools that can use the vast amount of information available in high-resource languages to
improve the content and its availability in low-resource languages.

1.2.2 Knowledge sharing in Cross-Lingual context

A possible method to improve existing knowledge in low-resource languages is to leverage existing
generic web content in those languages. It is not easy to do so, since even generic content exists very
sparsly in low-resource languages, as can be seen in Wikipedia (show in Figure 1.1) and large publically
available dumps like CommonCrawl [3].

In Wikipedia, the references to an article can be in a language different than the article’s language.
This enables authors and editors to verify information for articles in low-resource languages by having

3



references in high-resource languages. Table 1.2 shows statistics on the percentage of reference texts in
Wikipedia that are in the same language as the source Wikipedia article. We see that for the low-resource
languages, on average, the number is quite low, highlighting that there is not enough information in low-
resource languages available on the internet. The table also highlights the need for cross-lingual research,
which utilizes existing information in English to enhance available information in other languages.

Domain/Languages bn hi ml mr or pa ta en

books 16.5 14.9 9.9 12.3 0.0 5.2 28.2 94.8

films 21.5 10.4 21.0 6.5 0.0 1.2 10.9 96.8

politicians 21.4 31.2 8.4 25.0 0.0 1.9 8.7 90.0

sportsmen 1.4 1.7 1.2 2.5 0.0 0.2 1.1 87.2

writers 11.0 18.3 4.6 27.2 0.0 6.0 7.7 94.7

Table 1.2: Percentage of reference texts which are in the same language as source Wikipedia article.

1.3 Need for automatic Wikipedia text generation and verification.

1.3.1 Automatic Wikipedia text generation

Wikipedia is a vast repository of knowledge, but it constantly requires updates and expansions to
reflect the latest information and developments. Figure 1.2 displays the number of edits and new articles
made to Wikipedia in a period of 16 years (from 2006 up to 2022). We observe that the changes made to
English are significantly higher compared to changes made to low-resource languages.

To assist the contributors, and to fill gaps in low-resource languages, it is imperative to make use
of reliable information available in English and develop an automated cross-lingual tool to generate
Wikipedia articles reliably and efficiently. Naı̈ve methods like translation do not work, since there are
many entities in low-resource languages without a corresponding page in English as shown in Table 1.1.
Hence, a generative method is required for the creation and verification of Wikipedia pages, to ensure
reliable information is available to all.

1.3.2 Fact Verification for Text Generation

As previously illustrated, there is a growing need for cross-lingual tools capable of generating content
in Low-Resource languages. Multiple attempts have been made to automatically generate Wikipedia
content using information available on the net using language models. However, one of the well-known
issues with using language models for text generation is hallucination, which makes it difficult to be
confident about the reliability of automatically generated texts. Given that Wikipedia is used widely as a
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source of truthful information, it becomes imperative for any generated text to be supported by facts and
references.

Existing work has addressed fact verification at the sentence level in both monolingual and multilingual
settings, but no previous work is done at fact-level verification. Fact-level verification is necessary since
it ensures that each fact within a sentence is validated. Based on Table 1.3, the average number of facts
(indicated by a fact-triplet) within a sentence across all languages is observed to be approximately two.
Hence, the development of cross-lingual fact-level verification for Wikipedia articles becomes necessary
to allow for including automatically generated text in Wikipedia.

1.4 Cross-Lingual Multi-Document Wikipedia Article Generation

As stated above, Wikipedia as a source of information requires frequent updates to include relevant
new entities. Low-resource Wikipedia has a general lack of contributors, which makes it necessary for
us to develop a cross-lingual automated pipeline for article generation. Previous work on automated
Wikipedia generation focuses primarily on English, utilizing the English reference text to summarize and
generate the article. However, as shown in Table 1.2, monolingual summarization can not be a solution
to this problem.
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Figure 1.2: Number of edits or new articles on Wikipedia, 2006-2022 according to the 20220926

Wikipedia dump. Y axis is in the log scale.

5



Articles Sent Fact Avg Facts per Sent

or 2943 14575 24777 1.700

hi 15640 57424 112543 1.960

te 4896 25078 43278 1.726

en 51475 133054 298468 2.243

gu 1615 9561 17723 1.854

kn 3771 26083 48593 1.863

bn 25221 122008 238978 1.959

ml 13865 55750 103637 1.859

as 1492 10344 17190 1.662

ta 16477 57363 101089 1.762

pa 8835 30665 63664 2.076

mr 8858 20144 45017 2.235

Table 1.3: Data Statistics about Wikipedia Articles, Sentences and Number of Facts according to XAlign

Dataset [1] in People Domain

For these reasons, we propose the novel task of Cross-Lingual Wikipedia Article Generation (XWiki-
Gen), in which we generate the Wikipedia article by summarizing multiple reference documents. Since
this is a novel task, we also contribute a Cross-Lingual Wikipedia Reference Dataset (XWikiRef), cov-
ering ∼69k Wikipedia articles across five domains and eight languages. Using this dataset, we create
a two-stage summarization pipeline, where we input Article Title, Article Outline, References, Target
Language to generate the Wikipedia page in the target language section by section. The pipeline is
based on unsupervised Extractive Summarisation followed by Cross-Lingual Supervised Abstractive
Summarisation to generate text specific to each section.

Successfully addressing these challenges contributes to the enhancement of information available in
low-resource languages on the web and develops cross-lingual tools for low-resource languages as well.

1.5 Multilingual Wikipedia Outline Generation

Automated Wikipedia text generation is an important step towards improving the representation
of low-resource (LR) languages, and keeping information on Wikipedia up to date and reliable. An
important step towards easing the creation of Wikipedia pages is to have a structured outline as the
reference. Humans and automated generators both would benefit from having an automatically generated
structured outline to help them plan and write the article. To aid outline generation, we also impose the
constraint of doing so with minimal information in the form of entity name, language and domain, and
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propose the task of OutlineGen. We do this so that the user has to provide minimal information to get
started with writing an article.

There has been work previously done primarily on Wikipedia page generation (in English), and
even for work related to outline generation, it has been in English and includes a lot of information as
input. We are the first to propose Wikipedia Outline Generation as a task in a multi-lingual setting. The
challenges with OutlineGen tasks derive from the diversity in Wikipedia outlines across articles, even
for a given (language, domain) pair. The outlines seen across languages and domains are not consistent,
making it difficult to generate automated outlines.

Since we propose a novel problem, we also created a dataset WikiOutlines, to benchmark our work,
and encourage work on this work in the future. Our dataset contains Wikipedia outlines from ∼ 166k
pages across eight domains and ten languages. We then propose two methods, first based on finite state
automata, and the other based on multilingual transformers for this task, for which we give scores across
multiple metrics.

Addressing these problems, and finding an effective solution for them will be useful for planning
Wikipedia articles better for both human author/editor, and for automated pipelines. An existing outline
will also reduce humans’ work for editing since an automatically generated article will follow the outline,
generating relevant text.

1.6 FactVer Dataset and Task

In an era where the internet is filled with non-reliable information, Wikipedia stands out as a source
of verifiable and reliable content. With more automated methods of text generation, even for Wikipedia,
it has become important to automate the verification of facts represented in generated texts. To do this,
we present a novel approach for cross-lingual fact extraction and verification called FactVer.

Formally, we extract facts as a factoid (subject, relation, object) from the article, and label whether it
is supported by factoids extracted from citations and references. We keep the granularity of verification
at fact-level, instead of sentence-level like existing work, since we observe that many sentences have
multiple facts within them. Any method proposed for this task must be cross-lingual, since references
need not be in the same language as that of thesource article.

Since this is a novel task, we also created FactVer dataset, a manually annotated cross-lingual dataset
for fact extraction and verification. Having an annotated public dataset will help future work on this task,
as well as help us benchmark our methods on it. Our dataset spans ∼33k articles across six languages in
the people’s domain in Wikipedia.

Using the FactVer dataset, we work on the Fact Extraction and Verification task. This task is essential
since it streamlines the fact-checking process for authors and editors. Moreover, it allows us to verify
automatically generated Wikipedia articles and isolate instances of hallucinations. Successfully working
on this task would allow us to enhance existing web content in low-resource languages by ensuring the
reliability of the information.
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1.7 Thesis Contributions

Overall, this work highlights the need for more reliable information in low-resource languages on the
internet. To address this problem, we have developed tools to help automate the Wikipedia generation
and verification process. Formally, we make the following contributions:

• XWikiRef and XWikiGen: A cross-lingual multi-document dataset and task for generating
Wikipedia articles from their outline and references.

• WikiOutlines and OutlineGen: A multilingual dataset and task across eight domains and ten
languages for generation Wikipedia article’s outline given minimal information.

• FactVer: A cross-lingual automated pipeline for verification of a Wikipedia article from its
references.

1.8 Organization of Thesis

This thesis is structured as follows:

• Chapter 1: Introduction and Motivation (this chapter): Here, we motivate the need to increase
and enhance reliable information on the internet in low-resource languages. We consider Wikipedia
as the main source of reliable information and develop tools for it.

• Chapter 2: Related Work and Background: We discuss past works on Outline Generation,
Multilingual Generation, Cross-Lingual tools, Article Generation, Fact Extraction and Verification
to gain relevant background and basis for our work.

• Chapter 3: Dataset Preparation and Analysis: We discuss the need for outline generation and
article generation datasets and the process and details of curating our multilingual datasets.

• Chapter 4: Cross-lingual Generation of Wikipedia Articles: Using the XWikiRef dataset,
we create a pipeline for automatically generating Wikipedia articles from article outlines and
references.

• Chapter 5: Multilingual Generation of Wikipedia Outlines: We utilise the WikiOutlines dataset
to generate outlines for Wikipedia articles using minimal information (article title, language and
domain).

• Chapter 6: Cross-lingual Fact Extraction and Verification: We discuss the motivation and
creation of the FactVer dataset and propose an automated pipeline for verifying Wikipedia article
facts from its references.
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• Chapter 7: Conclusion and Future Work: Here, we summarise our work, re-iterating the
motivation and effect of our work. We also discuss possible future work that can be built on top of
it to enhance low-resource language content online.

9



Chapter 2

Related Work

Automated text generation has been a subject of keen exploration and study within academics working
on improving linguistic representation. Given our focus on text generation, information representation,
multilingual/cross-lingual generation, and fact verification, it is imperative to delve into the existing
research in these realms. This section offers a comprehensive review of previous works, spanning
various methods in text generation techniques, approaches to multilingual text generation, strategies for
summarization, and methodologies for fact verification. By delving into this body of literature, we aim
to better situate our own contributions within the broader landscape of advancements in Wikipedia text
generation for low-resource languages.

This chapter is dedicated to exploring text generation within the context of Wikipedia. Initially, we
delve into the realm of short-text generation for Wikipedia, which involves structured information in
various formats like factoids and tables into text, typically limited to a sentence or two. Following this,
our attention turns to long-text generation, where we aim to automate the creation of either sections or
entire articles on Wikipedia. While much of the existing research has focused on English, recent efforts
have started to embrace multilingual approaches.

Understanding the significance of a Wikipedia Outline as a useful structural tool for both humans
and automated systems, we go through past work concerning its automatic generation. Wanting a more
general understanding of multilingual and cross-lingual text generation, we survey various works on
summarization, drawing on multiple methodologies and available datasets. Lastly, we study the well-
established field of multilingual fact extraction and verification. Through a review of previous studies in
this domain, we seek to gain inspiration, deepen our understanding, and improve our own research.

2.1 Wikipedia Short Text Generation

Since Wikipedia has been such an importance source of content for information, there have been lot
of attempts to automate the process of generating information for Wikipedia. Exploration of automated
Wikipedia text generation has been a problem of interest for the past 5-6 years.
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Initial efforts in this field include [4], which introduces the WikiBio dataset (spanning over ∼700k
articles). In this, the authors use the infobox of articles as factual context, and the first sentence of
Wikipedia pages is used as the desired biography. Using neural seq-2-seq methods, they establish
that more context results in improved results. In [5] work on the WeatherGov dataset, which converts
table-like weather data into coherent sentences. They create a complext seq-2-seq architecture using
LSTMs [6] as encoder and decoder with an alignment layer. [7] and [8] also works on converting ordered
data (tables) to text using neural seq2seq architectures.

Work related to converting graphical structured data set include [9], which takes semantic triplets
from DBPedia and WikiData to convert it into texts. A notable contribution in this realm, [10], uses state-
of-the-art pretrained Transformer models [10] like BART [11] and T5 [3], which have found widespread
adoption in Fact-to-Text tasks.

Majority of the previous work for ordered-data to text generation have focused in English. Recently,
cross-lingual data to text generation has gained more attention, with works such as [1, 12] working on
it. In [1], they introduce a dataset, XAlign, with 0.45Million fact-to-text aligned samples across eight
languages. Acknowledging the lack of reliable information in low-resource setting, they also manually
anotate ∼5k samples to give gold dataset. On this data, they train multiple transformer models on this
with finetuned mt5 [13] giving the best results. To extend work on this dataset, [12] propose XAlignV2,
including annotated data for four more languages. They also conduct extensive experiments on best
models for the fact-to-text task, determining mt5 [13] with fact and structure aware inputs perform the
best.

2.2 Wikipedia Long Text Generation

Another important task for Wikipedia text generation is to generate Wikipedia articles automatically.
The significance of this task stems from the important role Wikipedia plays as a provider of reliable
information. Since each article in Wikipedia requires significant manpower to ensure quality, reliability
and significance, multiple studies have been done to help automate this process. In Table 2.1, we provided
a comparison between all existing datrasets to generate Wikipedia articles. [14, 15, 17] work on taking
external articles as input to generate full or parts of the Wikipedia article. Wiki Current Events Portal
(WECP) [17] takes in multiple news articles and an article title to generate the summary section for a
Wikipedia article. Compared to that, [14] take in a set of non-Wikipedia URLs as references to generate
the whole Wikipedia article. All of these studies have been on English with varying multi-document
inputs, highlighting the need for more work in a multilingual setting.

More recently, there have been studies done for generating summaries and paragraphs for Wikipedia
articles in a multilingual setting. Existing works like Multiling [18] and WikiMulti [19] take in the whole
Wikipedia articles as input to generate few sentences for articles in different languages. Although this
seems to be a good start, there is a marked difference between historical literature and models available
for English versus other low-resource languages.
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Dataset Input Output

WikiSum [14] Set of citation

URLs

Whole Wiki article

WikiAsp [15] Set of citation

URLs

One section in same lan-

guage

GameWikiSum [16] Professional video

game reviews

Gameplay Wikipedia sec-

tions

Wiki Current

Events Portal

(WCEP) [17]

Set of news arti-

cles

WCEP Summary

MultiLing’15 [18] Whole Wikipedia

article

First few Wikipedia sen-

tences in same language

WikiMulti [19] Whole Wikipedia

article

Intro paragraph in other

language

XWikiRef (Ours) Set of citation

URLs

One section in another

language

Table 2.1: Input-Output format of popular Wikipedia Summarization datasets.

A common limitation to these works has been to exclude section-specific intent during summarization,
generating article as a whole instead. Hayashi et al. [15] addresses this, where they work on section-
specific summarization by recognizing recognizing the main topics in the input text. While effective,
the reliance on the model to figure out latent subtopics introduces challenges in content selection. To
tackle this, our work related to Wikipedia text generation provides section-specific citations as input.
This allows us to study the summarization abilities of the model better since noisy references belonging
to other sections are excluded.

2.3 Wikipedia Outline Generation

In an article, its outline serves as a structured document playing acting as the spine of the article’s
content. The importance of article outlines are specifically high for authors and automated systems
which want to write or generate articles. The first paper highlighting the importance of automatic outline
generation and working on it was proposed by Zhang et al. [2]. In it, the task was to take in the whole
Wikipedia article as the input (without any delimiting information like sections or section-titles) and to
produce the section boundary and section titles. Formally, the first task was to identify the boundaries for
sections given the entire document text and the second task was to generate the required section heading
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for that specified section. They built a complex architecture using LSTMs [6] to perform both the tasks
simultaneously.

Recently, Maheshwari et al. [20] introduced a related task—creating a Table of Contents (or Outline)
for lengthy documents such as contracts and financial documents.In their case, the section distinctions
were already given, and the task was to generate the section titles in a way relevant to the varied
personalities of the readers. They model the section-title generation task as a question generation task
using BART [11], along with custom-defined rewards to nudge the generated output in the correct
direction.

Notably, both these efforts focused exclusively on English text. The extension of Outline Generation
for multiple low-resource languages introduces a different set of challenges which we address in our
work.

2.4 Multilingual Generation and Summarization

As highlighted in previous sub sections, majority of historical work in text generation has been in
English. Multi-Lingual and cross-lingual text generation has been a complex but important area where
much work has been done in the past 5-10 years. Since multi-lingual Transformer models like mT5 [13]
and mBART [21], amongst others, have been created, we have seen approaches towards many common
problems in a multi-lingual setting. Popular multi-lingual and cross-lingual NLG tasks include machine
translation [22, 21], question generation [23], summarization [24], style transfer [25], and multilingual
neural dialogue generation [26]. All these tasks showcase challenges often faced in multilingual context,
and propose baselines and dataset to improve future works on these.

In our case, we focus on summarization of texts in a multilingual context. In the past, relatively
less work has been done for this task in low-resource languages. One of the first papers on this was
MultiLing’15 [18], which introduced multi-lingual summarization in 30 languages. Later, datasets like
XLSum [27], MLSum [28], CrossSum [29], Global Voices [30], WikiLingua [31], WikiMulti [19] have
been created for cross-lingual summarization.

Consisting of ∼1.35M professionally annotated articles from BBC, XL-Sum [27] covers 44 of low to
high resource languages. CrossSum, released by Hasan et al. [29], extends the multi-lingual XL-Sum
with ∼1.7M instances of cross-lingual summaries. Another recent datasets are MLSum and GlobalVoices,
having ∼1.5M and ∼300K summaries in cross-lingual context covering 5 and 15 languages respectively.
Outside of the news domain, WikiLingua [31] covers ∼770k summaries extracted in 18 languages from
WikiHow.

We enrich this line of work by contributing a new cross-lingual multi-document summarization dataset,
a new multi-lingual outline generation dataset, and a cross-lingual multi-document fact verification
dataset.
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2.5 Multilingual Fact Extraction and Verification

With more and more work happening in the space of text generation, it has become important to
verify the content generated. Although there have been multiple studies on hallucinations [32, 33], we
want to focus on more grounded approaches highlighting areas with unsupported facts. The challenge of
structured fact extraction, often represented as a tuple of ¡subject, relation, object¿, from unstructured
textual data ahs been widely studied. Existing works in this field in multilingual context include [34] and
[35]. We take inspiration from the work done in [34], which works on fact extraction in Telugu and Hindi,
to extract facts in four other Indian languages without resorting to translation. Our proposed approach
for fact-extraction aligns closely with the approach presented in [35], but we extend this by exploring
alternative methods and including the challenging and important task of fact verification.

Fact Verification has been a problem of historical interest, with most old methods involving creation
of manually annotated datasets. The limitations of such approach is easy to see, requiring huge manpower
when including any new language or domain. Hence, automatic fact-extraction has become an important
problem to solve, and there have been multiple attemps to do so. One of the most famous benchmarks
for fact extraction is FEVER [36], which is a large-scale manually annotated dataset. There have been
multiple models and pipelines created to solve this task, including [37, 38, 39]. Amongst these, the works
working on a fact-level verification is [37], in which the authors propose a seq2seq model to generate
logical operations between spans of claims to determine claim verification. [39] involves using language
models for claim-generation in a zero-shot setting, generating questions to then verify the claim based on
existing context. Other works in this domain [38, 40] have been mostly monolingual and focussing on
sentence-level verification rather than at fact-level verification (which is more important to isolate and
identify wrong facts at a granular level). Works have also included Knowledge Graphs, where individual
facts can be added to the main graph [41], to then compare such represented facts between two graphs
and verify them [42, 43, 44].
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Chapter 3

Dataset Preparation and Analysis

We discuss the need and process of creating multilingual and cross-lingual datasets to improve the
encyclopedic content creation process in low-resource languages on the web. To create an automated
pipeline for Wikipedia article generation, we divide the problem into Outline Generation and Article Text
Generation. Since existing works on both problems were primarily in English, we must create a new
dataset to assist our work and future work on these topics.

3.1 XWikiRef: Cross-lingual Multi-document Summarization Dataset

3.1.1 Dataset Description and Creation

We first tackle the problem of generating a Wikipedia article, giving an article outline and relevant
references. We know that there are multiple references to a Wikipedia article and that they may be
in languages different from the source articles. As we had seen in Table 1.2, different languages of
references are especially observed in articles of low-resource languages; hence, our datasets must be
cross-lingual.

XWikiRef is a multi-document, cross-lingual, multi-domain summarization dataset with samples
across eight languages and five domains. The dataset was created to tackle the novel problem of
XWikiGen and aid future works on this topic. The task is to generate a Wikipedia article section-by-
section, using just the article outline and its references. Each sample in XWikiRef consists of an article
title, domain, source language, article outline and scraped reference texts. It also consists of the original
Wikipedia text, which is the target for each source sample.

First, we narrow down our language of interest to English (en), Hindi (hi), Bengali (bn), Marathi (mr),
Malayalam (ml), Tamil (ta), Odia (or) and Punjabi (pa) and our domains of interest to writers, books,
sportsmen, politicians and films. We use Wikipedia’s language-specific 20220926 XML dump to extract
relevant information. Before that, we filter content based on domains using the Wikidata API1, which
gives us a list of entities.

1https://query.wikidata.org/
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Once we get our extracted Wikipedia articles per language and domain, we prepare them for our
dataset. A few articles of high information in Wikipedia will have multi-depth subsections since they are
important entities. We consider the section title level 1 and the subsection title level 2. For any article
which is of more depth than 2, we merge it with its parent subsection. Now that we have our article
outline, language, domain, and article content, we will work on scraping references.

To get URLs mentioned in the reference section of Wikipedia, we use MediaWikiParserFromHell2, a
Python package. We want to extract data only from PDFs and web pages since most content is in those
two formats. We exclude any other format and keep a five-second cut-off time to scrape PDF/web pages.
After scraping, we use IndicNLP [45] to sentence-tokenize the text as phrases. We exclude any article
which does not have a single scrapable URL reference.

We split the dataset into train, test, and validation in 80:10:10 ration, and make it available publically.

bn hi ml mr or pa ta en Total

Books 313 922 458 87 73 221 493 1,467 4,034

Film 1,501 1,025 2,919 480 794 421 3,733 1,810 12,683

Politicians 2,006 3,927 2,513 988 1,060 1,123 4,932 1,628 18,177

Sportsmen 5,470 6,334 1,783 2,280 319 1,975 2,552 919 21,632

Writers 1,603 2,024 2,251 784 498 2,245 1,940 714 12,059

Total 10,893 14,232 9,924 4,619 2,744 5,985 13,650 6,538 68,585

Table 3.1: XWikiRef: Total number of articles per domain per language

3.1.2 Dataset Analysis

Our curated XWikiRef dataset has approximately 69k articles across all languages and domains,
details of which are presented in Table 3.1. Since Wikipedia has a differing number of articles depending
on language and domain, we get an observable difference in the number of articles per language per
domain due to it. In total, we have curated the dataset for 105k sections across all articles, the distribution
for which is also presented in Table 3.2.

2https://pypi.org/project/mwparserfromhell/
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Domain/Lang bn hi ml mr or pa ta en Total

Books 434 987 557 111 88 238 598 2,972 5,985

Film 2,139 1,363 3,737 676 1,351 476 4,781 4,766 19,289

Politicians 3,261 4,478 3,719 1,384 1,404 1,524 6,431 4,780 26,981

Sportsmen 9,485 8,118 2,642 3,056 485 2,624 3,769 2,698 32,877

Writers 2,598 2,743 3,435 1,166 896 3,034 3,113 2,409 19,394

Total 17,917 17,689 14,090 6,393 4,224 7,896 18,692 17,625 104,526

Table 3.2: XWikiRef: Total number of sections per domain per language

A Wikipedia article has multiple references in different languages, so our dataset is a cross-lingual
multi-document summarization dataset. Presented earlier, Table 1.2 shows the percentage of references
in the same languages as that of the article, which comes to an average of 15% for non-English Wikipedia
articles. We also see in Table 3.3 that the distribution of the number of references per article comes out
to approximately 5. For domain-wise distribution of number of references, Figure 3.1 shows how the
majority of domains have 5+ references, truly making it a challenging multi-document summarization
task.

bn hi ml mr or pa ta en Average

Books 3.62 2.61 2.59 2.07 3.46 2.30 2.40 6.34 3.17

Film 4.85 7.14 3.34 2.96 3.81 4.10 3.83 12.74 5.35

Politician 4.98 4.09 3.75 3.87 2.07 3.59 3.91 14.21 5.06

Sportsmen 6.37 8.30 6.96 4.20 3.93 4.49 6.38 21.88 7.81

Writers 5.20 5.46 4.16 3.74 2.85 3.34 4.20 17.61 5.82

Average 5.00 5.52 4.16 3.37 3.22 3.56 4.14 14.56 5.44

Table 3.3: XWikiRef: Individual and Average number of references per domain per language.
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Figure 3.1: Distribution of number of reference URLs across domains in our XWikiRef dataset

3.2 WikiOutlines: Multilingual Outline Generation Dataset

3.2.1 Motivation

The need for creating a multi-lingual outline generation dataset like WikiOutlines is deeply rooted in
enhancing the quality and scalability of Wikipedia text generation for low-resource languages. Although
existing dataset and work exists (WikiOG by Zhang et al. [2]), the motivation for WikiOutlines is driven
by the significant limitations in current datasets and methodologies for low-resource outline generation.
In our dataset analysis, we observe significant diversity in article structures across multiple domains and
lanuages which we hope to address and contribute to by creating a standard benchmarking dataset.

We assemble a dataset spanning ten languages and eight domains, focussing on low-resource indic
languages. We ensure that our dataset is not dominated by English articles due to it having more articles,
and instead ensure all languages are represented fairly. In our dataset and proposed task, our goal is to
generate a Wikipedia Outline using (entity, language, domain) as the input to ensure minimal information
from the users side is required. This initiative paves the way for models that can understand and replicate
the intricate structure of Wikipedia pages, making the process of creating and expanding Wikipedia
entries more efficient and inclusive.

3.2.2 Dataset Description and Creation

Works focusing on automatic Wikipedia text generation and our proposed dataset XWikiRef use
article outlines to improve the generation quality. Generating an entire Wikipedia page’s structural outline
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hi mr bn or ta en ml pa kn te Avg

politicians 53.4 63.7 36.6 35.3 32.4 9.4 20.5 27.9 17.7 13.0 31.0

cities 17.5 49.8 15.5 22.8 20.0 18.0 37.0 56.1 24.2 10.7 27.1

books 74.1 40.5 17.8 31.0 12.6 10.6 29.7 32.7 30.5 7.9 28.7

writers 33.9 36.8 15.7 15.2 11.9 7.3 15.0 16.7 11.7 8.3 17.2

companies 28.0 50.8 26.5 36.8 25.0 28.8 26.2 45.7 15.6 20.6 30.4

sportsman 44.2 69.2 22.6 22.8 39.3 14.7 22.7 39.1 16.2 10.5 30.1

films 17.4 20.8 19.9 38.4 17.1 21.8 17.1 28.0 40.9 30.3 25.2

animals 35.0 22.5 18.9 18.3 28.5 12.4 38.4 29.0 16.8 12.7 23.2

Avg 37.9 44.3 21.7 27.6 23.3 15.4 25.8 34.4 21.7 14.2 26.6

Table 3.4: Percentage of articles with outline same as the most-frequent outline of (language, domain)

pair

is the first step to automating the whole process. Given a (language, domain) pair, a naive approach is to
use the most frequently occurring article outline. Table 3.4 shows the percentage of articles with outlines
the same as the most frequent outline per (language, domain) for eight domains and ten languages. We
observe that, on average, only 26.6% of articles follow the templatized outline. Hence, we see that
Wikipedia has a huge diversity across outlines for various entities.

We propose the novel WikiOutlines, a multilingual multidomain dataset across eight domains and
ten low-resource languages. The dataset was created to tackle the problem of OutlineGen, which is the
task of generating the Wikipedia section outline by condition on (entity, language, domain) triple, and to
promote future work on this topic. Each sample in this dataset contains a Wikipedia entity, along with
the (language and domain) pairing it belongs to. Corresponding each (entity, language, domain) triple,
we provide the article outline in that language, which acts as the target generation for the task.

We start by narrowing down our languages of interest: English (en), Hindi (hi), Bengali (bn), Marathi
(mr), Malayalam (ml), Tamil (ta), Telugu (te), Kannada (kn), Punjabi (pa) and Odia (or), and domains
of interest: politicians, cities, sportsmen, books, writers, companies, animals and films using Wikidata
API. We retrieve the corresponding Wikipedia pages in our chosen languages using language-specific
20221201 XML dumps. The text on a Wikipedia page follows a standardized structure from which we
extract sections and subsections.

We split the dataset into train, test, and validation in 80:10:10 ration, and make it available publically.
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3.2.3 Comparitive Analysis

Past works for Wikipedia Outline Generation has been limited. As described in Chapter 2, there
has only been one paper which has worked on generating article outlines for Wikipedia articles, [2]
by Zhang et al. The importance of automatic outline generation has gained more traction as ability of
language models to generate texts have improved. We can see a detailed comparison in Table 3.6 between
our proposed dataset, WikiOutlines, and existing dataset from WikiOG. We observe that WikiOG is an
English-only dataset, containing multiple articles across three domains: cities, celebrities and music.
Compared to that, our dataset spans over ten languages and eight domains, with the intersecting domains
being cities. Another important detail about WikiOG dataset is the huge number of article size they are
covering, with the total being close to ∼1.8M. WikiOutlines, on the other hand, only covers about ∼166k
articles. The main reasoning for this is due to the huge difference in number of articles between English
and other low resource languages. To ensure that we are able to represent this difference, as well as
ensure that our trained transformer models do not suffer from long-tail classification problem, we reduce
the total number of articles.

3.2.4 Data Analysis

We analyze our prepared dataset across several parameters, the details of which are in the following
tables and figures.

We show the overall distribution of our dataset in Table 3.5 across all languages and domains, coming
out to ∼166k articles. We observe that sportsmen and politicians have the largest number of samples,
while books and animals have the lowest number of samples. From a language perspective, Odia and
Kannada have the lowest number of samples, while Bengali and Tamil are the richest languages.

hi mr bn or ta en ml pa kn te Total

politicians 6,617 3,815 8,071 1,336 5,885 566 3,405 1,589 699 1,808 33,791

cities 1,048 827 854 268 851 3,550 554 526 256 290 9,024

books 1,428 148 805 87 1,988 762 740 468 105 215 6,746

writers 3,474 1,882 3,605 564 3,005 758 3,475 3,320 1,128 1,339 22,550

companies 683 366 679 38 644 4,546 431 138 212 180 7,917

sportsman 9,476 11,556 13,154 408 9,808 177 2,583 2,327 660 640 50,789

films 4,959 1,033 3,655 920 6,504 1,165 3,934 618 1,704 3,621 28,113

animals 472 395 1,261 142 1,556 427 2,317 200 315 205 7,290

Total 28,157 20,022 32,084 3,763 30,241 11,951 17,439 9,186 5,079 8,298 166,220

Table 3.5: WikiOutlines: Total number of samples per domain per language
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WikiOG WikiOutlines

Number of Articles 1,757,145 166,220

Domains Covered 3 (cities, celebrities, music) 8 (animals, books, cities, companies,

films, politicians, sportsmen, writers)

Languages Covered 1 (en) 10 (en, hi, bn, ta, te, ml, kn, mr, or, pa)

Table 3.6: Comparison between WikiOG[2] and WikiOutlines dataset.
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Figure 3.2: Distribution of number of sections across various domains and languages in the WikiOutlines

dataset
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Next, Fig. 3.2 shows the distribution of number of sections across various domains and languages in
the WikiOutlines dataset. Notice that the y-axis is drawn in log scale. The figures show that for every
language and every domain, most samples have 2 sections, except for Marathi most samples have just 1
section. Amongst the languages, the distribution is flatest for English, where the number of samples with
≥10 sections is the highest. Amongst the domains, cities has a similar behavior.

Finally, we show word clouds of the most frequent Wikipedia section titles for each of the eight
domains in Fig. 3.3. Each word cloud contains the five most frequent titles per language. Section titles
for one language are shown using a single color. Font size indicates relative frequency. The word clouds
show the variety of section titles per (language, domain) pair.

3.3 Conclusion

In this chapter, we introduce two novel datasets: XWikiRef and WikiOutlines.
XWikiRef is designed as a cross-lingual multi-document summarization dataset aimed at facilitating

the generation of Wikipedia articles through reference summarization. It comprises of approximately
69,000 articles spanning five domains and eight languages. We envision XWikiRef to become a bench-
mark for research and future endeavors in automatic Wikipedia Text Generation.

On the other hand, WikiOutlines is a multilingual dataset crafted to streamline the Wikipedia genera-
tion process by generating outlines based on minimal information. With around 166,000 articles spanning
eight domains and ten languages, WikiOutlines is poised to support authors, editors, and automated tools
in their efforts to create outlines for Wikipedia articles across multiple languages and domains.
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books films politicians

sportsman writers cities

companies animals

Figure 3.3: Word clouds of most frequent Wikipedia section titles per domain. Each word cloud contains

titles across all languages. Section titles for one language are shown using a single color. Font size

indicates relative frequency.
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Chapter 4

Cross-lingual Generation of Wikipedia articles

4.1 Introduction

Wikipedia is a repository of reliable knowledge on various topics in multiple languages. However,
since each Wikipedia article requires authors to be fluent in the language and multiple editors to ensure
the quality, we observed a significantly reduced number of articles in low-resource languages than in
English.

To remedy the lack of articles in low-resource languages while not being dependent on native speakers,
it is imperative to create an automated pipeline for the cross-lingual generation of Wikipedia articles.
Cross-lingual generation helps in leveraging knowledge existing in high-resource or other languages to
generate articles in low-resource languages, improving access to reliable information for all.

Generating articles from multi-document summarization helps in the generation of more varied, less
biased articles having a lot more reliable information based on source documents than it would if it
generated on its own. A cross-lingual multi-document summarisation-based approach makes information
more accessible to people, helps in the preservation of their culture and linguistic heritage, as well as
bridges the gap in information available in low-resource and high-resource languages.

Our proposal for an automated pipeline is displayed in Figure 4.1, where our input is (Article Title,
Article Outline, Target Language, Reference URLs) and output is the generated article.

Overall, we make the following contributions:

• We create a large cross-lingual multi-document dataset, XWikiRef (Chapter 3), and motivate the
XWikiGen problem, where the task is to use (Article Title, Article Outline, Target Language,
Reference Text) as input to generate a Wikipedia Article.

• We experiment with multiple methodologies and observe that the best-performing model is a
two-stage extractive-abstractive summarization pipeline utilizing HipoRank and mBART.
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<hindi> 
रॉजर फ़ेडरर (जÛम 8 

अगèत 1981) एक åयवसा
Ǔयक िèवस टेǓनस ͨखलाड़ी 
हɇ, िजनकȧ वत[मान मɅ एटȣपी
 वरȣयता 2 है। उनके नाम 
2 फ़रवरȣ 2004 स े17 अग
èत 2008 तक 237 हāतɉ 
तक Ĥथम वरȣयता पर रहन े
का ǐरकॉड[ है। फ़ेडरर को åया
पक Ǿप स ेइस युग के महा
नतम एकल ͨखलाड़ी के Ǿप 

मɅ जाना जाता है।

<english> Roger Federer (born 8 August 
1981) is a Swiss former professional 

tennis player. He was ranked world No. 1 
by the Association of Tennis Professionals 

(ATP) for 310 weeks, including a record 
237 consecutive weeks, and finished as 

the year-end No. 1 five times. He won 103 
ATP singles titles, the second most of all 

time, including 20 Grand Slam singles 
titles, a record eight men's singles 

Wimbledon titles, an Open Era record-
tying five men's singles US Open titles, 

and a record six year-end championships.

Set of reference URLs
1. https://www.atptour.com/en/players/roger-federer/f324/bio
2. https://www.rediff.com/sports/2005/jul/04wimb1.htm
3. https://usatoday30.usatoday.com/sports/tennis/wimb/2005-07-03-roddick-marvels_x.htm

XWikiGen

<tamil> ேராஜƫ ஃெபடரƫ (ப�ற~© - 
ஆக{¢ 8, 1981) �வ�yசƫலா|ைதv 

ேசƫ|த ெட}ன�� வ �ரƫ. 20 
கிராzy சிலா� என~ப�� 
ெப¯ெவ�றி{ ெதாடƫகைள 

ெவ}²�ளாƫ. ேம´�, ெமா{த� 
302 வாரuக� தரவƬைச~ 
பy�யலி� «த� இட� 

ப��{தவராகº�, ெதாடƫvசியாக 
237 வாரuக� தரவƬைச~ 
பy�யலி� «தலிட� 

ெப�றி¯|தைம­� இவர¢ 
«tகிய சாதைனக¶� 

ஒ}றா��.

…

Section title
<hindi> पǐरचय
<english> Introduction
<tamil>அறி«க�

…

Figure 4.1: XWikiGen examples: Generating Hindi, English, and Tamil text for the Introduction section

from cited references.

4.2 Two-Stage Approach for XWikiGen

A Wikipedia article often has multiple references, in different languages spanning over thousands
of words. Table 3.3 shows the total number of references per section, and Table 4.1 shows the average
number of sentences per reference. Across all (language, domain) pairs, we see that the total number of
sentences, hence total text input, comes out to be very large. There exists work like Longformer [46]
and Reformer [47] which work on increasing context size and decreasing computation time by reducing
quadratic complexity of attention mechanism in transformers. Even with such works, multilingual
transformers are not able to practically handle huge context lengths of multiple references in a single go,
often leading to large time or poor performance.

To address the problem, we devise a two-stage process. Our goal is to reduce the large amount of
general text from input to focused and important sentences after the first stage, which serves as the input
to the second stage after which we get our abstractive summary. We think of two possible solutions
for the first stage, either create an intermediary dataset on which we can train supervised models or
to have a stage of unsupervised summarization. Creating a dataset is expensive, and very hard since
manual labeling requires people to know most languages present in the references. Hence, unsupervised
summarisation serves as the only viable option in our case.

We discuss the two stages in detail and other experiments we do in the following sections.
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bn hi ml mr or pa ta en

Books 200.2 117.9 1232.0 225.8 51.9 246.7 302.7 940.8

Films 223.9 320.6 91.9 105.6 345.9 172.6 192.5 1253.6

Politicians 1318.3 467.1 513.3 394.0 54.5 255.4 614.1 1540.9

Sportsmen 335.7 1166.3 406.9 167.5 724.0 253.5 714.0 1535.0

Writers 643.2 2032.5 800.1 385.5 118.5 351.0 1279.0 2061.3

Table 4.1: Average number of sentences in references of a section for each domain and language in

XWikiRef.

4.3 Unsupervised Extractive Summarization

For the extractive stage, our input is the set of citation texts, and the output is a subset of those
sentences. These sentences are ideally supposed to be the most relevant or salient based on which the next
stage of summaries are produced. For reasons mentioned in section 4.2, we experiment with unsupervised
extractive summarization. Our first approach is based on QA-GNN [48], and the second is based on
HipoRank [49]. We expand on the details of the approach in the following sections.

4.3.1 Using QA-GNN for Salience-Based Extractive Summarization

QA-GNN [48] solves the Question-Answering problem by calculating the relevance score for each
answer with respect to the Question-Answer context. We use the same structure to calculate the relevance
of each sentence by appending it with the section title (derived from the article outline provided in the
input) and calculating the relevance score for it. For Question Answering, they used a monolingual
Language Model to calculate the relevance. We change it to a cross-lingual pre-trained XLM-RoBERTa
[50] model to better suit our needs.

The relevance score with respect to the section title for each sentence in the reference acts as the
saliency of the sentence. We then greedily select the top-K sentences from our ranking to create our
extractive summary.

4.3.2 Using HipoRank for Importance-based Extractive Summarization

HipoRank [49] is a methodology used to get extractive summaries of long scientific documents. It
generates unsupervised summaries by creating hierarchical graphs using sentences and sections as the
two levels of nodes. To calculate the importance score of each sentence node, they asymmetrically weigh
edges connecting intra-sectional and inter-sectional nodes and combine them to get a node-level score.
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HipoRank was developed for English scientific document summarization, hence, to tweak it for our
use case, we use mBERT [51] for sentence-level node representation. Similar to HipoRank, we compute
section-level node representation using the mean representation of all its sentence-level representations.
We connect the sentence-level nodes to signify the local level importance of each node and connect
sentence and section-level nodes to signify the global level importance of each node. To reduce complexity,
edges connected two sentence-level nodes across sections are not allowed.

The nodes are given a score based on a combination of intra-section and inter-section level edge
weight, which in turn are calculated based on cosine similarity of node representations. We also add a
parameter based on closeness to the boundary of a section (beginning or end) based on the heuristic that
sentences closer to the section ending and beginning are more important. Combining edge connections
and boundary parameter, we get a score that represents the importance of each sentence node. We then
greedily select top-K nodes based on these scores, which act as our extractive summary.

4.4 Supervised Cross-lingual Abstractive Summarization

Although necessary, the first stage of unsupervised extractive summarization also brings up a few
problems. Firstly, since it is purely an extractive summary, the sentences extracted remain in the language
as that of the reference text. Secondly, these sentences are selected with no order in mind, hence
the extracted summary is not coherent. To solve these problems, we need a cross-lingual abstractive
summarization step, to create a coherent summary in our target language.

We look at two of the best cross-lingual seq-2-seq models for our use case, mBART [21] and mT5
[13]. mBART is an encoder-decoder transformer model pretrained on CommonCrawl dataset [3], while
mT5 is also an encoder-decoder transformer model pretrained on mC4 dataset 1. Both models have
proven to perform effectively across various multilingual and cross-lingual NLP tasks, and we use both
of them in our experiments. We use mBART-large variant having 12 layers each for the encoder and
decoder, with a total parameter size of 610.87 million, and mt5-base has 12 layers for the encoder and
decoder with a parameter size of 582.4 million. Hence, we ensure similar parameter sizes between both
models for fair experimentation.

Input to both models is from the training set of XWikiRef dataset, where the input is (Article Title,
Section Title, Target Language, Reference Texts). We use this input to generate the Wikipedia article
section by section.

1https://www.tensorflow.org/datasets/catalog/c4#c4multi-lingual_nights_stay
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4.5 Experimental Setup

4.5.1 Training Setup

For our first stage unsupervised extractive summarization, we perform computations on one GPU,
NVIDIA 2080Ti with 12GB of GPU RAM. QA-GNN based extractive summarization (subsection
4.3.1) requires us to use XLM-RoBERTa-base [50] for getting sentence-section title relevance score.
In HipoRank based extractive summarization (subsection 4.3.2), we use mBERT [51] to get sentence
representations. In both cases, we keep a maximum input length of 512 tokens, and a value of k to select
top-K sentences as fifty.

In our abstractive stage, we train our supervised model in a multi-GPU setting, utilizing NVIDIA V100
with 32GB of GPU RAM. We use ‘google/mt5-base’ and ‘facebook/mbart-large-50’ from huggingface to
get checkpoints of mT5 [13] and mBART [21] respectively. We keep a similar training configuration in
both cases, training the model for twenty epochs on a batch size of four on AdamW optimizer with 1e-5
as the learning rate. In this case, as well, we keep a maximum input length of 512 tokens.

4.5.2 Metrics Used

To measure our model’s performance on the XWikiRef dataset, we benchmark our performance using
standard text generation metrics.

• Rouge-L: It is an n-gram overlap-based metric to determine the correctness of generated text as
compared to gold text. In Rouge-L, the value of n for n-gram is the longest co-occurring n-grams
(Longest Common Subsequence) between prediction and reference.

• CHRF++: Another word overlap-based metric, but in this case CHRF++ includes F-score for
character level n-gram overlaps. It is built on top of chrf metric, with additional provisions to
account for cases number of characters differs in prediction and reference.

• METEOR: It is a more complicated metric, often used to represent more information than simple
token matching. It improves word matching between prediction and reference using synonyms,
stemming, word-order swapping and paraphrasing.

4.6 Multi-domain and Multilingual Setups

Our dataset spans eight languages and five domains, which leads to the question of how to train our
model. Possible options include training language-wise, domain-wise, (language, domain) pair-wise or
all together. In the case of having individual model per (language, domain) pair, we see that having 8X5,
or 40, models will be too inefficient, and will not benefit cross-lingual or cross-domain learning. Going
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through other options, we see that others are more feasible, with language-wise models needing eight
models in total and domain-wise models needing five models in total.

Based on previous literature, a single multi-lingual model performs better than multiple individual
models due to cross-lingual learning. With that in mind, we conduct the following experiments for
language-wise, domain-wise and combined setups to get the best possible results.

4.7 Results

To recall, we have multiple parameters across which we conduct our experiment. They include
the choice of extractive summarization (between QA-GNN and HipoRank), the choice of model of
abstractive summarization (between mT5 and mBART), different setups based on language and domain
choices (multilingual, multi-domain, multilingual and multi-domain). For all these experiments, we
compute the score for three standard text-generation metrics, Rouge-L, METEOR and CHRF++ across
XWikiRef, and present it in Table 5.1.

Based on scores across all parameters and training setups, we observe that multilingual and multi-
domain setup together consistently outperforms only multilingual and only multi-domain methods. This
lies in with observations from previous work related to knowledge learned across languages and domains.

Extractive Abstractive ROUGE-L chrF++ METEOR

Multi-

lingual

Salience mBART 15.59 17.20 10.98

Salience mT5 14.66 15.45 8.92

HipoRank mBART 16.96 19.11 12.19

HipoRank mT5 15.98 17.11 10.08

Multi-

domain

Salience mBART 19.88 22.82 15.00

Salience mT5 12.13 13.66 7.27

HipoRank mBART 18.87 20.79 14.10

HipoRank mT5 12.29 13.93 7.36

Multi-

lingual-

multi-

domain

Salience mBART 20.50 22.32 14.81

Salience mT5 17.31 18.77 11.57

HipoRank mBART 21.04 23.44 15.35

HipoRank mT5 17.65 19.04 11.74

Table 4.2: Results of XWikiGen across all different training setups. Highlighted in bold are the best

results per block, and underlined results are the best results overall.
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bn en hi mr ml or pa ta

ROUGE-L 14.49 7.46 29.01 20.67 12.25 25.54 16.89 17.09

chrF++ 18.58 10.55 28.38 20.41 15.30 27.31 13.49 21.90

METEOR 9.71 5.90 25.24 13.72 6.42 22.69 10.12 9.87
Multi-lingual HipoRank+mBART

bn en hi mr ml or pa ta

ROUGE-L 15.30 12.07 36.16 31.25 14.22 29.53 16.91 15.00

chrF++ 19.40 17.41 34.34 32.50 18.34 32.20 14.10 21.65

METEOR 10.34 9.59 31.02 24.86 8.89 26.86 10.01 9.29
Multi-domain Salience+mBART

bn en hi mr ml or pa ta

ROUGE-L 15.21 16.32 36.38 22.71 15.50 27.41 18.64 18.87

chrF++ 19.50 21.34 34.55 21.93 18.65 28.83 16.27 23.99

METEOR 10.24 12.74 31.24 14.88 8.84 23.93 11.6 11.26
Multi-lingual-multi-domain HipoRank+mBART

Table 4.3: Detailed per-language results on test part of XWikiRef, for the best model per training setup.

Overall, we see that the multi-lingual multi-domain method with HipoRank and mBART provides the
best results across all metrics. We see that HipoRank also mostly outperforms the QA-GNN based
extractive summarization, although the latter performs better in the case of multi-domain setup.

We also provide more specific results for language-wise and domain-wise scores in Tables 4.3 and 4.4
respectively. We observe that in most cases, multi-domain models perform much better than multilingual
models, with the exception of Tamil (ta). Perhaps counter-intuitively, we observe that languages like
English (en) and Hindi (hi) which are better represented on the internet benefit more from shifting to a
multilingual multi-domain setup from a pure multi-lingual setup. Generally, multilingual multi-domain
setup proves to be beneficial compared to multilingual or multi-domain setup, but for Marathi (mr)
and Odia (or) among languages and sportsmen in domains, which show slight losses when shifting to
multilingual multi-domain setup.

We also provide scores specific to each (language, domain) pair for our best-performing model in
Tables 4.5, 4.6 and 4.7. We see that overall, our works best for Hindi (hi), and reasonably well for Marathi
(mr) and Oriya (or). We also note the need for improved performance in Bengali (bn) and Malayalam
(ml).
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writers books sportsmen politicians films

ROUGE-L 10.12 3.65 20.61 22.01 14.60

chrF++ 10.76 3.58 22.94 24.34 18.36

METEOR 5.77 1.93 14.66 17.61 10.04
Multi-lingual HipoRank+mBART

writers books sportsmen politicians films

ROUGE-L 14.21 20.17 20.65 22.77 20.82

chrF++ 17.24 21.86 22.75 26.14 24.30

METEOR 10.06 16.26 14.71 18.88 14.81
Multi-domain Salience+mBART

writers books sportsmen politicians films

ROUGE-L 14.67 22.03 20.44 23.70 21.60

chrF++ 16.65 22.81 21.57 25.75 24.51

METEOR 9.81 17.55 13.84 18.92 15.11
Multi-lingual-multi-domain HipoRank+mBART

Table 4.4: Detailed per-domain results on test part of XWikiRef, for the best model per training setup.

ROUGE-L

writers books sportsmen politicians films

bn 10.61 9.43 15.78 17.46 15.75

en 13.04 15.62 18.53 13.32 20.15

hi 33.23 58.71 28.48 53.18 21.46

mr 15.37 17.00 26.77 20.06 24.15

ml 8.96 10.93 12.97 14.36 24.19

or 13.15 12.31 9.38 43.76 26.66

pa 14.96 12.35 24.54 16.59 17.15

ta 10.62 11.85 18.94 19.18 24.90

Table 4.5: Detailed results (ROUGE-L) for every (domain, language) partition of the test set of our

XWikiRef dataset, for our best XWikiGen model: Multi-lingual-multi-domain HipoRank+mBART.
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chrF++

writers books sportsmen politicians films

bn 14.72 14.19 20.28 21.21 20.03

en 19.71 18.90 22.80 20.00 24.13

hi 31.05 51.99 26.99 52.05 19.64

mr 14.68 16.24 26.84 18.12 21.82

ml 13.35 12.18 15.42 18.01 26.51

or 14.44 15.16 10.51 44.17 29.27

pa 13.42 12.39 21.32 14.02 13.82

ta 16.43 17.63 23.98 23.77 29.94

Table 4.6: Detailed results (chrF++) for every (domain, language) partition of the test set of our XWikiRef

dataset, for our best XWikiGen model: Multi-lingual-multi-domain HipoRank+mBART.

METEOR

writers books sportsmen politicians films

bn 6.13 5.66 10.56 12.99 10.39

en 10.65 11.62 13.89 11.47 15.09

hi 28.49 53.78 21.46 51.65 15.30

mr 7.40 9.50 20.14 10.74 14.30

ml 3.92 4.77 6.14 7.73 16.16

or 5.67 9.14 5.28 40.89 23.30

pa 8.59 7.48 16.54 9.80 9.63

ta 4.89 6.29 10.03 11.24 17.05

Table 4.7: Detailed results (METEOR) for every (domain, language) partition of the test set of our

XWikiRef dataset, for our best XWikiGen model: Multi-lingual-multi-domain HipoRank+mBART.

We also qualitatively verify the outputs from our best model across languages and domains. We
show these in Table ??, 4.9 and 4.10, where we observe that our model, in general, is coherent and
fluent to an extent. We see common errors associated with Transformers in them, like repeated string
tokens that break sentence structure, and hallucinations causing inconsistent facts mentioned in references
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Fi
lm

s

• http://www.thehindu.co
m/features/cinema/cine
ma-columns/blast-from-
the-past-chandra-
mohana-or-samooga-
thondu-
1936/article5668076.ece

ச|திர 
ேமாகனா 
(திைர~ப
ட�)/அறி
«க�

ta

ச|திரேமாகனா எ}ப¢ 1936 ஆ� ஆz� ெவள�வ|த 
தமி�{ திைர~படமா��. «¢ைர ேமாக} 
¬வ�ேடா} நி²வன{தினƬ} தயாƬ~ப�� ெவள�வ|த 
இ{திைர~பட{தி� எ�. ேக. ராதா, எ�. வ�. 
ெவuகyராம} ம�²� பல¯� ந�{¢�ளனƫ. 
இ~படமான¢ ெகா{தமuகல� எ�. எ�. �~ரமzய� 
எ}² அ~ேபா¢ அைழtக~பyட ெகா{தமuகல� �~© 
எ¸திய ச|திரேமாகனா அ�ல¢ ச«தாய{ ெதாz� 
எ}ற ©தின{ைத அ�~பைடயாகt ெகாz� 
எ�tக~பyட¢.

ச|திர ேமாகனா (Chandra
Mohana) 1947 ஆ� ஆz� 
ெவள�வ|த தமி�{ 
திைர~படமா��. எ�. 
எ�. வாச} 
இயtக{தி� ெவள�வ|த 
இ{திைர~பட{தி� எ�. 
ேக. ராதா, �. ஆƫ. 
ராமvச|திர} ம�²� 
பல¯� ந�{தி¯|தனƫ.

Sp
or

ts
m

en

• https://www.icc-
cricket.com/news/19393
83

• https://www.icc-
cricket.com/media-
releases/1212091

• http://www.espncricinfo.
com/story/_/id/2503371
7/associates-pathway-
2023-world-cup-
undergoes-major-revamp

2021 
पापुआ Ûय ू
ͬगनी 
ǒğकोणी 
सीरȣज 
(मई)/पǐरच
य

hi
2021 पापुआ Ûयू ͬगनी ǒğकोणी सीरȣज़ 2019–2023 आईसीसी ͩĐकेट 
ͪवæव कप लȣग 2 ͩĐकेट टूना[मɅट का 8 वां दौर होने वाला था, जो मई 
2021 मɅ पापुआ Ûयू ͬगनी मɅ खेला जाना था। यह नामीǒबया, पापुआ Ûयू 
ͬगनी और संयुÈत राÏय अमǐेरका कȧ ͩĐकेट टȣमɉ के बीच एक ǒğकोणीय 
राçĚ Įृंखला होती, िजसमɅ मैच एक Ǒदवसीय अतंरा[çĚȣय (वनड)े जुड़नार 
के Ǿप मɅ खेले जाते थे। आईसीसी ͩĐकेट ͪवæव कप लȣग 2 2023 
ͩĐकेट ͪवæव कप के ͧलए योÊयता माग[ का Ǒहèसा है। हालाँͩक, 12 
फरवरȣ 2021 को, कोͪवड-19 महामारȣ के कारण Įृंखला को èथͬगत कर 
Ǒदया गया था।

2021 पापुआ Ûयू ͬगनी Ěाई-नेशन 
सीरȣज़ एक ͩĐकेट टूना[मɅट था जो 
ͧसतंबर 2021 मɅ पापुआ Ûय ूͬगनी 
मɅ खेला गया था। यह पापुआ Ûयू 
ͬगनी ͩĐकेट टȣम और पापुआ Ûयू 
ͬगनी ͩĐकेट बोड[ (पीएनसीबी) के 
बीच एक ǒğकोणीय राçĚ Įृंखला 
थी, िजसमɅ पापुआ Ûयू ͬगनी और 
संयÈुत राÏय अमǐेरका के बीच 
एक Ǒदवसीय अंतरा[çĚȣय (वनड)े 
मैच खेला गया था। यह Įृंखला 
ͧसतंबर 2021 मɅ होने वालȣ थी, 
लेͩ कन कोͪवड-19 महामारȣ के 
कारण इसे èथͬगत कर Ǒदया गया 
था।

Table 4.8: Examples of XWikiGen using our best model in Sportsmen and Films domain.

and predictions. Both problems are well documented when it comes to cross-lingual generation, and
increasing the training data is known to alleviate it.

4.8 Conclusion

In this chapter, we motivate the problem XWikiGen, a cross-lingual multi-document summarization
task for generation Wikipedia articles automatically using references. Since references can be large
and in multiple languages, our methods and models must be cross-lingual in nature. Due to the large
context size of references, we propose a two-stage summarization pipeline, where the first stage is an
unsupervised extractive summarization to reduce the length of references to the most important few
sentences. We then use these sentences as input to our multilingual transformers (mT5 and mBART) for
supervised abstractive summarization to generate the article section by section.

We also introduce the dataset XWikiRef across eight languages and five domains, spanning approx-
imately 69,000 articles. Using this dataset, we benchmark our results with Rouge-L, CHRF++ and
METEOR as our metrics. We observe that in most cases, HipoRank + mBART performs the best for
generating the Wikipedia article. We also provide analysis of both quantitative and qualitative results. To
encourage further research in this topic, we make our code and dataset public.
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Bo
ok

s

• https://www.nytimes.com/books/
97/07/13/reviews/970713.13polk
lt.html

േകാൾ
Ĺ 
െമൗŪ
ൻ/ആമു
ഖം

ml

േകാൾĹ െമൗŪൻ 1997 ൽ ŗപസിŴീകരിŚെżŨ ചാൾŏ 
േŗഫസിയർ എഴുതിയ ഒരു ചരിŗത േനാവലാĻ. ഈ 
േനാവലിŀ യു.എŏ. നാഷണൽ അവാർĹ േഫാർ 
ഫിŜൻ എŹ പുരŏകാരം ലഭിŢിŨƧŪ്.അേമരിŚൻ 
ആഭŖŵരയുŴŮിൻെറ അവസാനകാലŮ് യുŴŮിൽ 
പെŠടുŮ േകാൺെഫഡേറƃ് േസനയിെല ഡƙിയു. പി. 
ഇൻമാൻ എŹ മുറിേവƃ ൈസനികനാĻ ഈ കഥയിെല 
േകŗŷകഥാപാŗതം. അേųഹം അഡ മൺേറാെയŹ തൻെറ 
ŗപണയിനിയുെട അടുŮു തിരിെŢŮുവാനായി 
മാസšേളാളം ഏകനായി നടŮുŹ യാŗതയാĻ കഥയുെട 
ഇതിവൃŮം. േഹാമറിൻെറ ഒഡീസിയുമായി ഈ 
േനാവലിŀ അേനകം സാദൃശŖšളƧŪ്.

ഒരു അേമരിŚൻ 
േനാവലിƊാĻ േകാൾĹ 
െമൗŪൻ (ജീവിതകാലം: 1798–
1831). അേųഹŮിŀെറ 
ഏƃവും ŗപശŏതമായ 
േനാവലായ േകാൾĹ െമൗŪൻ, 
നŖൂേയാർŚ് ൈടംസിŀെറ 1997 
െല മികŢ േനാവലിനുƄ 
അവാർĹ േനടി.

Po
lit

ic
ia

ns

• https://timesofindia.indiatimes.co
m/city/patna/all-eyes-on-4-seats-
in-khagaria-
district/articleshow/78939785.cm
s

• https://web.archive.org/web/202
01204042405/https://www.jansat
ta.com/lifestyle/bihar-election-
ljp-khagaria-candidate-renu-
kumari-kushwaha-spent-24-and-
half-lakhs-on-jewelry-and-cars-
owns-this-much-
property/1564879/

• http://164.100.47.194/loksabha/
Members/memberbioprofile.aspx
?mpsno=537&lastls=13

ਰੇਣੂ 
ਕੁ©ਾਵਾਹਾ/
ਜਾਣ-ਪਛਾਣ

pa

ਰੇਣੂ ਕੁ©ਾਵਾਹਾ (ਿਜਸ ਨੰੂ ਰੇਣੂ ਕੁਮਾਰੀ ਿਸੰਘ ਵੀ ਿਕਹਾ ਜ�ਦਾ ਹੈ), ਇੱਕ ਭਾਰਤੀ ਿਸਆਸਤਦਾਨ, 
ਲੋਕ ਜਨ©ਕਤੀ ਪਾਰਟੀ ਦੀ ਆਗੂ ਅਤੇ ਿਬਹਾਰ ਦੀ ਇੱਕ ਸਾਬਕਾ ਰਾਜ ਮੰਤਰੀ ਹੈ। ਉਹ 
ਖਗੜੀਆ ਦੀ ਰਿਹਣ ਵਾਲੀ ਹੈ। ਉਹ ਅਤੀਤ ਿਵੱਚ ਸਮਤਾ ਪਾਰਟੀ ਅਤੇ ਜਨਤਾ ਦਲ 
(ਯੂਨਾਈਿਟਡ) ਤ� ਲੈ ਕੇ ਭਾਰਤੀ ਜਨਤਾ ਪਾਰਟੀ ਤੱਕ ਕਈ ਿਸਆਸੀ ਪਾਰਟੀਆਂ ਨਾਲ ਜੁੜੀ ਰਹੀ 
ਹੈ। 2015 ਿਵੱਚ ਉਸਨĂ  ਭਾਜਪਾ ਦੀ ਿਟਕਟ 'ਤੇ ਸਮਸਤੀਪੁਰ ਿਵਧਾਨ ਸਭਾ ਸੀਟ ਤ� ਚੋਣ ਲੜੀ, 
ਿਜੱਥੇ ਉਹ ਆਰ.ਜੇ.ਡੀ. ਉਮੀਦਵਾਰ ਤ� ਹਾਰ ਗਈ।

ਰੇਣੂ ਕੁ©ਾਵਾਹਾ ਇੱਕ ਭਾਰਤੀ ਿਸਆਸਤਦਾਨ ਹੈ। ਉਹ 
ਭਾਰਤੀ ਜਨਤਾ ਪਾਰਟੀ ਦਾ ਮ�ਬਰ ਹੈ ਅਤੇ ਭਾਰਤੀ 
ਜਨਤਾ ਪਾਰਟੀ ਦੀ ਨੁਮਾਇੰਦਗੀ ਕਰਦਾ ਹੈ।

Table 4.9: Examples of XWikiGen using our best model in Books and Politicians domain.

Domain Reference URLs
Entity/
Section Lang Reference Text Generated Summary

W
rit

er
s

• http://www.columbi
a.edu/itc/mealac/pri
tchett/00ambedkar/
timeline/graphics/yo
uth.html

• http://www.columbi
a.edu/itc/mealac/pri
tchett/00ambedkar/
timeline/1890s.html

• http://www.columbi
a.edu/itc/mealac/pri
tchett/00ambedkar/
txt_ambedkar_waiti
ng.html

ভীমরাও 
রামজী 
শাকপাল/Ƶথ
ম জীবন 
এবং িশǘা

bn

ভীমরাও রামজী শাকপাল যুবক থাকাকালীন 'ĺমাহ' (Mhow) অǹেলর (বতŪ মান মধƟ 
Ƶেদশ) এবং ĺকȰীয় সামিরক ĺসনািনবােস িƷǅশ কতৃŪ ক ʆািপত শহের আে˘দকর 
জȶƣহণ কেরিছেলন। িতিন িছেলন রামজী মােলাজী শাকপাল (Ramji Maloji Sakpal) 
এবং ভীমাবােইর (Bhimabai) ১৪তম তথা সবŪকিনɵ পুƯ। তার পিরবার িছেলন 
মারা˷ অধƟুিষত বতŪ মান কােলর “মহারাɲ”-এর রȔিগির ĺজলার “আে˘াভাদ” 
(Ambavade) শহের। তারা িহȱ ুসɏদােয়র অিধভুǏ িছল (মহর জািত), যারা 
অʊশৃƟ জািত িহেসেব এবং Ƶচȉ আথŪ-সামািজক ĻবষেমƟর িশকার হত। আে˘দকেরর 
পূবŪপু˙েষরা িছেলন িƷǅশ ইʁ – ইিȨয়া ĺকাɑািনর ĺসনা এবং তার িপতা “রামজী 
শাকপাল” ĺমাহ ĺসনািনবােসর ভারতীয় ĺসনা িহেসেব িনযǏু িছেলন, িতিন ĺসকােলর 
গৎবাঁধা িশǘাপȝিতেত মারা˷ এবং ইংেরিজেত িডিƣ লাভ কেরিছেলন এবং ĺসইসােথ 
িতিন Ƶাথিমক িবদƟালেয়র িশǘা লােভ কেঠার পিরƽেম সȭানেদর উʸȝু কেরন। 
কিবর পােȮর মেত, রামজী শাকপাল তার সȭানেদর িহȱ ুসংɾৃিত সɑেকŪ  অধƟয়ন 
করেত উʸȝু করেতন। যিদও আে˘দকর িবদƟালেয় ĺযেতন, তােক অনƟানƟ অʊশৃƟ 
িশ˝র নƟায় আলাদা কের ĺদয়া হত। িশǘকগণ তােদর Ƶিত অমেনােযাগী িছেলন এবং 
ĺকােনা˚প সহেযািগতাপূণŪ মেনাভাব ĺপাষণ করেতন না। তােদর ĺƽিণকেǘর ĺভতের 
বসার অনুমিত িছেলা না, এমনিক তােদর যিদ তৃɶা ĺপেতা উǮবেণŪর ĺকােনা একজন 
এমন উǮতা হেত ĺসই পািন ĺঢেল পান করােতা, যােত িনচুজােতর িশǘাথʗরা বা 
পািন বা পািনর পাƯ ʊশŪ না করেত পাের । এই কাজǅ সাধারণত আে˘দকেরর 
জনƟ করেতা িবদƟালেয়র চাপরাসী (Peon) এবং যিদ িপওন না থাকত বা না আসত, 
তখন সারািদন পািন ছাড়াই কাটােত হেতা, আে˘দকর এই অবʆােক এভােব আখ

ভীমরাও রামিজ আে˘দকর ১৯৪০ সােলর ২৪ĺশ 
নেভ˘র কলকাতায় জȶƣহণ কেরন। তার িপতার 
নাম ফা˙ক আে˘দকর এবং মাতার নাম অǻিলনা 
আে˘দকর। িতিন কলকাতা িব˞িবদƟালয় ĺথেক 
ʇাতক িডিƣ অজŪ ন কেরন। এরপর িতিন কলকাতা 
িব˞িবদƟালেয় অধƟাপনা ˝˙ কেরন। এরপর িতিন 
কলকাতা িব˞িবদƟালয় ĺথেক ʇাতেকাȑর িডিƣ 
অজŪ ন কেরন।

Fi
lm

s

• https://www.rogere
bert.com/reviews/st
ranger-than-
paradise-1984

Stranger 
Than 
Paradise/I
ntroducti
on

en

Stranger Than Paradise is a 1984 American black-and-white absurdist 
deadpan comedy film, co-written, directed and co-edited by Jim 
Jarmusch, and starring jazz musician John Lurie, former Sonic Youth 
drummer-turned-actor Richard Edson, and Hungarian-born actress 
and violinist Eszter Balint. It features a minimalist plot in which the 
main character, Willie, is visited by Eva, his cousin from Hungary. Eva 
stays with him for ten days before going to Cleveland. Willie and his 
friend Eddie go to Cleveland to visit her, and the three then take a trip 
to Florida. The film is shot entirely in single long takes with no 
standard coverage.

Stranger Than Paradise is a 1984 American 
drama film directed and co-written by 
Roger Ebert and starring John Lurie and 
John Travolta. The film tells the story of 
Willie (Lurie) and his cousin Eva (Travolta) 
traveling from Hungary to New York City in 
search of a place to stay. The film received 
positive reviews from critics, with praise 
for Lurie's performance, his direction, and 
the film's screenplay. It was nominated for 
the Academy Award for Best Original 
Screenplay.

Table 4.10: Examples of XWikiGen using our best model in Writers and Films domain.
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Chapter 5

Multilingual Generation of Wikipedia Outlines

5.1 Introduction

Wikipedia has been the most popular source of factual and neutral encyclopedic information for
millions of users. Although English Wikipedia is rich with ∼7M articles, number of Wikipedia pages in
nine low resource (LR) languages which we consider in our work add to ∼100K. Unfortunately, recent
efforts towards enriching LR Wikipedia over the years have also not been as encouraging as for English
as mentioned in Chapter 4. Hence, automated text generation for low-resource Wikipedia is critical.

One of the methods discussed for automatic Wikipedia article generation in Chapter 4 for low-resource
languages was translation. A key reason, as mentioned previously, why it does not work is due to the
number of pages existing in low-resource languages without a corresponding page in English or other
high-resource languages. Table 1.1 in Chapter 1 shows this in detail, and expands on the need for
automatic generation of articles.

To generate an entire Wikipedia page, it is important to first generate the structural outline and then fill
the sections with LR language text using these existing methods. We discuss the frequency of templatized
outlines observed in Wikipedia pages across languages and domains in Chapter 3, Table 3.4, which shows
that 26.6% of all articles follow templatized outlines. Thus, we need to design a method that generates
the Wikipedia section outline by conditioning on (entity, language, domain) triple. Again, translating the
outline from the corresponding English Wikipedia page is not effective because (1) several LR pages on
Wikipedia do not have equivalent pages on English Wikipedia, and (2) Often, LR Wikipedia exists for
LR communities. Here, the pages are written by LR language editors for people of the LR communities.
Hence, their outlines differ significantly from the outlines for corresponding Wikipedia pages (if they
exist).

Hence, we propose the task of Outline Generation, OutlineGen, for Wikipedia articles, which is a
novel task to generate Wikipedia-styled outlines given an article’s (entity, language, domain) triple. Since
our goal is to generate Wikipedia outlines for entities where no Wikipedia page already exists, we take
minimal inputs (entity, language, domain) for the task. Fig. 5.1 shows examples of OutlineGen task for
the “Roger Federer” entity (which belongs to the sportsman domain) for English, Bengali and Telugu
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Roger Federer, 
Sportsman, English

Roger Federer, 
Sportsman, Bengali

Roger Federer, 
Sportsman, Telugu

OutlineGen

Early and personal life, Tennis career, National and international 
representation, Rivalries, Legacy, Player profile, Equipment and 

apparel, Off the court, Career statistics, Records

ব���গত জীবন, েটিনস ক�ািরয়ার, �িত���তা, েখলার ধরন, 
সর�াম ও েপাশাক, িব�াপেন উপ�াপন, স�াননা, ক�ািরয়ার
পিরসংখ�ান (personal life, Tennis career, competition, game 

style, Equipment and clothing, Representation in advertising, 
honor, Career statistics)

�ల� ం, �����తం, �����, ��ం�న ��ండ్ �� ం
���� , �ం�ల్�  � ఫ��ల �� �షణ (childhood, sports life, 
Records, Grand Slam titles won, Analysis of results in singles)

Figure 5.1: OutlineGen examples: Generating outlines for the “Roger Federer” entity (which belongs to

the sportsman domain) for English, Bengali and Telugu Wikipedia pages.

Wikipedia pages. These outlines could help human editors to plan the article content better. These
outlines could also help improve the quality of the automatically generated text (using methods like
[52, 14, 53, 54]) and hence reduce human post-editing efforts.

For the OutlineGen task, we benchmark our results against the WikiOutlines dataset mentioned in
Chapter 3. WikiOutlines, which contains Wikipedia section outlines from ∼166K Wikipedia pages
across 8 domains and 10 languages. The domains include politicians, cities, books, writers, companies,
sportsman, films and animals. Languages include Hindi (hi), Marathi (mr), Bengali (bn), Odia (or), Tamil
(ta), English (en), Malayalam (ml), Punjabi (pa), Kannada (kn) and Telugu (te).

Overall, we make the following contributions:

• We define and motivate the need for the novel OutlineGen task, where the input is minimal (entity,
target language, and domain). The output is the wikipedia-style outline.

• We experiment with multiple methodologies, observing that our best-performing model is a
multilingual generative model using mt5 [13].

5.2 Approaches for OutlineGen Task

Two promising methods can act as reasonable solutions for the OutlineGen task. The first solution
involves building and usage of (language, domain) specific weighted finite state automata (WFSA). The
second solution involves providing (entity, language, domain) as input to a Transformer [55]-based
encoder-decoder multi-lingual model to generate outlines. Since the second solution is conditional on the
entity, we expect it to perform better compared to the first solution.
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Figure 5.2: Example of generated weighted finite state automata, where section-titles are the nodes, and

transition probability is written on the edges. This is for (en, companies).

5.2.1 Weighted Finite State Automata (WFSA)

Table 3.4 shows that many articles share the same outline. These article outlines are often specific
for a language over a particular domain, and the section transition patterns can potentially be found via
simple statistical models instead of large generative ones. Hence, instead of defining static outlines based
simply on frequency, we learn a weighted finite state automata for all articles belonging to a (language,
domain) pair. The source node for the WFSA is ⟨source⟩, and the sink node is represented by ⟨sink⟩. The
nodes between the source and the sink contain the section titles, and the transition probability from node
A to node B is the conditional probability of section title B following section title A in an article outline.
Fig. 5.2, 5.3 and ?? shows three examples of WFSA learned for (en, companies), (hi, sportsman) and (ml,
films) pairs. These are drawn using top 20 most frequent section titles for that (language, domain) pair as
nodes. Also, edges with a weight more than 0.005 are shown.

WFSA involves two hyper-parameters: (i) a beam-size (samples from top-k instead of choosing the
most probable next state), and (ii) token-level (word or section-title level WFSA).

The WFSA is used for inference as follows. We start from ⟨source⟩ state and select beam-size number
of next possible states. We base our selection either greedily (selecting the most probable next states)
or by sampling them from a probability distribution over the next states. We repeat these instructions
recursively (in a breadth-first manner), maintaining the visited part of the outline in a queue and the
total accumulated transition probability. Once we reach the ⟨sink⟩ state, we terminate the recursion and
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Figure 5.3: Example of generated weighted finite state automata, where section-titles are the nodes, and

transition probability is written on the edges. This is for (hi, sportsman).
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Figure 5.4: Example of generated weighted finite state automata, where section-titles are the nodes, and

transition probability is written on the edges. This is for (ml, films).

store the generated outline with the geometric mean of transition probabilities signifying the probability
of that outline occurring. We terminate when the breadth-first search queue is empty. Outline with the
highest probability is selected as the output. Of course, we ensure that the generated outline does not
have repeated section titles.
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We also experiment with another kind of WFSA, QueryBlazer [56], a query completion model used
to predict query completion to the user’s incomplete query input. It uses an n-gram model at a subword
level to create its FSA and predict the user output. We model our data in a query format, where the query
consists of language and domain, and the outline is set as the ‘completion’ of the query. At inference
time, we generate prediction ‘completions’ as outlines for each (language, domain) pair. We observe that
QueryBlazer performs worse than normal WFSA, hence we do not compute other metrics for it.

5.2.2 Multi-lingual Transformer Generative Models

WFSA-based methods are not entity-specific. This restricts them to predict the same outline for
all entities belonging to the same (language, domain) pair. Hence, we also experimented with popular
multi-lingual Transformer encoder-decoder generative models like mT5 [13] and mBART [21]. The
language and domain are passed as input with a separator token. The models are fine-tuned to generate
outlines. The model is now supposed to automatically decide the number of sections in the outline and
the actual section titles in the outline as well.

5.3 Experiments and Results

5.3.1 Training Setup

We trained both WFSA and Transformer-based models in training data and tuned hyper-parameters
on the validation set. For WFSA, we found beam size=4 to provide best result on validation set. For mT5
and mBART, we trained using AdamW optimizer for 10 epochs on a machine with 4 NVIDIA V100
GPUs. We used a batch size of 8, a learning rate of 2e-5, and a beam size of 3.

5.3.2 Metrics Used

To measure our model’s performance on the WikiOutlines dataset, we benchmark our performance
using syntactic and semantic text generation metrics.

• Rouge-L: It is an n-gram overlap-based metric to determine the correctness of generated text as
compared to gold text. In Rouge-L, the value of n for n-gram is the longest co-occurring n-grams
(Longest Common Subsequence) between prediction and reference.

• METEOR: It is a more complicated metric, often used to represent more information than simple
token matching. It improves word matching between prediction and reference using synonyms,
stemming, word-order swapping and paraphrasing.

• BLEU: The score is computed by comparing n-grams of the machine-translated text to n-grams of
the reference text, calculating precision for each n-gram, and then applying a brevity penalty to
discourage overly short translations.
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XLM-Score BLEU METEOR ROUGE-L

WFSA (section-level) 70.0 45.0 37.1 56.8

WFSA (word-level) 69.1 43.4 36.1 55.9

mBART 70.2 39.1 31.9 52.2

mT5 76.2 48.5 40.3 59.4

Table 5.1: Comparison of WFSA and Transformer-based methods for multi-lingual outline generation.

Best scores are bolded.

• XLM-Score: It is a variation of traditional BERT-Score, using XLM to calculate the contextual
embeddings instead of BERT to cater to cross-lingual settings. It compares the similarity of
individual tokens in machine-generated and reference texts, providing a measure of semantic
equivalence rather than relying on exact word matches.

5.3.3 Main Results

Table 5.1 shows the comparison of WFSA and Transformer-based methods for multi-lingual outline
generation using popular natural language generation metrics like XLM-Score, BLEU, METEOR and
ROUGE-L. We observe that (1) mT5 outperforms other methods by large margins across all metrics. (2)
WFSA at section-title level leads to better results compared to WFSA at word level.

Further, we show detailed results for our best model (mT5) at a (language, domain) level using the
four metrics (XLM-Score, BLEU, METEOR, and ROUGE-L) in Tables 5.2-5.5. From these tables, we
observe that (1) The model performs best for films and sportsman domains, and worst for writers and
animals domains. This is justified because of the large number of training samples in films and sportsman
domains and low number of samples in animals domain. However, it is surprising that the model does not
perform well on writers domain inspite of the large number of training samples. (2) The model performs
best for Punjabi, and worst for Telugu and Kannada. The worse performance for Telugu and Kannada
can perhaps be because of low number of training samples for those languages.

5.3.4 Qualitative Analysis

Lastly, we show some examples of generated outlines using our best method in Table ??. These
examples show that our method can generate reasonably usable outlines.
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en mr hi kn ta bn pa te ml or Avg

companies 80.4 80.7 64.8 69.1 82.2 73.4 92.2 72.6 69.8 80.4 76.6

writers 73.4 70.7 71.3 63.3 75.2 66.1 86.9 68.4 72.2 84.0 73.2

cities 77.0 72.3 62.9 66.0 78.6 66.9 92.0 63.5 76.1 92.0 74.7

politicians 71.6 81.8 79.2 65.4 81.0 75.2 87.5 69.2 70.5 88.4 77.0

books 71.6 73.3 87.9 70.1 78.9 69.4 89.9 63.4 72.8 83.3 76.1

films 80.7 76.1 72.7 81.1 80.3 71.3 91.1 76.5 72.5 91.8 79.4

animals 71.9 62.0 67.0 69.0 80.9 68.9 88.9 68.2 78.0 81.4 73.6

sportsman 81.1 88.2 83.0 66.7 86.1 74.2 90.8 64.2 75.0 83.5 79.3

Avg 75.9 75.6 73.6 68.9 80.4 70.7 89.9 68.2 73.4 85.6 76.2

Table 5.2: XLM-Score for mT5 across various (language, domain) pairs.

en mr hi kn ta bn pa te ml or Avg

companies 52.8 66.7 43.8 44.1 57.9 57.0 67.2 45.6 47.5 37.6 52.0

writers 31.5 46.2 54.3 29.6 37.1 40.6 45.5 33.0 50.2 41.1 40.9

cities 39.4 48.0 28.9 33.3 48.0 35.0 67.7 26.8 60.5 62.4 45.0

politicians 35.3 68.3 67.5 31.9 53.0 58.2 50.1 37.6 46.6 51.9 50.0

books 38.3 54.2 81.5 46.4 48.3 44.4 58.0 38.2 53.9 49.2 51.2

films 52.6 57.8 40.2 64.9 52.0 49.2 62.0 56.8 52.6 55.5 54.4

animals 32.0 37.4 37.3 35.6 54.9 38.6 50.9 44.7 59.3 31.9 42.3

sportsman 41.9 79.2 72.0 31.7 62.4 45.5 62.9 32.8 53.2 44.4 52.6

Avg 40.5 57.2 53.2 39.7 51.7 46.0 58.1 39.4 53.0 46.7 48.5

Table 5.3: BLEU for mT5 across various (language, domain) pairs.

5.4 Conclusion

In this chapter, we motivate and proposed the problem of OutlineGen, which is the task of multilingual
outline generation using minimal information (Article Title, Language and Domain). We want to use
minimal information so that it requires minimal intervention from humans, and requires no information
from authors, editors or automated systems to generate an outline. Due to the similarity in outlines we
observe, we propose the statistical method of Weighted Finite State Automata (WFSA). A drawback of
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en mr hi kn ta bn pa te ml or Avg

companies 64.9 80.5 54.3 58.1 64.4 62.6 69.3 57.0 54.6 45.2 61.1

writers 44.1 62.5 64.0 44.8 46.8 51.0 52.6 44.9 56.8 50.0 51.7

cities 59.9 68.5 43.7 48.6 55.9 46.7 73.2 44.9 66.7 77.3 58.5

politicians 44.3 80.9 74.3 52.1 59.8 66.8 57.6 52.0 54.4 64.5 60.7

books 51.1 72.8 84.9 64.3 55.7 51.2 64.4 46.8 58.5 56.1 60.6

films 67.1 66.7 59.0 75.8 57.7 59.1 65.4 63.9 59.6 70.7 64.5

animals 49.8 55.8 47.5 46.7 59.8 50.0 58.1 51.6 65.2 44.0 52.9

sportsman 73.5 86.7 77.5 54.4 71.9 59.2 68.9 45.7 60.1 53.5 65.1

Avg 56.8 71.8 63.2 55.6 59.0 55.8 63.7 50.9 59.5 57.7 59.4

Table 5.4: ROUGE-L for mT5 across various (language, domain) pairs.

en mr hi kn ta bn pa te ml or Avg

companies 49.3 38.6 35.0 39.9 47.9 45.2 52.8 39.5 32.9 24.9 40.6

writers 28.5 33.5 45.1 26.0 29.5 31.7 32.5 30.6 37.6 29.9 32.5

cities 46.4 30.6 34.5 23.4 37.2 31.1 58.1 25.7 49.8 70.9 40.8

politicians 26.6 39.3 59.0 26.7 42.5 52.7 39.6 36.7 34.3 53.4 41.1

books 40.1 31.7 74.1 28.2 37.0 31.4 46.7 24.1 39.8 37.9 39.1

films 52.3 53.0 54.1 42.8 36.5 36.2 47.2 45.9 37.2 68.4 47.4

animals 43.9 27.1 39.5 25.7 41.7 29.6 41.3 32.0 48.1 22.6 35.1

sportsman 63.8 46.6 62.9 31.5 58.6 42.8 54.0 25.7 39.6 34.3 46.0

Avg 43.9 37.6 50.5 30.5 41.4 37.6 46.5 32.5 39.9 42.8 40.3

Table 5.5: METEOR for mT5 across various (language, domain) pairs.

wfsa is that it generates a single outline for a (language, domain) pair instead of it being specific to each
article title. To tackle this, we use finetuned mT5 and mBART as well.

We also introduce the dataset of WikiOutlines, which covers eight domains and ten languages spanning
approximately 166k articles. We benchmarked our models against WikiOutlines using XLM-Score,
BLEU, METEOR and Rouge-L as the metrics. Our best performing model is finetuned mT5, giving
results of 76.2 XLM Score, 48.5 BLEU Score, 40.3 METEOR Score and 59.4 ROUGE-L respectively.
We also provide quantitative and qualitative analysis of our results in this chapter. The high scores
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Table 5.6: Examples of generated outlines using our best method

observed as well as the qualitative analysis of our results show that the proposed system is practically
usable to generate candidate outlines.
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Chapter 6

Cross-lingual Fact Extraction and Verification

6.1 Introduction

As discussed in previous chapters, the importance of Wikipedia in low-resource communities is very
high, especially since it provides reliable information covering multiple domains and languages. Ensuring
the reliability of Wikipedia is important, and it has become tougher for editors to verify each sentence in
multiple low-resource languages since reference articles can be of different languages and the number of
references can go up to hundreds. Hence, automatic fact verification for Wikipedia articles is required.

Existing work on fact verification has worked on sentence level, where multiple sentences are given as
context, and one must predict if a given sentence follows the context. Such work is mostly monolingual
and does not have the noise that multiple Wikipedia references and their articles will have. Another
reason these solutions do not work directly in the context of Wikipedia is that they verify predicates on
sentence level granularity, but as previously mentioned in Chapter 1 in Table 1.3, average number of facts
is 2 for sentences in Wikipedia. Hence, we must have a fact-level granularity fact verification to better
judge the correctness of the articles proposed.

To help with automatic Fact Verification, we proposed the task of FactVer, which is a cross-lingual fact
verification task meant to verify the Wikipedia article against its references at a factoid-level granularity.
The factoid is defined as a triple of (subject, relation, object). The task is cross-lingual since the reference
can be in languages different than that of the source article. Figure 6.1 demonstrates how factver works.
Article title, source language and reference texts act as our input to the pipeline, and the output is a set of
factoids from the article with supporting labels from factoids from references mentioning whether the
article factoid is supported, or is in need of citation.

The pipeline for cross-lingually extracting factual information can also be used for multiple purposes,
like automatically populating knowledge graphs such as Wikidata or utilising natural language text from
multiple sources to create a common knowledge graph. Once the facts are extracted, we pass each of
the facts along with semantically selected sentences from the reference through a classifier pipeline,
which predicts if the citations support the fact or if the fact is in need of further citation. Such a pipeline
can be used for automatically citing text on the low-resource editions of Wikipedia and reducing the
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Wikipedia Article Text

Set of Reference URLs:
1. https://www.atptour.com/en/players/roger-

federer/f324/bio
2. https://www.rediff.com/sports/2005/jul/04wimb

1.htm

3. https://usatoday30.usatoday.com/sports/tennis/
wimb/2005-07-03-roddick-marvels_x.htm

+

XFactVer

Article Fact 1
Citation Fact 1

Article Fact 2
Citation Fact 2

Article Fact 4
Citation Fact 4

Article Fact 3
No Citation Fact

Figure 6.1: Description of Cross-lingual Fact Verification process.

manual efforts needed to identify sentences needing citations. This becomes particularly important for
the low-resource versions of Wikipedia, which have a lower quality of articles and fewer editors.

Thus, the major contributions of this paper include:

• A cross-lingual dataset for fact extraction and verification, covering English and five Indian
languages.

• A pipeline for automated cross-lingual fact extraction and verification, focussing on fact-level
granularity instead of sentence-level.

6.2 Dataset Preparation and Analysis

Currently, there are popular datasets for Fact Verification like the FEVER benchmark, but they work
on sentence-level granularity. In our case, we want factoid-level granularity, and for that, we need to
create our own dataset. Since the first step to creating our dataset involves knowing the factoids from
Wikipedia articles, we look at existing work in that domain. XAlign [1] is a work on Wikipedia in
low-resource languages on people’s domain with factoids extracted from the Wikipedia article. Table 1.3
describes details of the dataset, which covers over 12 low-resource languages spanning ∼155k articles.
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Language Articles Sentences Facts

bn 11,468 53,522 106,165

or 1,635 7,601 13,035

en 4,715 17,326 39,540

pa 3,491 12,324 25,758

ta 6,003 21,937 38,100

hi 5,796 20,277 40,062

Total 33,108 132,987 262,660

Table 6.1: Dataset statistics for each of the languages.

XAlign manually aligns its test dataset, and hence we can use it in our test dataset as gold-extracted
factoids from Wikipedia articles.

Another need for our proposed problem is getting references from Wikipedia articles. We utilize
XWikiRef for this, which we have described in detail in Chapter 3. To summarize, it is a cross-lingual
dataset across eight languages and five domains with reference texts for an article extracted. The domains
it covers is writers, politicians, sportsmen, films and books.

Since we need both, the extracted factoid from Wikipedia article, and the reference texts of articles,
we need to find an intersection between these two datasets. To do that, first, we need to find intersecting
domains, which leads us to choose a subset of XWikiRef containing the domain of writers, sportsmen and
politicians, the domains that come under the people domain. We also need to find an intersection between
languages, so we choose six languages: Bengali (bn), Odia (or), English (en), Hindi (hi), Punjabi (pa)
and Tamil (ta). Once we have narrowed down language and domains of interest, we find the intersection
between the two dataset. It is worth noting that XWikiRef has Wikipedia Article Title in each sample,
whereas XAlign only has Wikipedia page QID. Hence, to find set intersection between the two, we use
Wikimapper 1, which converts article title to qid and vice versa.

Dataset statistics related to the combined dataset are described in Table 6.1. We get a total of ∼33k
articles across six languages in peoples domain (more specifically, in writers, sportsmen and politicians
domain). To create our test set, we have two steps that we have to take: gold fact extraction and gold
fact verification. For the first step, XAlign already has a gold test dataset which is manually annotated
which we can use as gold fact extraction dataset. For fact verification, we need to manually go through all
references for an article and assign a label for each factoid mentioned in XAlign dataset. It is infeasible
for humans to manually go through multiple references in various languages to accurately assign labels,
hence we semi-automate this task. For each article factoid, we find ten most similar sentences across all
reference sentences. We do this using semantic similarity between the factoid and reference sentence,

1https://github.com/jcklie/wikimapper
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using LABSE [57] to give us contextual representation. Once we have the top-10 most similar sentence
for a given factoid, we translate all of them to English for ease of understanding by manual annotators.
We then ask the annotaters to either label supported or not supported based on if the article factoid
was supported by any of the ten recommended reference sentences. In this way, we get our manually
annotated dataset. Description of this dataset can be seen in Figure 6.2.

XAlign Dataset

1. Article QID
2. Sentence
3. Sentence Facts

XWikiRef Dataset

1. Article Title
2. Section Content
3. Citation Content

U

Manual Annotation

XFactVer Dataset

1. Article Title
2. Article Sentences
3. Article Facts
4. Aligned Citation 

Sentences
5. Aligned Citation 

Facts
6. Label for each 

Article Fact
1. Supported
2. Not Supported

Figure 6.2: Components of the XFactVer dataset.

6.3 Methodology and Pipeline

Direct fact verification of a Wikipedia article is improbable due to the context size of multiple
references. We encounter this problem with XWikiGen in Chapter 4, and we use a two-stage process
to reduce the context length in it. Directly using such large context as input, especially in case of fact
verification where the reference sentence may not be related to the entity itself, leads to poor extraction
of facts. Hence, we divide our pipeline into two stages: Fact Extraction and Fact Alignment. Figure 6.3
shows how we plan to approach this problem.
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Wikipedia Article Text

Set of Reference URLs:
1. https ://www.atptour.com/en/players/roger

-federer/f324/bio
2. https ://www.rediff.com/sports/2005/jul/04

wimb1.htm
3. https ://usatoday30.usatoday.com/sports/te

nnis/wimb/2005-07-03-roddick-
marvels_x.htm

Fact Extractor Fact Extractor

1. A-Fact 1
2. A-Fact 2
3. A-Fact 3

1. C-Fact 1
2. C-Fact 2
3. C-Fact 3
4. C-Fact 4

Fact Alignment

Article Fact 1
Citation Fact 1

Article Fact 2
Citation Fact 2

Article Fact 3
No Citation Fact

Figure 6.3: Pipeline for automated fact extraction and verification.

6.3.1 Fact Extraction using Multilingual Transformers and LLMs

The first step of our pipeline requires us to extract facts from both, sentences from Wikipedia article
and sentences from references. For extraction, firstly, we train our cross-lingual mT5 [13] model on
XAlign [1] train dataset. Once we do that, we now want to use it as an inference to get factoids from
sentences in article and references. Before that, we must note that blindly inputting sentences into the
model will often lead to incorrect factoid formation and extraction. Hence, to improve performance and
reduce complexity, we first perform a data preparation set.

In XAlign, the authors used POS tagging along with other heuristics to determine sentences that most
probably do not have a factoid. Doing this in our case would allow us to reduce complexity since the
number of sentences on which we run inferences would be reduced. Hence, we keep a heuristics of
wanting a sentence with 5 words and having at least a Verb and a Noun. We do the POS-tagging using
Stanza [58] and other low-resource POS taggers to filter possible sentences.

After our initial step of data preparation, we then pass them through our Fact Extractor. For this, we
experiment with two options: (1) supervised mT5 trained on XAlign dataset, (2) few-shot GPT-4. In the
first experiment, we train mT5-small, which is an encoder-decoder transformer with eight encoder layers
and eight decoder layers. We train it for ten epochs, using AdamW optimizer and a learning rate of 2e-5.
We train it on a multi-GPU setting on 4 GPUs with a batch size of 4. In our second experiment, we try
out GPT-4 to test out feasibility of LLMs for cross-lingual tasks and to see how well they understand and
extract factoids.
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Specifically, for GPT-4, we use few-shot prompting to get results. In few-shot prompting, a few
examples are provided within the prompt of input and expected output so that the model learns by
example what to do. In our case, we give examples from our val dataset while running inference on our
test dataset. The initial prompt used was:

You must extract all facts in English from the following {LANG} sentence. A fact consists of a relation
and tail entity present in the sentence. Return the extracted facts in the form of a list of lists.

6.3.2 Fact Verification via Alignment

As described in our proposed pipeline, the second stage of our verification process is Fact Alignment.
In this case, we have already extracted two sets of facts, one from the Wikipedia article, and another
from its reference texts in our previous step. Now that we have two sets of facts, we want to align the
appropriate reference fact to article fact to generate labels of supported or unsupported appropriately.

Initially, we wanted to label our dataset according to three labels, supported, unsupported and
contradictions. But during manual annotations, we observed that the number of contradictions observed
is very few, and mostly they occur due to failure in our heuristic of selecting top-10 most similar sentence.
Hence, we ignore that metric, and instead choose to go with only supported and unsupported. Due to our
initial attempt to include contradiction, we also tried a heuristic for labeling by matching the relation and
object label of factoids. However, we observe this performs poorly, and we do not proceed with it.

Finally, we go with a similarity metric using LABSE [57] to get semantic representation. In this case,
for each factoid in the article set, we find similarity of it against all factoids in the reference set. We set a
threshold of 0.7 as our similarity threshold, and if there is a similarity 0.7 between factoids of article
and references, then we set the label as supported, otherwise, we set the label as unsupported. Even this
method is a simplistic approach to the fact alignment problem, and we hope that in proposing the task,
dataset and benchmarks, there is more work on this problem leading to improved approaches towards it.

6.4 Results

We display metrics across both the steps of our method. For Fact Extraction stage, we choose to
take ROUGE-L in line with existing work CLFE [59], and also include BERTScore. ROUGE-L is a
commonly used metric for text generation tasks, and it measures the overlap of n-gram (in this case,
largest common subsequence) to give us the score. We include BERTScore as well since it is a semantic
representation, and we observed that a few times, facts extracted had relations which meant the same
thing but strict overlap did not consider them equal. Hence, we add a semantic measure to have a more
comprehensive understanding of our model’s performance on our dataset.

We show the results for fact extraction in Table 6.2. We observe that in almost all cases, mT5-small
performs better, except in case of Bengali (bn). We also observe that in most cases, the scores are quite
high, which implies that we can be confident about the performance of our models in first stage of
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mT5-small GPT-4

Metric ROUGE-L BERTScore ROUGE-L BERTScore

bn 0.838 0.890 0.902 0.954

or 0.711 0.860 0.600 0.822

en 0.768 0.883 0.656 0.868

pa 0.692 0.865 0.601 0.847

ta 0.842 0.924 0.766 0.902

hi 0.854 0.932 0.596 0.833

avg 0.784 0.893 0.687 0.871

Table 6.2: Results of Fact Extraction stage across different metrics and methods.

bn or en pa ta hi avg

Accuracy 66.59 70.52 61.90 60.39 66.43 57.76 63.93

Table 6.3: Results of Fact Verification by Alignment stage across all languages.

our pipeline. We also see that GPT-4 performs well in cross-lingual context, but is still not as good
as fine-tuned cross-lingual model like mT5. Surprisingly, mT5 performs better even for high-resource
language like English (en).

For our Fact Verification via Alignment step, we use accuracy as our metric. We decide on a strict and
simplistic metric since it better fits our use-case of fact verification. We can see the details of our model’s
performance in Table 6.3. We observe that for most languages, we get an almost equal accuracy, which
implies that in our pipeline, there is not much of a language divide. One reason for the lower accuracy
scores as compared to high fact extraction scores could be the similarity matching being too simplistic of
a method. Another possibility is error propagation due to a two-stage method.

6.5 Conclusion

In this chapter, we motivate and propose the problem of Cross-lingual Fact Extraction and Verification,
which is the task of extracting factoids from Wikipedia article and references, and verifying if wikipedia
facts are supported by the reference facts. A notable difference from existing work in this field is that we
work on fact-level granularity to account of sentences having multiple facts. Due to the large number of
references, we propose a two-stage process as the pipeline. The first stage involves Fact Extraction in
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which we extract factoids (subject, relation, object) from the article and reference in English. We compare
different extraction methods involving few-shot GPT4 and finetuned mT5, and observe finetuned mT5
performs better with 0.784 Rouge-L score and 0.893 BERTScore. For fact verification we use a simple
similarity based alignment, and observe an average of approximately 64% accuracy.

We also introduce the FactVer dataset, which is a dataset across six languages in the people domain of
Wikipedia, spanning 33k articles. The dataset is formed as an intersection of XWikiRef and XAlign [1],
after which we manually annotate the test split for fact verification. We make this dataset and our code
publically available to enable further research in low resource fact extraction and verification.
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Chapter 7

Conclusion & Future Work

In this thesis, we explore three main problems when it comes to text generation for Wikipedia articles.
Firstly, we explore generation of Wikipedia article using its outline and references as context. We also try
to automate the process of generating article outlines, generating the outline using minimal information.
Lastly, we explore the difficult problem of fact extraction and verification for Wikipedia articles, using
the references as grounding and determining if facts mentioned in the articles are supported by references
or not.

In Chapter 1 we introduce and motivate the problems we work on. Here, we highlight the disparity
in content between content and available tools in low-resource languages vs English on the internet. For
a lot of communities, it is not easy to participate in the global digital world due to the disparity in content
and tools available, and hence it is important for us to work on problems in low-resource languages.
Possible solutions involve developing datasets and tools which are multilingual or cross-lingual in nature,
taking advantage of information available in multiple languages to enhance performance in each. We
also talk about importance of Wikipedia when it comes to providing reliable information, and how to
improve accessibility to it. The chapter also discusses the overall structure of the thesis and the main
contributions made through it.

After defining our problem, we explore the existing literatue on related topics in Chapter 2. We go
over multiple papers on Wikipedia text generation, both in the long and short format. Although most
of the work for text generation has been done in English, we observe that recently, there has been more
focus on multi-lingual and cross-lingual generation. Short-text generation for Wikipedia often utilizes
information available as a factoid or graph or info-box as its base to generate one to two sentences about
the main article. Long-text generation focusses on generating either a section or the whole article using
references as its base. We then explore the previous works done for Outline Generation, and observe
limited number of papers in it. Majority of the work done for automated outline-generation has been
in English, and often uses the whole article content as its context. Hence, it reinforces our motivation
to work on the problem of multilingual outline generation with minimal information. Lastly, study
past literatue for Fact Extraction and Verification. Here, we see that a lot of work has been done on
these problems, even in multi-lingual context. Most of the existing work focus on sentence-level fact
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verification, where they verify a sentence’s validity based on multiple reference sentence provided. We
aim to work on fact-level granularity instead of sentence-level granularity since one sentence ends up
having multiple facts in it. Overall, we learn about the work, the gaps and the popular methodologies
used in all the problems we will be tackling in this chapter.

We start with describing the datasets we propose and create to accompany our tasks better in Chapter
3. We talk about two datasets in this chapter, XWikiRef and WikiOutlines. XWikiRef is a cross-lingual
multi-document summarization dataset across five domains (writers, politicians, sportsmen, books, films)
and eight languages (English, Hindi, Bengali, Oriya, Punjabi, Marathi, Malayalam, Tamil). It has ∼69k
samples where each sample has its article title, article outline, reference texts, target language, domain
and article content. We use this dataset for the task of automatic Wikipedia article generation. Next, we
propose the WikiOutlines dataset, which is a multilingual outline generation dataset across eight domains
(writers, politicians, sportsmen, books, films, cities, animals, companies) and ten languages (English,
Hindi, Bengali, Oriya, Punjabi, Marathi, Malayalam, Tamil, Telegu and Kannada). It has ∼166k samples,
where each sample has its article title, language, domain and article outline. We use this dataset for the
task of automatic Wikipedia outline generation. Besides describing the two datasets, we also provide a
preliminary analysis of them in the chapter.

In Chapter 4, we discuss the problem of automatic generation of Wikpedia articles using references
as context. We define XWikiGen: a cross-lingual multi-document summarization task for generating
Wikipedia articles section-by-section using article outline and references as context. We observe that due
to large number of references, and each reference having multiple sentences, it is infeasible to directly
fine-tune a model for our summarization task. Hence, we propose a two-stage pipeline of unsupervised
extractive summarization (to reduce total number of sentences to only the most salient ones) followed by
supervised abstractive summarization. We experiment with two models for unsupervised summarization
stage: using QA-GNN for saliency based and HipoRank for importance based summarization. For
the abstractive stage, we experiment with mT5 and mBART, both being state-of-the-art multilingual
transformer models of about the same size. We benchmark our results with Rouge-L, CHRF++ and
METEOR as our metrics, and provide both qualitative and quantitative analysis. We observe that
HipoRank + mBART pipeline performs the best across all languages and domains.

We discuss our work on multilingual outline generation in Chapter 5. We define OutlineGen as an
outline-generation task over multiple languages using minimal information (Article Title, Language,
Domain). The reason for having minimal information as input is so that it requires almost no intervention
required from author’s or editor’s end for them to get a structural outline to get started with. We propose
two main methodologies here, Weighted Finite State Automata (WFSA) and Finetuned Multilingual
Transformer. The reason for using WFSA is due to repition in patterns observed in outlines of articles
belonging to a (language, domain) pair. Taking advantage of this, we build our WFSA, using transition
probabilities as the weight of edges, and traverse the graph. A main drawback of this method is that it
generates a single outline per (language, domain) pair, and hence we add article-title as additional input
and finetune mT5 and mBART over it. We benchmark our approach using Rouge-L, METEOR, BLEU
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and XLM-Score to measure performance of our models syntactically and semantically. We also provide
qualitative and quantitative analysis and results for our models. Overall, we observe that finetuned mT5
performs the best across all metrics, although results from WFSA are quite close.

Lastly, we discuss our work on Cross-lingual fact extraction and verification in Chapter 6. Formally,
FactVer is a cross-lingual task where the goal is to extract factoids (subject, relation, object) from
Wikipedia articles, and verify them against factoids from the article’s references. We do this at a fact-level
granularity to account for sentences having multiple facts. We create a new dataset for this task combining
XWikiRef and XAlign [1], then manually annotate the supported or not-supported labels for all samples
in the test split. We cover six languages (Hindi, English, Bengali, Odia, Punjabi and Tamil) in three
domains (Writers, Politicians and Sportsmen). Since the size of the article and reference texts are huge,
we use a two-stage approach for this task. We first extract the facts from the sentences of both article
and references, after which we align the facts to match them. We experiment with few-shot GPT4
and finetuned mT5 for the Fact Extraction part, where we observe better results for finetuned mT5 in
most cases. For Fact-Verification we perform a simple semantic match for alignment, and calculate the
accuracy against the manually annotated dataset.

Future Work

We also highlight possible extensions of this work that can be done in the future:

• In case of XWikiRef and WikiOutlines, we can increase the number of languages and domains
covered to also include other high-resource and non-indic low-resource languages to better measure
the effectiveness of our methods.

• Better utilize newer methodologies like Retrieval Augmented Generation (RAG), which has a
direct use case for XWikiGen and FactVer. As well as utilize LLMs to improve generation quality
for the abstractive stage of XWikiGen and OutlineGen.

• Additional context can be provided for OutlineGen, including relevant documents and references
to better judge and generate the outline required per article title. We can add these data sources
from existing pages of different languages, or can use search query results for the same.

• Utilize methods like Reinforcement Learning to devise custom rewards that work better for
low-resource languages for all three tasks to better nudge the existing models in the required
direction.

• Build knowledge graphs from factoids extracted from Wikipedia Articles to represent knowledge
across languages in a singular graph and use it for downstream tasks like generation and question
answering.
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Overall, we have made important contributions towards improving the quality and quantity of low-
resource content on Wikipedia and the Internet. More work can be done to improve participation and
representation of low-resource communities which we outline above. Our existing work, and any future
work in this domain will help in the ultimate goal of improving access to reliable information to the
maximum number of people.

55



Appendix A

More Experiments with FSA and RL for Outline Generation.

In this chapter, we delve into additional experiments conducted for Outline Generation. Our explo-
ration includes testing various types of FSA, enhancing data informativeness, and exploring Reinforce-
ment Learning, along with other contextual augmentation methods for outline generation.

We will be discussing the following experiments:

1. Different types of Weighted Finite State Automata (WFSA)

2. Reinforcement Learning with FSA

3. Using reference text as context

A.1 Different types of WFSA

In Chapter 5, we explore both word-level and sentence-level FSA experiments. Here, additionally, we
investigate various approaches to sampling the next node and determining beam size. We also vary across
the min-size parameter which determines the minimum size of outline we require. Our FSA construction
remains conventional, but during our breadth-first search, we experiment with sampling the next k-nodes
through a combination of probabilistic methods.

Weighted Probablity Sampling: In weighted random probability sampling, each item in the popula-
tion is assigned a weight (or probability) that reflects its likelihood of being selected. Here, the probability
of being selected is defined as the weight of the node divided by sum of weights of all nodes.

Cumulative Probablity Sampling: Cumulative random probability sampling, on the other hand,
involves creating a cumulative distribution of the weights and then selecting an item based on where
a randomly generated number falls within this distribution. This method also ensures that items with
higher weights are more likely to be selected, but it does so by comparing the random number against the
cumulative distribution rather than directly against the weights.

For all sampling scenarios, we compare results across validation dataset using only Rouge-L as metric.
We average over ten runs for all probabilistic methods.
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Rouge-L Score Min Size = 3 Min Size = 2 Min Size = 1

K = 1 0.285 0.448 0.48

K = 2 0.34 0.489 0.526

K = 3 0.339 0.514 0.55

K = 4 0.333 0.529 0.563

Rouge-L Score Min Size = 3 Min Size = 2 Min Size = 1

K = 1 0.292 0.455 0.469

K = 2 0.352 0.489 0.522

K = 3 0.342 0.514 0.553

K = 4 0.33 0.528 0.572

Table A.1: Rouge-L Score on Val dataset for Cumulative and Weighted Sentence level Sampling

respectively. Here k = number of nodes sampled at each level.

Rouge-L Score Min Size = 3 Min Size = 2 Min Size = 1

K = 1 0.359 0.463 0.482

K = 2 0.357 0.469 0.51

K = 3 0.35 0.501 0.544

K = 4 0.371 0.524 0.551

Rouge-L Score Min Size = 3 Min Size = 2 Min Size = 1

K = 1 0.37 0.457 0.473

K = 2 0.343 0.469 0.507

K = 3 0.353 0.499 0.54

K = 4 0.374 0.519 0.558

Table A.2: Rouge-L Score on Val dataset for Cumulative and Weighted Word level Sampling respectively.

Here k = number of nodes sampled at each level.
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In Table A.1 and Table A.2 we show the result of our proposed probabilistic FSA methods on the
Validation dataset of WikiOutlines. We observe that in most cases, Sentence-level FSA performs better
than Word-level FSA, and weighted and cumulative sampling both have almost the same results. We also
note that lower the min size restriction on the outline, the better it performs, while the opposite is true for
K (number of nodes sampled). It is to note that although we show Rouge-L here, the decision to select
the optimal model was made by observing val results across multiple metrics. We show Rouge-L only
since other experiments show cased in this chapter were only measured for Rouge-L, and hence we want
this to be an apt comparison.

Additionally, we also experiment with Query Blazer[56]. It is an extremly fast FSA based method
which uses ngram modelling for text completion of queries. We use this for our outline generation
task with the input as (Language, Domain). We experiment going language-wise versus language,
domain-wise for QueryBlazer, and observe that having specific FSA for each (Lang, Dom) pair is better.
This is in line with results seen for our FSA as well. The scores for QueryBlazer are mentioned in Table
A.3.

A.2 Reinforcement Learning with FSA

While experimenting with FSA, we observe that FSA gives us a good model of probablity of
each outline. We use this model by combining FSA with our fine-tuned generative model by using
Reinforcement Learning. We end up using FSA as a reward, where after each generative step we calculate
the probability of that outline, which we end up using as a reward. Figure A.1 shows how our proposed
model will work.

Figure A.1: Reinforcement Learning with FSA as reward.
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hi mr bn or ta en ml pa kn te AVG

politicians 0.744 0.833 0.620 0.626 0.629 0.423 0.536 0.578 0.539 0.511 0.604

cities 0.555 0.752 0.505 0.460 0.517 0.570 0.653 0.823 0.526 0.593 0.595

books 0.884 0.709 0.567 0.606 0.521 0.473 0.684 0.661 0.607 0.631 0.634

writers 0.631 0.657 0.517 0.494 0.462 0.401 0.528 0.539 0.512 0.453 0.520

companies 0.618 0.788 0.577 0.488 0.583 0.652 0.628 0.714 0.540 0.512 0.610

sportsman 0.710 0.852 0.559 0.554 0.659 0.543 0.588 0.655 0.535 0.442 0.610

films 0.526 0.670 0.578 0.688 0.601 0.651 0.559 0.700 0.755 0.643 0.637

animals 0.528 0.643 0.535 0.510 0.609 0.374 0.648 0.621 0.543 0.470 0.548

AVG 0.650 0.738 0.557 0.553 0.573 0.511 0.603 0.661 0.570 0.532 0.595

bn en hi kn ml mr or pa ta te AVG

politicians 0.506 0.346 0.597 0.539 0.434 0.576 0.541 0.467 0.508 0.442 0.496

cities 0.510 0.440 0.555 0.526 0.608 0.752 0.421 0.678 0.587 0.528 0.560

books 0.461 0.405 0.707 0.607 0.546 0.512 0.491 0.528 0.420 0.472 0.515

writers 0.425 0.334 0.507 0.512 0.429 0.474 0.408 0.436 0.378 0.390 0.429

companies 0.469 0.535 0.498 0.540 0.566 0.557 0.387 0.611 0.471 0.424 0.506

sportsman 0.456 0.466 0.567 0.535 0.472 0.401 0.501 0.528 0.556 0.361 0.484

films 0.472 0.541 0.485 0.755 0.454 0.496 0.620 0.530 0.482 0.522 0.536

animals 0.442 0.316 0.466 0.543 0.523 0.478 0.412 0.497 0.493 0.381 0.455

AVG 0.442 0.316 0.466 0.543 0.523 0.478 0.412 0.497 0.493 0.381 0.455

Table A.3: Rouge-L score on Val dataset for QueryBlazer across (Lang, Dom) and Lang respectively.
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hi IN mr IN bn IN or IN ta IN en XX ml IN pa IN kn IN te IN AVG

politicians 0.747 0.805 0.621 0.390 0.485 0.374 0.536 0.589 0.542 0.304 0.539

cities 0.461 0.555 0.488 0.454 0.393 0.569 0.653 0.675 0.524 0.410 0.518

books 0.885 0.657 0.543 0.606 0.461 0.438 0.684 0.646 0.607 0.377 0.590

writers 0.642 0.628 0.512 0.421 0.414 0.387 0.528 0.571 0.512 0.315 0.493

companies 0.621 0.645 0.578 0.488 0.424 0.642 0.552 0.679 0.540 0.374 0.554

sportsman 0.723 0.823 0.555 0.610 0.656 0.437 0.587 0.616 0.523 0.341 0.587

films 0.456 0.662 0.524 0.365 0.507 0.420 0.557 0.631 0.755 0.533 0.541

animals 0.533 0.387 0.389 0.432 0.606 0.415 0.647 0.632 0.543 0.410 0.500

AVG 0.634 0.645 0.526 0.471 0.493 0.460 0.593 0.630 0.568 0.383 0.540

hi IN mr IN bn IN or IN ta IN en XX ml IN pa IN kn IN te IN AVG

politicians 0.747 0.833 0.644 0.617 0.629 0.421 0.536 0.578 0.517 0.510 0.603

cities 0.440 0.752 0.530 0.662 0.517 0.569 0.653 0.823 0.414 0.593 0.595

books 0.885 0.731 0.566 0.365 0.523 0.421 0.684 0.661 0.555 0.497 0.589

writers 0.642 0.656 0.509 0.480 0.462 0.402 0.531 0.539 0.452 0.453 0.513

companies 0.597 0.788 0.589 0.488 0.583 0.638 0.552 0.770 0.510 0.425 0.594

sportsman 0.737 0.841 0.569 0.618 0.669 0.549 0.601 0.655 0.485 0.442 0.617

films 0.538 0.649 0.578 0.688 0.601 0.633 0.557 0.659 0.746 0.643 0.629

animals 0.530 0.643 0.535 0.504 0.606 0.385 0.647 0.629 0.481 0.470 0.543

AVG 0.639 0.737 0.565 0.553 0.574 0.502 0.595 0.664 0.520 0.504 0.585

Table A.4: Rouge-L scores for RL methods for mBART and mT5 respectively.

We adopt a semi-training approach, initially fine-tuning the model for five epochs, followed by an
additional five epochs of training with the reinforcement learning (RL) function. For this experiment, we
employ mT5 [13] and mBART [60], with (lang, dom) based FSA. The outcomes are detailed in Table
A.4. Our observation indicates that the overall results are inferior compared to a standard ten-epoch
fine-tuning approach, although its better than employing pure FSA alone. Furthermore, we note that mT5
outperforms mBART, consistent with observations from standard fine-tuning experiments. In summary,
we find that RL fails to yield performance improvements over the traditional fine-tuning method.
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A.3 Using Reference text as Context

Inspired by XWikiGen and Dynamic-ToC [20], we employ a custom RL reward based methodoly using
references as the input for Outline Generation. Similar to XWikiGen, we perform a two-stage process,
where the first is unsupervised extractive summarization and the second step is RL-based finetuning.
Since we know that HipoRank outperforms QA-GNN based summarization, we use HipoRank for our
extractive summarization step. Once we get our summarized sentences, we then perform a finetuning
step. The proposed pipeline can be seen in Figure A.2.

Figure A.2: Reinforcement Learning with 2-stage summarization.

In the initial stage of our information extraction pipeline, the output may sometimes appear disjointed
and expressed in the language different than that of the source text. To refine this output into a coherent
form, we employ a secondary stage. In this phase, we conducted experiments using two multilingual
natural language generation models: mBART-large [60] and mT5-base [13].

Given that the input for the second stage can vary significantly in terms of writing styles and subject
matter, we have to ensure that the generated outline aligns well with the source text. To address this,
we drew inspiration from [20] and introduced two reward functions into our generation model within a
reinforcement learning framework.

The first reward function is the Section-title compatibility reward. It involves fine-tuning an XLM-
RoBERTa-based binary classifier [50] to evaluate the coherence between the generated section title and
the input reference text. This classifier helps determine whether the generated title accurately reflects the
content of the source text.

The second reward function is the Entity Correctness Reward. It focuses on ensuring the accuracy of
named entities mentioned in the generated title. To achieve this, we utilized IndicNER [61] to extract
named entities from both the generated title and the input reference sentences. This approach helps
identify any discrepancies or hallucinations in the generated title, ensuring its alignment with the source
material.

Table A.5 displays the scores for Rouge-L for mT5 and mBART trained along with RL objective with
the custom reward functions. We observe that mT5 outperforms mBART by a lot, which is in line with
other non-RL experiments as well. We also note that the scores seen on using references as context is a
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lot lesser than when using minimal information. Our hypothesis is that it happens since we give it too
much and too varying input as compared to somewhat similar output. Hence, it is not able to generalise
well and instead increases variance by a lot.
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bn IN en XX kn IN te IN hi IN ml IN mr IN or IN pa IN ta IN Average

animals 0.467 0.548 0.053 0.044 0.464 0.572 0.322 0.170 0.071 0.197 0.291

books 0.430 0.438 0.018 0.406 0.913 0.337 0.293 0.537 0.190 0.529 0.409

cities 0.446 0.566 0.054 0.067 0.523 0.111 0.117 0.144 0.102 0.077 0.221

companies 0.420 0.537 0.069 0.174 0.348 0.275 0.339 0.000 0.000 0.211 0.237

films 0.641 0.529 0.532 0.646 0.510 0.700 0.439 0.767 0.277 0.599 0.564

politicians 0.642 0.346 0.163 0.371 0.730 0.458 0.365 0.581 0.261 0.433 0.435

sportsman 0.472 0.526 0.261 0.237 0.593 0.329 0.541 0.168 0.457 0.314 0.390

writers 0.405 0.370 0.139 0.262 0.543 0.289 0.450 0.430 0.344 0.212 0.345

0.490 0.482 0.161 0.276 0.578 0.384 0.358 0.350 0.213 0.321 0.481

bn IN en XX kn IN te IN hi IN ml IN mr IN or IN pa IN ta IN Average

animals 0.368 0.359 0.044 0.056 0.219 0.646 0.307 0.177 0.071 0.120 0.237

books 0.361 0.487 0.015 0.333 0.914 0.288 0.355 0.686 0.032 0.530 0.400

cities 0.125 0.530 0.100 0.064 0.498 0.036 0.250 0.409 0.023 0.066 0.210

companies 0.283 0.429 0.100 0.154 0.338 0.158 0.245 0.000 0.000 0.209 0.192

films 0.536 0.556 0.566 0.601 0.482 0.650 0.400 0.741 0.083 0.568 0.518

politicians 0.576 0.267 0.263 0.319 0.746 0.385 0.402 0.601 0.105 0.408 0.407

sportsman 0.321 0.509 0.295 0.227 0.580 0.318 0.577 0.204 0.350 0.298 0.368

writers 0.319 0.301 0.211 0.220 0.534 0.217 0.426 0.504 0.122 0.197 0.305

0.361 0.430 0.199 0.247 0.539 0.337 0.370 0.415 0.098 0.300 0.436

Table A.5: Rouge-L scores of mT5 and mBART respectively for custom reward based RL with references

as context.
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