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Abstract

In the recent years we have seen an enormous increase in the utilisation of Artificial Intelligence
(AI), and the healthcare sector has not been exempt from this transformation. Machine learning systems
have demonstrated unmatched success in the healthcare sector thanks to recent developments in digi-
talization and the massive influx of biomedical data. This could be a game changer for the sector. The
rise of cardiovascular diseases across the globe has made electrocardiograms (ECGs) a crucial modality
for diagnosis, owing to their non-invasive nature and simplicity. However, gathering 12-lead ECG data
is an arduous task outside clinical settings. Wearables can collect an ECG with fewer leads than the
standard 12 or the Photoplethysmogram (PPG) data, but medical professionals and conventional ECG
analysis software find this data challenging to interpret. To address this issue, ECG reconstruction has
been proposed.

The second chapter provides a summary of the current applications of AI in diagnosis, prognosis, and
therapy, along with its implications for combating the COVID-19 pandemic. The chapter also identifies
obstacles to AI’s widespread adoption in the healthcare sector and suggests remedies to help usher in a
more intelligent medical future.

A unique single-lead to multi-lead ECG reconstruction method is suggested in the third chapter of
this thesis employing a modified Attention U-Net framework. Our model, which was solely trained
on lead II of ECG, is capable of replicating the remaining 11 leads of the conventional 12-lead ECG
with a Pearson correlation of 0.805, a mean square error of 0.0122, and an R-squared value of 0.639.
Moreover, a single combined model is used to reconstruct all 11 leads simultaneously, improving per-
formance and simultaneously reducing the computational resources needed for training compared to
current literature in the field. The model’s ability for real-life use was also demonstrated by training a
deep learning model for multi-disease classification using actual 12-lead ECG data and testing it on both
original and reconstructed 12-lead ECG signals. Comparable classification accuracies for both original
and reconstructed signals suggest that the proposed model can preserve diagnostically relevant artefacts.

The fourth chapter proposes a new approach using a Wasserstein generative adversarial network to
convert PPG signals into single lead ECG signals. Unlike previous studies, we utilize longer 3-second
PPG segments to generate a complete 3-second ECG signal in a single step. We also address a signif-
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icant issue in earlier studies where same patient’s data was used for both model training and testing.
To address this limitation, patient-specific data segmentation for the train and test set was employed to
obtain more reliable results.

In summary, this thesis proposes solutions for multi-lead ECG reconstruction and PPG to ECG con-
version, aiming to bridge the divide between easily collected heart monitoring data and easily inter-
pretable heart monitoring data.
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Chapter 1

Introduction

The healthcare industry is undergoing a significant transformation with the integration of artificial
intelligence (AI), which is revolutionizing the way medical practitioners diagnose, treat, and prevent
diseases. The shortage of medical personnel has made it challenging for the healthcare sector to cater to
the needs of the growing population [112], prompting the implementation of AI solutions to address this
issue. AI technology can aid physicians in diagnosing and predicting diseases, facilitating quick and
efficient decision-making. The digitization of medical records has opened up access to vast amounts
of data previously unavailable, which has helped in the creation of novel AI solutions. Due to the
high influx of biomedical data, machine and deep learning studies are presently dominant in the AI
healthcare industry. These studies can be applied to existing medical practices, providing solutions
to the challenges faced by the healthcare industry. As the healthcare sector continues to evolve, AI
integration is likely to play an essential role in improving patient outcomes and enhancing the overall
quality of care.

Cardiology is a crucial field in medicine that deals with the prevention, diagnosis, and treatment
of various heart-related conditions.The heart is a vital organ that circulates blood throughout the body,
playing an important role in the proper functioning of the circulatory system. Cardiovascular diseases,
including coronary heart disease, heart failure, and arrhythmia, are significant health concerns globally,
and they are a leading cause of mortality. The World Health Organization (WHO) has estimated that
around 17.9 million people die from cardiovascular diseases annually. The management of many dis-
eases depends on early identification and prompt action, and AI has demonstrated considerable promise
in this area [73, 37]. AI has been used in cardiology for a variety of applications, including the anal-
ysis of medical images, electrocardiogram (ECG) signals, and blood parameters to detect anomalies
and identify potential cardiovascular diseases. AI algorithms can assist physicians in the diagnosis
and treatment of cardiac conditions by providing more accurate and efficient analyses of patient data
[53, 99, 130, 115, 151, 3, 145]. Additionally, AI can help predict patient outcomes and determine the
most suitable treatment options for individual patients based on their medical history, genetics, and
other factors [93, 36]. With the integration of AI in cardiology, medical professionals can provide more
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personalized and effective care to patients, potentially leading to better health outcomes and reduced
healthcare costs.

The healthcare industry commonly employs electrocardiogram (ECG) as a non-invasive diagnostic
tool for monitoring heart activity. It is a fast and effective method to detect heart-related problems such
as arrhythmia, myocardial infarction, and other cardiac conditions [78, 124].To capture the electrical
activity produced by the heart, electrodes are positioned in designated spots on the patient’s skin during
the procedure. The collected signals are then processed and presented to the clinician for further diagno-
sis. The most commonly used ECG is the 12-lead ECG [105], which requires ten electrodes comprising
four limb electrodes and six pre-cordial electrodes. However, precise placement of these electrodes is
crucial as even small errors can result in the production of unwanted artefacts in the signals, leading to a
possibility of an erroneous diagnosis [101]. Inaccurate diagnosis due to misinterpretation of artefacts is
a significant issue, as highlighted in a study by Knight et al. [66]. Moreover, the need for ten electrodes
creates a lot of trouble for patients who require continuous monitoring. Consequently, there is a need
for further research in the development of a more accurate, easy-to-use, and portable ECG device that
requires fewer electrodes for continuous monitoring of patients.

Reduced set ECG and photoplethysmography (PPG) are easier to collect than the 12-lead ECG, and
can be used to obtain a picture of cardiac conditions. Reduced set ECGs use fewer electrodes than the
12-lead variant, making it easier and quicker to set up. In contrast, PPG measures changes in blood
volume through the skin using a non-invasive optical technique. It can be measured using a simple
finger clip, making it a more convenient option for continuous monitoring compared to ECGs. Both
reduced set ECG and PPG have been shown to have good potential for detecting cardiac conditions
and anomalies, making them useful tools for screening and monitoring. However, it should be noted
that they may not be as accurate as the 12-lead ECG, particularly in diagnosing certain types of cardiac
abnormalities.

Despite reduced lead set ECG and PPG data being easier to collect, conventional medical infrastruc-
ture is heavily dependent on the 12-lead ECG. This creates a gap between the ease of collecting data and
the ability to process it. We offer a Deep Learning-based solution to this problem that produces 12-lead
ECG data from single-lead ECG and single-lead ECG data from PPG signals. This thesis involves two
main contributions: (1) a Deep Learning architecture to reconstruct 12-lead ECG data using single-lead
ECG data, and (2) a method to generate single-lead ECG signals using PPG data. It is essential to note
that both methods do not introduce any new information to the input data but rather convert one form of
heart monitoring data to another form that is more interpretable by medical practitioners. Our proposed
solution aims to improve the accessibility and accuracy of cardiac monitoring, ultimately leading to
better healthcare outcomes.
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1.1 Organisation of Thesis

• Chapter 2 of this dissertation provides an overview of the significant advancements that AI has
brought to the healthcare industry. The chapter delves into the impact of AI in different fields
of healthcare, including Cardiology, Pulmonology, Dermatology, Neurology and Psychiatry, and
Oncology. The chapter explores how AI has contributed to medical diagnosis, prognosis and
treatment, as well as its crucial role in managing the COVID-19 pandemic. In addition to high-
lighting the benefits of AI, the chapter acknowledges the challenges that AI faces in the healthcare
industry and discusses potential ways to overcome them. This chapter aims to present a thorough
overview of the state of AI in healthcare today and its promise in the future.

• Chapter 3 discusses deep learning methods to reconstruct 12-lead ECG using a single-lead of
the ECG.Our proposed solution involves utilizing a modified Attention U-Net framework to re-
construct multi-lead ECG signals from a single lead. Further, a single combined model is used to
reconstruct all 11 leads simultaneously, improving performance and simultaneously reducing the
computational resources needed for training compared to current literature in the field. In com-
parison to previous works, which only reconstruct small ECG segments, our model is trained to
reconstruct longer 10-second ECG signals. We also demonstrate our model’s ability for real-life
utilisation using a cardiovascular disease classification task.

• Chapter 4 of this thesis proposes a novel approach using a Wasserstein generative adversarial
network to convert PPG signals into single lead ECG signals. In contrast to previous studies, we
utilise longer 3-second PPG segments to generate a complete 3-second ECG signal in a single
step. The chapter also highlights a significant issue in earlier studies, where identical patient data
was used for both model training and testing. To address this limitation, patient-specific data
segmentation was employed to obtain more reliable results.

• Chapter 5 summarises the work presented in the previous chapters and discusses possible ways
to improve the work in future.
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Chapter 2

Opportunities and Challenges of Modern AI/ML Methods in Healthcare

2.1 Introduction

In basic terms, AI is a branch of computer science that strives to generate systems that are capable
of learning and reasoning just like humans. Even though the idea of AI has been around for a long time,
the term “Artificial Intelligence” was first coined in 1956 at a conference in Dartmouth College [109].
Over the past few years, advances in computer hardware, methods, libraries, and datasets have given
AI a considerable boost and allowed it to permeate a variety of fields. With the digital revolution, the
generation of big datasets has been made possible, leading to the significant success of the data-hungry
AI techniques of Machine Learning (ML) and Deep Learning (DL).

The healthcare sector, in particular, is responsible for the maintenance and improvement of health
for the people through various means like prevention, diagnosis, treatment and cure of illness (both
mental and physical). But with the industry facing a severe shortage of medical staff [112] to treat an
ever growing population, this becomes a very challenging task. The advent of AI into the industry can
help physicians, assisting them in difficult areas like diagnosis, prognosis and help them make decisions
quickly and efficiently. As various hospital records get digitised, researchers have seen a sharp increase
in the amount of viable data that can be used for AI, which has been a severely limiting factor in the past.
Due to this high influx of biomedical data, AI in healthcare is currently being dominated by ML and DL.
Researchers can now use Machine/Deep learning studies and apply them to existing medical practices
to come up with innovative solutions to solve issues faced by the healthcare industry. Multimodal data
plays an important role in success of AI in Healthcare. Figure 2.1 shows how AI utilizes data from
different modalities to assist in various sectors of healthcare. This Chapter will examine a few uses of
AI in the areas of diagnosis, prognosis, and treatment in the medical field. We will also look into how AI
has played a pivotal role in the COVID-19 pandemic. Finally, we’ll talk about some of the difficulties AI
in healthcare faces and how to get over them to advance towards a more advanced and smarter medical
future.
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Figure 2.1: A schematic of use of multimodal data and AI for different aspects of healthcare problems.

2.2 AI in Medical Diagnosis

One of the essential steps for providing good medical care is to identify the underlying disease.
Diagnosis refers to this process of assessing and identifying the underlying condition from the patient’s
symptoms. To make an accurate diagnosis, medical professionals may use a variety of techniques,
including the patient’s medical history, imaging tests, blood testing, etc. ML and DL, in particular, have
revolutionised the field of Medical Diagnosis and one can argue that the applications of AI in Diagnosis
are the most wide-ranging and successful. In the following section, we will summarize the advances of
AI in various medical fields.

2.2.1 Cardiology

Cardiology refers to the branch of medicine that involves studying and treating conditions affecting
the heart and circulatory system. Cardiovascular diseases (CVDs) are one of the leading causes of global
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Figure 2.2: Five major medical domains where modern AI/ML methods have been used for disease

diagnosis

deaths, leadind to millin of death annually. Through the anomaly identification in cardiac imaging, ECG
signals, and blood parameters, various AI applications have been created to assist in the timely detection
of different heart problems.
Hussain et al. [53] proposed Linear Kernel Support Vector Machine which analysed the heart rate vari-
ability signals to detect Congestive Heart Failure with an area under the receiver operating characteristic
curve (AUC) of 0.97. Qu et al. [99] proposed ML methods to detect congestive heart failure with an
accuracy of 84.0%. Than et al. [130] introduced an ML algorithm MI3 which used Gradient boosting
to generate a score suggesting probability of Myocardial Infarction (MI). MI3 was trained on a cohort
of 3013 patients and used the combination of clinical data and high-sensitivity cardiac troponin I con-
centrations to detect MI. Sharma et al. [115] proposed an ML model which utilised the full length
multilead ECG signal to detect MI with an AUC of 0.9945 while Weiss et al [151] utilised Statistical
Relation Learning Algorithms to detect MI from Electronic Health Records. Akella et al [3] developed
a Neural Network using a cohort of 303 patients to detect Coronary Artery Disease (CAD) with an ac-
curacy of 93% using 14 different medical parameters. Wang et al [145] used Random Forest Classifier
to detect CAD with an AUC of 0.948.
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2.2.2 Pulmonology

Pulmonology is the domain of medicine which deals with the treatment of diseases affecting the
respiratory system. Respiratory diseases negatively affect a large part of the global population. Chronic
obtructive pulmonary disease(COPD) is a deadly disease which has killed over 3.2 million people in
2019 according to WHO. Early detection of respiratory diseases is an essential step for efficient medical
treatment. AI has shown promise in playing a significant role in the timely detection of respiratory
diseases [125, 94, 121, 103].

An interesting application of AI to detect COPD using saliva samples was introduced by Zarrin et
al [158]. The authors used biosensors to detect the dielectric properties of the saliva samples. The
eXtreme Gradient Boosting (XGBoost) algorithm based model is then trained upon these properties to
detect the presence of COPD with an accuracy of 91.25%. Porieva et al [98] used a dataset of 296 lung
sounds representing 3 classes of normal, bronchitis and COPD. To detect bronchitis and COPD, they
collected various variables from the sound recordings and combined them with ML models to achieve an
overall accuracy of 93%. Advancements in computer vision and deep learning have led to the creation of
models capable of detecting diseases such as pneumonia [131], pulmonary arterial hypertension [126],
and pulmonary fibrosis [29] through the analysis of various types of chest imaging.

2.2.3 Dermatology

Dermatology is the branch of medicine involving the study and treatment of skin, hair and nails. Vi-
sual inspection is one of the essential steps in diagnosing a dermatological problem. The advancements
of computer vision has opened up new horizons for the field of AI in dermatology and have led to some
of the recent DL models which can provide a diagnosis which is at par with some of the field’s leading
experts [133, 41]. With the help of AI, mobile devices can provide easy and cheap access to high-quality
medical diagnosis to the parts of population who were previously left behind [135, 22].

A Convolutional neural network (CNN) was trained by Kim et al. [63] using clinical images be-
longing to 90 different patients. The CNN showcased remarcable performce with identification ability
comparable to that of 5 dermatologists. EczemaNet [92] is a CNN trained on clinical images to predict
the severity and presence of Atopic Dermatitis with a high accuracy. Gustafson et al. [50] proposed a
Natural Language Processing (NLP) based algorithm for Electronic Health Record based phenotyping
to identify Atopic Dermatitis in adults. Ros-Net [18] is an Inception-ResNet-v2 trained to detect rosacea
with an accuracy of 89.8%. AI based solutions for diagnosis of Psoriasis [136], Onychomycosis [63] are
also being proposed. Recent advancements in AI in Dermatology will improve the overall well being of
global population.

2.2.4 Neurology and Psychiatry

Neurology is the science of treating and diagnosing the diseases of the nervous system. Early de-
tection of neurological diseases can help in improvement of provided medical care. AI plays an im-
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portant role in early detection of neurological disorders [113, 128, 8, 85, 33, 123, 107]. Recent studies
have aimed for early detection of neurodegenerative diseases using non-coding RNAs and MicroRNAs
[74, 38, 75, 160]. AI solutions for timely identification of Alzheimer’s disease using Electroencephalog-
raphy (EEG) [118, 134] are also being put forward. To identify Alzheimer’s illness, Liu et al. [71]
presented a novel approach that extracts spectrogram characteristics from speech data. Recent studies
have tried to exploit gait for early detection of Parkinson’s disease [6, 14]. Several DL based solutions
have also been proposed which can help in accurate and precise detection of brain hemorrhage in brain
CT images [19, 57]. Dammu et al [32] developed an ML model to classify Autism Spectrum Disorder
with an accuracy of 73.6% using the resting state functional magnetic resonance imaging (rs-fMRI).

Psychiatry is the branch of medicine associated with the prevention, treatment and diagnosis of men-
tal disorders. Diagnosis of mental illness is an inaccurate and challenging process where a psychiatrist
or psychologist tries to evaluate a patients mental health. A large part of the global population does not
have access to good psychiatric diagnosis. WHO estimates depression alone affects 5% of the world-
wide population, and early detection of depression can make enormous improvements in its medical
treatment. AI based depression detection models are being deployed, which use NLP and emotion de-
tection to detect potential patients of depression from their social media feeds [55, 35, 89, 7]. Sato et al.
[110] developed ML model to detect people susceptible to major depression using the functional mag-
netic resonance imaging (fMRI) data. Schizophrenia (SCZ) affects 20 million people worldwide and
early detection can help in providing patients with better medical care. ML and DL models are being
developed to detect SCZ using the EEG signals [159, 25], genomic data [132] and fMRI data [122] for
early and accurate detection of SCZ.

2.2.5 Oncology

In 2018, cancer was responsible for one in six deaths and was the second biggest cause of death across
the globe. Oncology is the branch of medicine associated with the treatment of cancer. The potential of
AI to facilitate early and precise diagnosis of cancer is considerable. Mobile devices equipped with AI
can provide cheap and easy access to remote population [40]. Esteva et al [41] trained a deep CNN on a
dataset comprising of 129,450 images to detect skin cancer. The CNN was able to achieve performance
comparable with 21 Dermatologists. DL models are being proposed which can detect and classify brain
cancer [139, 23], breast cancer [62, 137] and renal cancer [127] from radiological and histopathological
images. Whole genome sequencing data is also being used to train ML models which can enable early
detection of different cancers [144, 26].

2.3 AI in Medical Prognosis

Health care providers determine a patient’s prognosis after correctly diagnosing their underlying
disease. Medical prognosis is the process of anticipating or projecting the expected course of a medical
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condition for a specific patient, including possible outcomes. Given all of the variables, determining an
accurate prognosis can be quite challenging. To make an appropriate prognosis, healthcare practitioners
consider elements such as patient’s medical history, patient’s current physiological symptoms and the
development path of the disease. Healthcare practitioners’ prognosis accuracy and confidence have
significantly increased as a result of recent breakthroughs in ML and DL. We go into further detail on
how AI has aided prognosis prediction in various research in subsequent subsections.

2.3.1 Cancer Progression Studies

Once a patient is diagnosed with cancer, determining a suitable prognosis is very important as it
helps determine the next course of action medically. Cancer is estimated to affect 1 in 10 people on
average in the USA [116], making the task of predicting cancer progression very important. Nie et
al. [87] proposed a 3 dimensional DL framework for automatic feature extraction from pre-operative
multi-modal images like DTI of patients with brain tumors, MRI, fMRI achieving accuracies as high
as 89.9%. CNNs are being used to segment a brain tumor from healthy tissue, once the tumor data is
extracted, regression is used to predict the time left for survival [54]. Boeri et al. [20] built an ML model
to predict outcomes after surgery for breast cancer patients with an accuracy of 95%. Using various deep
learning techniques, survival prediction for lung cancel is being predicted with good accuracy [68, 157].
Tang et al. [129] proposed an approach for predicting prognosis of Kidney renal clear cell carcinoma
(KIRC). A prognostic model based on genes that are influenced by methylation was developed using
lasso regression. Following the prediction of patient survival rates using clinical data and the methyla-
tion prognostic model, the test data’s C-index value was determined to be 0.838. Instead of targeting a
specific type of cancer, there has been research using multi-modal data for pan-cancer prognosis. These
papers make use of DL techniques on histopathology slides and other clinical information to finally
predict single cancer and pancancer overall survival.[117, 27]

2.3.2 Mortality Prediction Studies

Mortality prediction is the task to forecast the risk of death for a critically ill patient. Building a
reliable mortality predictor with AI can help doctors identify critically ill patients, who can then be
given special medical attention.

Kong et al. [67] were able to use ML for mortality prediction of ICU patients with sepsis with mod-
erate success. They built four different kinds of machine-learning based classifier models and trained
them on the medical information mart for intensive care (MIMIC) III dataset.They found the gradient
boosting machine (GBM) gave best AUC of 0.845. Parikh et al. [95] accurately predicted 6-month
mortality for cancer patients using gradient boosting and achieved an AUC of 0.87. Studies of mortality
prediction is also being done for different kinds of cancer specifically like advanced hepatocellular car-
cinoma (HCC) [76] and metastatic colorectal cancer (mCRC) [108].
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The need for calculating mortality risk for traumatic patients admitted to the ICU is very high, Servia
et al. [114] conducted a series of experiment using the RETRAUCI database which has the data of 52
Spanish ICUs during the years between 2015 and 2019. Nine distinct ML models were created, utilizing
a set of variables based on deviations in physiological and anatomical parameters, to forecast the risk of
mortality for a traumatized patient. Elderly trauma patients generally have a very high risk or mortality,
Morris et al. [84] present a set of novel outcome scores, quick elderly mortality after trauma (qEMAT)
score and a full elderly mortality after trauma (fEMAT) score, for predicting mortality of elderly trauma
patients. They achieve an AUC of 0.84 for the qEMAT and 0.86 for fEMAT.

Stillbirth is the fetal death after 20 or 28 weeks of pregnancy. It is a devastating outcome which
accounts to two-thirds of perinatal mortality or live-born children who are yet to complete 7 days of life.
[83, 42] Combining elements such as present pregnancy complication, maternal traits and medical his-
tory researchers were able to use regularised logistic regression, decision tree, neural network , extreme
gradient boosting and random forest which could predict the risk of stillbirth with mild success. 45% of
stillbirths among all the women in the dataset could be predicted by the top classifier, XGBoost.[81]

Mortality prediction studies in the field of cardiology has been very active, as cardiovascular diseases
account for a large amount of deaths worldwide. Adler et al. [1] developed a boosted decision tree model
using data from 5,822 patients hospitalized with heart failure (HF). Using eight key variables the model
was able to give a risk score with an AUC of 0.88. Wang et al. [150] introduced a DL system for
predicting mortality due to heart failure, the system was invariant to feature rearrangement and was able
to handle the imbalanced dataset very well. After 2019, enormous research on the risk stratification and
death prediction for COVID-19 patients have been reported; these studies are discussed further.

2.4 AI in Medical Treatment

In the previous sections we discussed how AI has greatly impacted the way healthcare professionals
accurately diagnose and give prognosis to patients. In this section, we will look at how AI techniques
like ML and DL have helped improve the quality of the treatment they provide to their patients.

Developing emergency department (ED) prioritisation systems capable to assess patients’ require-
ments and conditions to evaluate their care is still a challenging task. Raita et al.[100] were able to build
a deep neural network to predict if patients coming to the ED were critically ill with an AUC of 0.86. As
the major cause of morbidity, CVDs have a very short window of opportunity, particularly if the patient
is hospitalised to the ED. Researchers utilized ML models, such as random forest, extreme gradient
boosting, multinomial logistic regression, and gradient-boosted decision tree, to analyze data from ap-
proximately 17,661 patients in the emergency department who were suspected of having cardiovascular
diseases. They achieved AUC of 0.937 for XGBoost, 0.921 for gradient-boosted decision tree, 0.919 for

10



random forest and 0.908 for multinomial logistic regression[56]. Klang et al. [65] developed a predic-
tion model using 595,561 ED visits to identify patients in the ED who require a head CT exam using a
gradient boosting technique. The model was achieved an AUC of 0.93, with a specificity/sensitivity of
85.7%/88.1%.

AI in robotics has greatly influenced the healthcare industry, we can see that even though AI con-
trolled robotic systems are used proficiently in healthcare laboratories and for manufacturing healthcare
equipment with precision [152], it’s adoption into mainstream medical practices like surgery has been
scarce. Minimally invasive surgery is a great alternative to open surgery options as it reduces surgical
trauma and eases post-surgery rehabilitation, but it comes with its own set of disadvantages as surgeons
now need to handle a confined work space, with a reduced ability to judge distances and a decreased
ability to coordinate the movement of their hands with their visual perception. There has been console
operated robotic systems, like the da Vinci surgical system who is able to execute minimally invasive
surgery by replication the hand movements of a surgeon with high precision. [45]. Concentric Tube
Robots (CTRs) which are robots that have unlimited or indefinite degrees of freedom and joints. [119]
has shown great potential for minimally invasive surgery due to its miniaturization potential and maneu-
verability [4].

The advent of AI in healthcare has also come as a boon for hospitals themselves. In the context
of hospitals, re-admission typically refers to the situation where a patient is readmitted to the hospital
within a specified period of time, often within 30 days of their initial admission. Ajay et al. [2] showed
the cons of re-admission in hospitals and proposed how it can be prevented using ML techniques. Vi-
vanco et al. [141] used ML techniques to identify patients likely to overstay in hospitals, these patients
are partly responsible for high waiting times and bed shortages in the hospital.For patients at a tertiary
teaching hospital, they were able to get an F-Measure of 0.826 using a decision tree classifier, whereas
at a community hospital, they achieved an F-Measure of 0.784. Yala et al. [155] built a classifier to
parse classical breast pathology reports automatically by extracting pertinent tumor characteristics into
readily available data with an average accuracy of 97% of individual categories.

Hypoxaemia is the condition where there is an unusually low blood oxygen levels. Researchers were
able to use a ML based system to predict the prevention of hypoxaemia during surgery. They were
effectively able to double the rate of prediction of hypoxaemia by anesthesiologists from 15% originally
to 30% with the use of their system [77]. Wijnberge et al. [153] used a ML algorithm that predicts
hypotension during the time of surgery while taking into account personalized treatment. Hatib et al.
[52] built a custom ML based algorithm to predict hypotension during the surgery, they were able to
achieve a specificity of 87% and sensitivity of 88% 15 min in advance of a hypotensive event with an
AUC of 0.95.
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2.5 AI in COVID-19

Coronavirus Disease 2019 (COVID-19) is an infectious disease caused by Severe Acute Respiratory
Syndrome Coronavirus 2 (SARS-CoV-2) Virus. The outbreak of COVID-19 rapidly spread across the
world, bringing the global population to a standstill. Severe cases of COVID-19 may result in serious
respiratory disease which might even lead to death. By the end of October 2021, WHO has confirmed
over 4.9 million deaths due to COVID-19. AI interventions helped in controlling the pandemic. AI
models were used to quickly and accurately identify individuals who are not wearing face masks [72,
13]. COVID-19 is a fast spreading infectious disease and can pose immense pressure on the existing
health infrastructure of the world. Early prediction of an upcoming surge in the COVID-19 positive
cases can help the authorities in taking proactive measures that can save thousands of lives. Researchers
have developed AI based models for epidemic waves forecasting [149, 10, 97]. These models can predict
the approximate time and intensity of the forthcoming surge of positive cases. Several prognostic and
diagnostic applications of AI for COVID-19 are also being developed, proving the immense significance
of AI in this fight.

2.5.1 AI based COVID-19 Diagnosis

It is crucial to find COVID-19 early in its life cycle in order to inhibit the virus’s proliferation.
Several studies tried to use AI based solutions to help in accurate and fast COVID-19 diagnosis. Many
studies trained ML models using chest X-rays [12, 146, 102], while others tried to exploit the chest CT
imaging [16, 60] for the diagnosis of COVID-19. Although radiological imaging based solutions tend to
perform well, they are expensive and complex. Some studies proposed using cough or respiratory sound
recordings for COVID-19 detection [90, 82, 91]. Aly et al [9] used a dataset of 1299 sound samples to
train an ML model that detected COVID-19 positive samples with an AUC of 0.96. Zoabi et al [164]
proposed an ML model trained on records of 51,831 individuals. The model could detect COVID-19
positive cases precisely by just using the symptoms and basic patient information like age and sex.

2.5.2 AI based COVID-19 Prognosis

COVID-19 had posed an unprecedented pressure on global health infrastructure due to the enormous
inflow of patients demanding medical care. In times of distress, efficient utilisation of critical resources
like oxygen and ventilators becomes an important step, which, if not appropriately enacted, can lead
to the deaths of many. Early detection of people at high risk can be aided by the effective prognosis
of COVID-19 patients. Authorities can then provide preferred medical care to individuals who stand
a chance of developing severe complications, which might help in saving thousands of lives. Many
AI solutions for early and quick COVID-19 prognosis were developed. Wang et al. [147] developed
ML models exploiting laboratory and clinical features for COVID-19 mortality prediction. The models
achieved an AUC of 0.83. Bolourani et al. [21] developed an ML model that utilised features like age,
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respiratory rate, serum lactate to predict respiratory failure with an accuracy of 91.9%. Additionally,
ML models using chest CT and X-rays to forecast patient mortality and severity have been proposed.
[31, 80].

2.6 Summary and Outlook

Although AI in Healthcare has shown excellent prospects, it faces many challenges. ML models
are data-hungry systems that require enormous amounts of data for training. Healthcare data collec-
tion is an arduous task, and often healthcare datasets are inadequate and biased. Data scarcity poses a
significant challenge to the success of AI in healthcare. Developing an AI for healthcare solution that
generalises well is another challenging task. Often, inadequate and biased training data fails to represent
the proper and complete subsample of the data. Healthcare datasets are often plagued with ethnic and
racial biases, which pose a severe challenge in the generalizability of the ML and DL models. It is
often seen that models trained on the data of the population of one subcontinent fail when tested on data
from some other cohort. Under representation of the minority class in the dataset can lead to biased AI
models that overfit the majority class. This bias can lead to the seclusion of minorities from the general
medical practice. Data privacy is another big hurdle in the success of AI in healthcare. Lack of proper
protocols to maintain the anonymity and privacy of intimate health information dissuades patients and
hospitals from sharing the data with the researchers. Another big challenge is the lack of interpretabil-
ity in the developed AI solutions. Many of the current ML and DL models utilized in healthcare are
considered ”black boxes” that provide a quantitative output without explaining the reasoning behind
their decisions. This lack of interpretability and generalizability has led to a lack of trust in AI within
the medical community. The healthcare industry has been hesitant to implement and expand AI solu-
tions due to these concerns, resulting in friction in the growth of AI in healthcare at the operational level.

Even though many challenges loom ahead of the success of AI in healthcare, we believe in the com-
ing future, AI will play a pivotal role in revolutionising the healthcare industry for good. Cumulative
efforts of academia, industry and government authorities might help in the generation of more extensive
and unbiased healthcare datasets. Development and training of the AI models which are uninhibited
from racial and ethnic biases will be crucial in the success of AI in healthcare. Proper protocols and reg-
ulations need to be established to dismiss the concerns regarding data privacy and security. Developing
trust toward the AI solution is also an essential attribute in the widescale adoption of AI in healthcare.
We believe AI would not eliminate the need for human intervention; instead, it will assist radiologists
and clinicians in providing more reliable, cheaper and easily accessible medical care to all.
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Chapter 3

Single-Lead to Multi-Lead Electrocardiogram Reconstruction Using a

Modified Attention U-Net Framework

3.1 Introduction and related works

An ECG is a non-invasive medical procedure used for heart activity monitoring. This procedure is
widely used owing to its speed and effectiveness in detecting heart-related problems [78, 124]. An ECG
can record heart’s electrical activity using electrodes which are placed on the patient’s skin, giving us
information about the heart rhythm and health. These electrodes are conductive and are able to record
the voltage present on the skin, which is then processed before being presented to the clinician for
further diagnosis.

There are multiple variations of ECGs depending on the number of leads used, but the 12-lead ECG
is widely considered the most commonly used in healthcare centers worldwide [105]. Even though it is
called a 12-lead ECG, it only involves ten electrodes comprising four limb electrodes (placed on all four
limbs of the patient) and six pre-cordial electrodes. An apparent problem with this type of ECG is the
precision needed in placing the electrodes at suitable locations [101]. As clinicians are dependent on
the collected signals to make a diagnosis, a small error in their placement can result in the production of
unwanted artefacts in the signals, leading to a possibility of an erroneous diagnosis. Knight et al. [66]
showed that 38% of 500 electrophysiologists who participated in their study misdiagnosed an artefact
as ventricular tachycardia. Even though other variations of ECGs that need lesser leads do exist, they
are relatively inaccurate compared to the 12-lead variant. This becomes a major hassle for patients who
need continuous monitoring, where they are forced to sacrifice the accuracy of a 12-lead ECG for the
portability and ease of use of lesser lead variants.

Although the 12-lead ECG only requires 10 electrodes, the 12 leads in the name stands for the
processed signals obtained from these electrodes. The 12 generated leads can be divided into frontal
plane limb leads (I, II, III, aVF, aVL and aVR) and chest leads (V1, V2, V3, V4, V5 and V6). The lead
I is calculated by substracting the left and right arm electrodes. The lead II is calculated by sustracting
the left leg and right arm electrodes. The lead III is calculated by sustracting the left arm and left leg
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electrodes. The remaining three frontal plane limbs are called the augmented vector (aV) leads, where
the F, L and R in their names represent the Foot, Left arm and Right Arm, respectively. These leads are
mathematically derived from the first three limb leads. Using Kirchoff’s law on electrical current, which
states the sum of all currents in a closed circuit is zero [79], we can mathematically generate all frontal
plane limb leads using any two of the frontal plane limb lead values. The chest leads are not interrelated
like the frontal plane limb leads and hence have to be recorded individually using separate electrodes
(V1 to V6). The electrode on the right leg is not used to generate any lead; instead, it is used as ground
to prevent artefacts in the other leads. [43]

Due to various intricacies involved, the usage of the 12-lead ECG is restricted in pre-hospital, ambu-
latory and home-care settings. With cardiac-related issues becoming more prominent around the world
[61], accurate but easy-to-use ECG devices are needed more than ever. Even though devices like the
Holter monitor [30] exist, which measure the standard 12-lead ECG, their utility is limited by the move-
ment constraints they put on their user. With recent technological advances, we have witnessed much
growth in the wearable technology field, from smartwatches used by the masses to more sophisticated
straps used by athletes. The major drawback with such devices is that they almost always only collect
a subset of the twelve leads. Even though this information is helpful, a clinician is usually trained to
interpret a 12-lead ECG, thus handicapping the utility of such devices. ECG reconstruction can help
bridge this gap by converting reduced lead set ECG to standard, more interpretable 12-lead ECG. One
should note that ECG reconstruction does not add new information to reduced lead set data. Instead, it
just converts all the information captured in the reduced lead data into a 12-lead version. As the human
heart-torso electrical system is theoretically linear and quasi-stationary, the initial reconstruction efforts
using ML techniques were limited to the use of Linear Regressors [17, 51]. However, as computational
capabilities have improved in recent times, researchers found eminent success in synthesising more
accurate signals using neural networks.

Several studies [162, 148, 59, 120] have achieved good reconstruction results from a reduced lead
set. Huaiyu et al. [162] presented a synthesis algorithm called ARSPL, which stands for adaptive region
segmentation-based piece-wise linear algorithm, that can reconstruct standard 12-lead electrocardio-
gram (ECG) signals using only a 3-lead subset (specifically, leads I, II, and V2). They first detected
R-peaks in the signal before performing segmentation; each segment is further divided into cardiac
electrical activity stages. Each sub-segment is then fed to different Linear Regressors for final ECG
generation. They achieved an average pearson correlation of 0.947 and an average RMSE of 55.4µV
on the generated leads. Wang et al. [148] presented a novel method to generate all 12 leads using just
a 3-lead subset (I, II and V2) using convolutional neural networks. They convert the 1-D ECG sig-
nal into 2-D images using slipping conversion before passing it through multiple convolutional layers.
Their methods are able to beat both multiple regression-based methods and artificial neural networks
committees-based methods in most of the generated leads. Using a custom-designed piece of hard-
ware acting as a three-lead patch-type ECG device and employing a long short-term memory network,
Jangjay et al. [120] achieved an average correlation coefficient of 0.95 for their reconstructed signals.
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According to the authors, by utilizing LSTMs, they can address the problem of reduced horizontal vec-
tor components in the electric signal captured using their own device. The authors further validate their
improvements by showing the ability to detect pathological abnormalities with comparable accuracy to
the 12 lead ECG. Kapfo et al. [59] propose a method that is tailored to individual patients for recon-
structing the standard 12-lead ECG. They also use a discrete wavelet transform (DWT) combined with
LSTMs to predict the standard 12 leads using just three input leads. They achieve an average correlation
constant of 0.98 and a RMSE score of 78. However, all the mentioned studies were dependent on three
different leads (two frontal limb leads and one pre-cordial lead). This hinders their practical use, as
they would still require multiple electrodes to be placed on the chest and multiple limbs to collect the
required signal. To fast-track the adoption of such reconstruction techniques by the wearable device
industry, we need to reduce the amount of data they need to collect.

Gundlapalle et al. [49] introduced a novel method for reconstructing a 12-lead ECG using a single
lead input, using CNNs, LSTM units, and multi-layer perceptrons. With only lead II as input, they
generated the other 11 leads, achieving an average correlation of 0.973 and a regression coefficient of
0.959. Yoon et al. [156] developed a generative adversarial network (GAN) to generate all 12 leads
of an ECG using a single lead (lead I) as input. They utilized a U-net as their generator and a patch
discriminator as their discriminator. Their model was able to reconstruct signals with a mean Frechet
distance (FD) score of 11.321 and a mean square error of 0.038.

To the best of our knowledge, these were the only studies performing ECG lead reconstruction using
a single lead. Both these works suffer from some critical drawbacks. Both works segment their signals
to shorter lengths (1 second and 2.5 seconds) while generating the other leads for relatively easier
reconstruction. However, as traditionally, ECG is recorded for 10 seconds [24], to use the proposed
approaches in real life, one would need to develop algorithms to connect the reconstructed segments
together, which might reduce the effectiveness of the overall reconstruction. Both works use a complex
set of deep-learning algorithms. Yoon et al. [156] used a GAN, which is hampered by unstable learning
and takes a very long time to train [154]. Gunlapelle et al. used a combination of CNNs, LSTMs and
MLPs, making the overall pipeline very complex. Gunlapelle et al. also segmented the ECG signals
into 1-second segments, which were then randomly divided into train and test sets. This could have
caused 1-second ECG segments belonging to the same ECG signal to be present in the train and the test
set. This leakage of data might have inflated the reported results. Although both studies produced good
signal reconstruction, they did not establish whether the reconstructed signals can be used in real-life
applications.

In this study, we present a Modified Attention U-Net based framework for Single-Lead to Multi-
Lead Electrocardiogram Reconstruction. We used the lead II to reconstruct the remaining 11 leads with
a mean Pearson Correlation coefficient of 0.805. Since only lead II is used as an input, the desired data
can easily be calculated using just two electrodes placed on the left leg and right arm. We improve on the
drawbacks of previous works and also demonstrate that the reconstructed ECG signal can be used by a
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classification model trained on a standard 12-lead ECG data to detect cardiovascular diseases efficiently.
Our contributions are:

• Instead of using shorter ECG segments for reconstruction, we reconstruct the complete 10-second
ECG signal at once.

• We propose a model architecture which only employs convolutions, making them easily malleable
to work with any size input segments while training is faster.

• We propose a modified variant of Attention U-Net performing better than the standard U-Net and
Attention U-Net.

• Unlike the past studies, which use a separate model for each lead reconstruction leading to a total
of 11 models, we use a single model for all 11 lead reconstructions. By using a single model, not
only were we able to reduce the number of trainable parameters but also were able to improve
upon the performance.

• We test our reconstructed signals on an existing 12-lead disease classification model to accurately
measure how well our method can preserve anomalies in the input signal that the classification
model uses for disease detection.

3.2 Methods

3.2.1 Dataset and preprocessing

For the study, we used the large publicly available PTBXL dataset [143]. The dataset has 21837,
10-second length, 12-lead ECG data from 18885 patients collected over a period of seven years. The
ECG signals are provided with sampling rates of 100Hz and 500Hz. For this study, we employed ECG
signals sampled at 500Hz. The dataset includes a large portion of healthy records as well as a wide range
of diagnostic classes like myocardial infarction, hypertrophy, etc. As part of the data preprocessing, we
first used a Butterworth [34, 46] highpass filter set at 0.5Hz to remove the low-frequency noise and
artefacts. This was followed by a Butterworth lowpass filter set at 200Hz to remove the high-frequency
noise. Finally, all the ECG signals were smoothed using Savitzky-Golay Filter[111].The dataset was
divided into training and testing sets using an 80%-20% split, where 80% of the data was used for
training and 20% for testing. The training set contained 17469 ECG recordings, while the testing set
contained 4368 ECG recordings.

3.2.2 Model Architecture

Fig. 3.1 represents the proposed Deep Learning architecture we use for lead reconstruction. We
propose a single model which takes the lead II of the original ECG as input to reconstruct the remaining
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Figure 3.1: Model Architecture of the proposed model.

11 leads. Since both input and output data are time series signals, we use 1D convolutions to design
the network. The input is a single channel 5000-length signal representing a 10-second recording of the
lead II sampled at 500Hz. The output comprises 11 channels of 5000 in length, where each channel
represents the different leads of the reconstructed ECG signal.

The model architecture used in the study is a modified version of the Attention U-Net proposed by
Oktay et al. [88]. A U-Net architecture first downscales the input and then upscales the downscaled
input back to generate the output. The skip connections are employed to tackle any data loss. In the
proposed model architecture, we downscale the input lead II signal thrice, which is then upscaled thrice
to get the reconstructed leads. Standard attention U-Net employs max-pooling for downscaling the
signals while upsampling layer is used for upscaling. The convolution layer provides a kernel with
learnable parameters, which the max-pooling layer lacks; hence we replace the max-pooling in the
original attention U-Net with a 1D convolution of stride 2 and kernel size 3. Similarly, the upsampling
layer is replaced by a 1D Transpose Convolution [39] of stride 2 and kernel size 3. The standard
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attention U-Net applies attention to the skip connection to get the attention-gated skip connection. This
attention-gated skip connection is then used for concatenation with the upscaled signal from the 1D
Transpose Convolution. For the proposed model, we concatenate the raw skip connection in addition to
the attention-gated skip connection with the upscaled signal.

3.2.3 Model Training and Testing

The proposed model is trained on the training set for 50 Epochs. The ADAM optimiser is used for
optimisation [64] and Mean Squared Error is used as the target loss function. The Batch Size was set at
32 for training. The learning rate was initially set at 0.0001, which was reduced on plateauing of the loss
using a scheduler. The trained model was then tested on the hold-out test set, and different evaluation
metrics were used to evaluate the quality of signal reconstruction. The model was trained and evaluated
using NVIDIA GeForce GTX 3090Ti with 24 GB memory. Pytorch version ‘1.12.1’ [96] was used for
the realisation of the model. Similar training and testing regimes were followed for all the other models
mentioned in the Results and Experiments Section.

3.2.4 Evaluation Metrics

To evaluate the quality of ECG reconstruction, we used the three metrics.

• The Pearson Correlation coefficient(ρ) represents the similarity between the reconstructed and the
original signal. ρ ranges from -1 to 1, where 1 represents that the two signals are exactly the same,
while -1 represents that the two signals are exactly opposite.

ρ =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
∑n

i=1(yi − ȳ)2
(3.1)

• The Mean squared error (MSE) measures the average error between the generated and the original
signal. Thus the lower the MSE, the better the signal reconstruction, and an MSE of 0 will
represent that the reconstructed signal is exactly identical to the original signal.

MSE =
1

n

n∑
i=1

(xi − yi)
2 (3.2)

• The level of association between the original and generated signals has been assessed using R2

statistics. The R2 value of a perfectly reconstructed signal will be 1.

R2 = 1−
∑n

i=1(xi − yi)
2∑n

i=1(xi − x̄)2
(3.3)

Where xi is the ith data point of the original signal and yi is the ith datapoint of the reconstructed
signal. x̄ and ȳ are the sample means of the original and reconstructed signal respectively, and n
is the number of data points in the signal.
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3.3 Experiments and Results

3.3.1 Performance Analysis and Comparison

Original Signal

I

III

aVF

aVL

aVR

Reconstructed Signal

I

III

aVF

aVL

aVR

Figure 3.2: The original and the reconstructed signals for the frontal plane limb leads I, III, aVF, aVL

and aVR using the proposed model.

The proposed model reconstructed the 11 leads from lead II with a mean Pearson Correlation coef-
ficient (ρ) of 0.805, MSE of 0.0122, R2 of 0.639. We compared the results of the proposed model with
those of other models, and the results are summarized in Table 3.1.
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Original Signal
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Reconstructed Signal
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Figure 3.3: The original and the reconstructed signals for the chest leads V1, V2, V3, V4, V5, V6 using

the proposed model.

A standard U-Net with 3 downscaling and upscaling layers similar to the proposed model gave a
mean Pearson Correlation Coefficient of 0.750. Given that 1D Convolutions have learnable parameters,
we replaced the Max-Pool layer in the standard U-Net with a 1D Convolution with stride 2 and Kernel
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Model ρ MSE R2

U-Net 0.750 0.0159 0.528

Modified U-Net 0.784 0.0138 0.591

Modified U-Net with Attention 0.790 0.0132 0.610

Proposed Model 0.805 0.0122 0.639

Table 3.1: Performance Analysis of the proposed model for lead II to 12-lead reconstruction task. All

model improvements were statistically significant with p-values ≪ 0.05.

size 3. Similarly, the Upsampling layer was replaced with a 1D Transpose Convolution of kernel size
3 and stride 2. We can refer to this model as a modified U-Net. This modified U-Net improved upon
the conventional U-Net with a mean Pearson correlation coefficient score of 0.784. The improvement
of results validates the use of 1D Convolutions and 1D Transpose Convolutions over max-pooling and
upsampling. Attention can further help in better localization and can help the model understand which
part of the input needs to be focused upon [15]. Thus adding attention to the skip connection could help
the network to localise to the area of importance in the skip connection. An attention block inspired
by Oktay et al. [88] was added to the skip connection of the modified U-Net where the max-pooling
layer was already changed with the 1D Convolution layer, and the upsampling layer was changed with
the 1D Transpose Convolution. We can refer to this model as Modified U-Net with Attention. This
model further improved the results to a mean Pearson Correlation coefficient of 0.790. Thus attention
helped the model better understand the lead reconstruction task. This modified U-Net with attention
just like the standard attention U-Net used the attention to the skip connection. Then the attention-gated
skip connections are concatenated with the upscaled signal coming from the 1D Transpose Convolution.
For the proposed model, we experimented by concatenating the raw skip connection in addition to the
attention-gated skip connection with the upscaled signal. The proposed model gave the best metrics with
a mean Pearson Correlation coefficient of 0.805. We also tested the GAN architecture similar to the one
proposed by Yoon et al. [156] but modified to work with the 10-second length ECG signal. Although the
GAN took significantly longer to train, the results produced were not able to beat the proposed model.
We can inspect the quality of ECG reconstruction for the frontal plane limb leads using Fig. 3.2, and
Fig. 3.3 can be used to examine the reconstruction of the chest leads.

3.3.2 Comparison between Single-to-Multi lead model & Single-to-Single lead Model

Yoon et al. [156], and Gundlapalle et al. [49] both used 11 deep learning models, each responsible
for converting the original lead to a single lead. We compared the results between the single-to-multi
lead model, where a single model is responsible for converting the lead II to the 11 other leads to that
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of single-to-single lead models, where each model is responsible for converting the lead II to one of the
11 other leads. We used the model architecture defined in the Methods section for the single-to-multi
lead model. For the single-to-single lead model, we changed the last layer of the proposed model so
that instead of outputting 11 channels; the model has a single-channel output. Both the models were
trained and tested using the regime explained in the Methods section. Table 3.2 provides the results for
each lead conversion for the single-to-single lead and single-to-multi lead models. We can observe that
the single-to-multi lead model performed better for the signal reconstruction for all 11 leads compared
to the single-to-single lead models with respect to all three evaluation metrics. The single-to-multi lead
model might be performing better owing to its ability to employ the backpropagating gradients from all
11 leads and combine them to get a better latent space representation of the lead II. The single-to-single
lead model only has information concerning a single lead it is trying to reconstruct; thus, the latent space
representation for the model might be inferior to that of the single-to-multi lead model.

Lead
Single-to-Single lead Single-to-Multi lead

ρ MSE R2 ρ MSE R2

I 0.841 0.0053 0.610 0.847 0.0049 0.633

III 0.657 0.0055 0.611 0.663 0.0047 0.658

aVL 0.616 0.0052 0.491 0.659 0.0047 0.536

aVR 0.934 0.0015 0.850 0.935 0.0015 0.853

aVF 0.883 0.0015 0.855 0.892 0.0013 0.873

V1 0.811 0.0135 0.539 0.818 0.0113 0.611

V2 0.767 0.0349 0.507 0.778 0.0317 0.552

V3 0.722 0.0360 0.428 0.728 0.0333 0.470

V4 0.772 0.0234 0.473 0.785 0.0222 0.499

V5 0.857 0.0120 0.640 0.859 0.0120 0.641

V6 0.884 0.0076 0.678 0.888 0.0071 0.698

Table 3.2: Performance comparison of the single-to-single lead models with the single-to-multi lead

model for lead II to 12-lead ECG reconstruction task. For all the leads except aVR the p-value was

≪0.05, suggesting statistical significance of the results. The p-value for aVR lead was 0.191.
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3.3.3 Cardiovascular Disease Classification

In our previous experiments, our concern has always been how well the model performs for the
chosen evaluation metrics. However, we realized that the main aim of performing lead reconstruction
should be making sure that the final generated signals are usable in real-world scenarios by clinicians,
classification models, etc. That is, these generated signals should be able to act as a replacement for
standard 12-lead ECG without any other intervention. From this perspective, even though evaluation
metrics can tell us how well the signals as a whole have been reconstructed, they cannot tell us if
essential artefacts in the signals used by clinicians for diagnosis and machine learning pipelines for
classification have been conserved. There are chances where the signal has been reconstructed well, as
all the rhythmic heartbeats have been preserved. However, the signal might still lack the artefacts needed
by a clinician to diagnose the patient, rendering such a reconstruction useless. All previous works in the
field have only focused on evaluating the signal quality quantitatively, making it unclear if the generated
signals from these works can be used as 12-lead ECG replacements. We employed this experiment to
verify if our model can generate signals conserving critical artefacts needed for diagnosis.

Ribeiro et al. [104] used an ensemble of neural networks with a Residual Network based architec-
ture for 12-lead ECG multi-classification. They use a superset of the PTB-XL dataset, containing six
databases from four different countries (United States, Russia, Germany and China) to build an end-to-
end pipeline capable of classifying 12-lead ECGs according to 27 different classes. Using this work as
our baseline, we utilized a single model from their ensemble as the classification model for our exper-
iment. This classification model is a combination of a one-dimensional Residual Network containing
five residual blocks and a final fully connected layer. The model was trained on all default parameters
set by the authors in the original papers for 70 epochs. To ensure that our results are robust, we trained
this classification model on the same training data used for training the ECG reconstruction model. We
also test the model on the same test data on which the reconstruction models were evaluated. This en-
sures that no signals used to train the reconstruction model are used to assess the performance of the
classification model. Thus, the test set is completely blind for both the reconstruction and classifica-
tion models, mimicking a real-world use case. This classification model is now trained on the training
set of the preprocessed PTB-XL data discussed in the Methods section, and the trained model is used
for further evaluation. We test this trained model with two different approaches. First, the model was
evaluated on the test set, where all 12 leads were the original leads provided in the dataset. The results
can thus be used as a baseline for the following approach. We will refer to this approach as the Orig-
inal Signals approach in the coming parts of the paper. In the second approach, instead of testing the
classification model on the original signals, we tested it on reconstructed signals. We trained the lead
reconstruction model on the training set to convert lead II to the 11 other leads. This reconstruction
model was then used to reconstruct the 12-lead ECG from the lead II signals of the test set. This set of
original lead II and reconstructed 11 leads were then given as input to the classification model. We must
note that for both approaches, the classification model was trained on the training set where all 12 leads
were the original signals, just that the testing regimes were different. Thus, the classification model was
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never trained on a reconstructed ECG signal. We will refer to the second approach as the Reconstructed
Signals approach. We can observe the results of the two approaches using Table 3.3.

Model AUROC Accuracy

Original signals 0.810 0.456

Reconstructed Signals 0.752 0.426

Table 3.3: Performance comparison of cardiovascular disease detection for the original and recon-

structed signals.

We obtained an accuracy of 45.6% and AUC of 0.810 for the original signals approach, and we
obtained an accuracy of 42.6% and an AUC of 0.752 on the reconstructed data. We need to notice that
this being a multi-class classification task with 27 classes, the chance accuracy would be close to zero.
The drop in performance for the reconstructed signals approach was expected as the data of 11 leads has
been eliminated entirely. However, the performance of the classification model using the reconstructed
signal approach is comparable to the original signals approach. We can thus infer that our reconstruction
model is able to preserve the necessary artefacts needed for classification from the original lead and
reproduce it in all the reconstructed leads. This experiment shows that our reconstruction model is able
to use data from a single lead and present it in such a way that a classification model trained to classify
only based on 12-lead ECG is still able to work comparably.

3.4 Discussions and conclusions

ECGs play a major role in cardiovascular diagnostic decisions. With the rise in technology and
increased awareness of health metric tracking, we are witnessing significant innovations in the wearable
device sector using ECG signals. A considerable hurdle such device-makers face is that the wearables
collect a reduced lead set of the ECG. Existing solutions in the automatic ECG classification space are
built using the standard 12-Lead ECG as inputs, thus rendering the ECG unusable when only a subset of
leads are collected. Likewise, in medical settings too, clinicians trained to diagnose based on a 12-lead
ECG may find it challenging to interpret a reduced lead set data. ECG reconstruction primarily tries
to bridge this gap between the influx of reduced lead set data from modern wearable devices and the
consumption of standardised 12-Lead ECG data by clinicians and ECG analysis models. It is important
to note that ECG reconstruction cannot add new information to reduced lead set data to create new 12-
lead data. Instead, it rather converts all the information captured in the reduced lead data into a more
interpretable 12-lead version.
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In this work, we present a novel end-to-end Single-Lead to Multi-Lead Electrocardiogram Recon-
struction pipeline. We use a modified attention-based U-Net model on the publicly available PTB-XL
dataset to develop a method capable of using a single lead II to generate all other 11 leads of a standard
12-Lead ECG. We achieved a Pearson Correlation, Mean Square Error and R-squared value of 0.805,
0.0122 and 0.639, respectively. A significant drawback with the current ECG reconstruction studies is
that they use three leads to reconstruct the 12-lead ECG signal. However, the current work overcomes
significant limitations of earlier studies. Both previous studies divide the standard 10-second ECG sig-
nal into smaller segments for reconstruction. Generally, ECGs are recorded for 10 seconds; thus, one
will be forced to use various algorithms to join the reconstructed segments, leaving their final perfor-
mance questionable. Keeping this in mind, we developed our method to take a complete 10 seconds
signal from lead II as input and reconstruct them into a 12-lead ECG of 10 seconds. Compared to past
studies, we also use a relatively simple model comprising only convolutional layers making the whole
network much easier to train; also, the same network can be employed to process other lengths of ECGs
as input. Instead of using multiple models for generating all leads separately like in previous works, we
use a single combined model to generate all 11 leads together, reducing the total parameters needed for
models to work and resulting in faster training times. Using a combined model also helped us improve
performance, as observed in the above section. Looking through current works in ECG reconstruction,
a very noticeable flaw in how the models are evaluated seems to exist. The metrics only seem to be
representative of how well the reconstruction is but do not try to identify if the reconstructed signal can
actually be used in real-life applications. Thus, we must ensure that a reconstructive model can capture
the necessary artefacts from the input signal, which are essential for diagnostic uses. Therefore, we de-
vised an experiment to see if the reconstructed signals can actually be used by existing models that use
standard 12-lead ECG data to detect cardiovascular diseases. In the experiment, we train a multi-disease
classifier based on existing literature on actual 12-lead ECG data and see the drop in performance when
tested on reconstructed 12-lead data. We observe that the classification model’s performance while us-
ing the reconstructed signals was comparable to its performance using the original signals. This shows
that our reconstruction model is capable of preserving artefacts from the original data, which might
prove vital for uses like diagnosis by clinicians and predictive models.

The limited availability of ECG and healthcare data more generally presents a significant obstacle to
the widespread adoption of AI in healthcare. Current volumes of ECG data are insufficient to support
data-intensive models like transformers, which tend to perform poorly with the available data. However,
the increasing digitization of the healthcare industry is expected to produce a surge in data in the near
future, rendering the use of models like transformers more feasible. Healthcare data often contain
cohort-specific features that can make a model trained on one cohort useless when applied to another.
To address this issue, a study employing a dataset collected from multiple cohorts for training and
evaluating ECG reconstruction models might enhance the generalizability of such models, which is
presently lacking in this study. Although collecting single-lead ECG data is comparatively easier than
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multi-lead ECG data, it still requires the placement of at least two electrodes, which can be a complicated
process. As a result, the need for an even simpler method to collect heart monitoring data persists.
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Chapter 4

PPG to Single-Lead ECG Conversion using Wasserstein Generative

Adversarial Netwroks

4.1 Introduction and Related Works

With the growing incidence of cardiovascular diseases worldwide [86], the continuous monitoring
of heart health has become crucial. The ECG is widely recognized as the gold standard for measuring
cardiovascular activity and is a fundamental tool for diagnosing CVDs [78, 124]. As discussed in
Chapter 3 measuring the 12-lead ECG signals is a challenging task that requires a trained medical
practitioner. Despite being a relatively straightforward procedure, obtaining a single lead ECG still
necessitates the placement of at least two electrodes and can be a technical process. As a result, there
remains a pressing need for a simpler method of collecting heart monitoring data.

Photoplethysmography (PPG) is a non-invasive technique utilized to evaluate changes in blood vol-
ume in the microvascular bed of tissue [5]. By detecting changes in blood flow, PPG can provide heart
activity data. PPG measures the amount of light absorbed or reflected by the tissue by illuminating a
light on the skin. The amount of blood in the tissue, which varies with each heartbeat, affects how much
light is absorbed or reflected, allowing the monitoring of heart rhythm and rate. PPG is a convenient
diagnostic tool as it is a simple and quick test that can be performed in a doctor’s office or patient’s
house without any special preparation or equipment.

Continuous monitoring of ECG is often hindered by movement constraints imposed by monitoring
tools. In contrast, PPG is a simple and easily measurable technique that can be continuously monitored
using wearable devices such as smartwatches. While PPG can be easily collected, the lack of adequate
knowledge and techniques for analyzing it implies that ECG remains the gold standard for medical
diagnosis, given the abundant scientific knowledge backing it up. The PPG and ECG readings are
naturally interconnected as changes in peripheral blood volume are driven by left ventricular myocardial
activity, which is regulated by electrical impulses arising from the sinoatrial node. The physiological
features of PPG waveform like timing, amplitude, and shape reveal how the heart and connective tissue
interact. The relationship between ECG and PPG signals can be utilized to develop a technique for
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reconstructing ECG signals from PPG signals. This approach can bridge the gap between the ease of
PPG measurement and the technical expertise required for ECG analysis.

Although the task of ECG reconstruction from PPG is promising, the currently available literature is
limited. Zhu et al. [163] were the first to portray the idea of generating ECG using PPG. The authors
proposed a Discrete Cosine Transform (DCT) based solution to convert each PPG heart cycle to its
corresponding ECG cycle. The DCT coefficients of each PPG cycle are mapped to the associated ECG
cycle using a transform matrix which is identified using ridge regression. The authors were able to
reconstruct ECG with a Pearson correlation of 0.954. To create the QRS Complex of the ECG using
the associated PPG signal, Chiu et al. presented a deep learning architecture [28]. They proposed an
encoder-decoder architecture comprised of a sequence transformer and attention network. The authors
also proposed a new QRS enhanced loss to improve the training. The authors used the University of
Queensland Datset (UQVSD) [70], comprising 32 patients whose PPG and ECG were recorded for 55
hours. The QRS complex was produced using the suggested technique with a normalised root mean
squared error of 0.107. Li et al. [69] proposed a lightweight neural network for ECG generation and
CVD detection using the PPG. The authors proposed an encoder-decoder architecture using the proposed
feature extractor and feature transform modules proposed in the study. The authors also used an attention
gate to connect the encoder and decoder in order to make up for the loss of high-resolution features. The
authors used the Medical Information Mart for Intensive Care III (MIMIC-III) database [58] and were
able to generate the ECG with a relative RMSE of 0.34.

The three studies mentioned above - Zhu et al. [163], Chiu et al. [28], and Li et al. [69] - had ex-
tensive data preprocessing pipelines. These preprocessing pipelines involved segmenting the PPG data
such that only a single cycle of heartbeat is present in each segment. This segmented data was then used
to regenerate the ECG heartbeat. However, generating the complete ECG signal from these segments is
a challenging task as joining these segments together could lead to a decrease in the overall quality of the
generated ECG. Segmenting signals into cycles is also a difficult task since the heart rate tends to vary,
leading to different segment lengths because of the changing heart cycle lengths. Vo et al. [142] pro-
posed a new approach to generate ECG from PPG using Generative Adversarial Network (GAN) [47].
Unlike the other studies, the authors did not employ complicated data preprocessing pipelines, making
the model easier to implement in real-life scenarios. The proposed method also did not use cycle-wise
segmentation; instead, it segmented the data into 3-second segments. This allowed the model to gener-
ate ECG with multiple heart cycles at once. The authors used a GAN with Wasserstein loss and gradient
penalty [11, 48] for their proposed method. They used a U-Net [106] as the generator and a PatchGAN
as the discriminator. They used the data of 276 randomly picked patients from the Multi-parameter
Intelligent Monitoring in Intensive Care (MIMIC) II database for training and evaluation. The proposed
method was able to generate the ECG with a Pearson correlation of 0.835, which is a promising result
and shows the potential of this approach.

The studies discussed above have a limitation in their experimental design that could affect the va-
lidity of their results. This limitation is the insufficient patient-level splitting during data segmentation.
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In these studies, patients were recorded for multiple hours of continuous PPG and ECG signals, which
were then segmented into smaller segments and randomly assigned to the training or testing sets. The
problem with this approach is that it may lead to inflated results since the model is tested on data from
patients that it has already been trained on. This limitation undermines the credibility of the results of
these studies. To overcome this limitation, our study has taken measures to ensure that the train and test
set patients are distinct. This approach helps to validate the performance of the model in a real-world
scenario. Furthermore, we have implemented an encoder-decoder network to independently encode and
decode ECG and PPG signals into their respective latent space representations to explore the indepen-
dent encoding and decoding of ECG and PPG signals. In addition, we have proposed a Wasserstein
Generative Adversarial Network - Gradient Penalty (WGAN-GP) that employs a U-Net++ as a genera-
tor to generate lead II ECG signals using the underlying PPG signals. The model performed the best on
the task of generating ECG from PPG when compared to other models.

4.2 Methods

4.2.1 Dataset and Preprocessing

The MIMIC II waveform database, a publicly available dataset of simultaneous ECG and PPG
recordings from thousands of patients collected across multiple hospitals between 2001 and 2008, was
used in this study. All signals in the dataset were sampled at 125 Hz, and the processed version of
the dataset available online was used [44]. Due to the presence of a high amount of noise and artifi-
cial artifacts in the ECG and PPG signals in the MIMIC II dataset, bandpass filters were applied for
denoising purposes [34, 46]. A highpass bandpass filter with a cutoff frequency of 0.05 Hz was used
to remove low-frequency noise in the ECG signals, while a cutoff frequency of 0.5 Hz was used for
the PPG signals. Similarly, a lowpass bandpass filter with a cutoff frequency of 50 Hz was applied to
remove high-frequency noise in both ECG and PPG signals. The effect of bandpass filtering can be
observed in Figure 4.1.

To ensure accurate analysis and comparison of electrocardiogram (ECG) and photoplethysmogram
(PPG) signals, it is crucial to align them spatially. We employed a signal alignment technique to obtain
spatially aligned ECG and PPG signal pairs, taking into account potential signal pair misalignment.
First, we used SciPy [140] to detect the peaks of all the heart cycles of the PPG and R peaks in ECG
signals. The detected PPG peaks and R peaks of ECG were then utilized for signal alignment. In cases
where multiple peaks were detected within 1.5 or lesser heart cycles, or if a peak was detected for only
one of the ECG or PPG signals and not for the other signal within half a heartbeat, those peaks were
removed from further analysis to ensure accuracy. The final cleaned sets of ECG and PPG peaks were
then used to identify the signal misalignment. The effectiveness of our signal alignment approach is
demonstrated in Figure 4.2, where misaligned ECG and PPG signals for two random patients in the
dataset are aligned for comparison.

30



Figure 4.1: Effect of low frequency and high frequency noise removal from the raw ECG signals.

To prepare the data for analysis, we first normalised the ECG and PPG signals to a range of [-1,
1] using MinMaxScaling. The signals were then segmented into 3-second intervals. The preprocessed
data was split into an 80-20 training and testing split. Importantly, we ensured that patient data was not
included in both the training and testing sets, thereby ensuring that the model was tested on data that it
had not been trained on. The training dataset comprised 32529 3-second ECG and PPG segments from
1573 patients, while the test set included 10854 3-second ECG and PPG segments from 394 patients.
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Figure 4.2: PPG and ECG Signal Alignment for two patients.

4.2.2 Model Architecture

4.2.2.1 Encoder-Decoder Network

The proposed encoder-decoder architecture for the autoencoding experiment is illustrated in Figure
4.3. To convert the input signal into its latent space, which can then be decoded back to get the original
signal, we used 1D convolutions. The encoder network downscales the input signal to obtain a latent
space representation by using multiple 1D Convolutions of stride 2, while the decoder network upscales
the latent space representation of the original signal to obtain the prediction of the original signal by us-
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ing 1D TransposeConvolutions with stride 2. The autoencoder used in the study had four downsampling
and four upsampling layers.
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Figure 4.3: Encoder-Decoder Model Architecture.

4.2.2.2 WGAN-GP model for PPG to ECG conversion

In this study, we aimed to generate ECG signals from underlying PPG signals using a Wasserstein
GAN with gradient Penalty (WGAN-GP) [48]. WGAN-GP is a powerful variant of traditional GANs,
which employs the Wasserstein distance loss function to measure the distance between true and gener-
ated data distributions. Unlike the binary cross-entropy loss function used in traditional GANs, Wasser-
stein distance has been shown to be more effective in training stable and high-quality GANs. Moreover,
WGAN-GP employs a gradient penalty technique to improve the stability of training and prevent mode
collapse, leading to smoother gradients and more stable training. Thus, WGAN-GP produces more
stable and higher quality generated samples compared to traditional GANs.

The WGAN-GP framework requires a generator and discriminator. In our experiment, the generator
network was given the original PPG signal as input, and it generated an ECG signal using the inputted
PPG. The discriminator network was then provided with either a generated ECG signal or the original
ECG signal along with a PPG signal, and it had to determine whether the given ECG signal was from
the dataset or generated by the generator network. The networks were trained using a game-theoretic
approach, where the discriminator and generator networks competed with each other. Finally, the trained

33



generator network was used to generate the final ECG signal. We utilized three generator networks,
namely U-Net [106], Attention U-Net [88], and U-Net++ [161]. Figure 4.4, 4.5 and 4.6 provide a
comprehensive overview of the model architecture for each of the networks.

The discriminator network consisted of convolutions to encode the incoming ECG and PPG signals.
The encoding was then given to a fully connected neural network to output a binary value indicating
whether the inputted ECG signal was generated by generator or not. Refer to Figure 4.7 for a better
understanding of the discriminator network.
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Figure 4.4: U-Net model architecture for the generator. The model consists of a contracting path (left

side) and a symmetric expanding path (right side). Skip connections connect corresponding layers

in the contracting and expanding paths to help preserve spatial information. The model used had 4

downsampling and 4 upsampling layers.

4.2.3 Model Training and Testing

The machine learning models underwent a training on the training set, utilizing the ADAM optimiser
[64]. During the training, a Batch Size of 192 was set. Once training was completed, the model was
tested on the hold-out test set using evaluation metrics to evaluate the signal generation quality. The
implementation of the model was accomplished using Pytorch version ‘1.12.1’ [96] and an NVIDIA
GeForce GTX 3080Ti with 12 GB memory. All other models outlined in the Results and Experiments
Section were trained and evaluated following similar procedures. The evaluation metrics used were
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Figure 4.5: Model architecture of Attention U-Net for generator. The generator network consists of

an encoder path that progressively downsamples the input image, followed by a decoder path that up-

samples the feature maps. Attention blocks are added to the decoder path to selectively enhance the

important features.

same as the one explained in Chapter 3. Namely the Mean Squared Error (Equation 3.2) and the Pearson
Correlation Coefficient(ρ) (Equation 3.1) were used.

4.3 Experiments and Results

4.3.1 AutoEncoding PPG and ECG

To better understand if encoding and decoding the PPG and ECG signals is possible, we experi-
mented with individually autoencoding the PPG and ECG signals. The Encoder-Decoder model pro-
posed in the Methods section was able to encode and decode the PPG signals with a mean MSE of
0.0000213 and ρ of 0.96. The Encoder-Decodermodel was able to encode and decode the ECG signals
with a mean MSE of 0.0000070 and ρ of 0.92. Figure 4.8 can be used to compare the quality of autoen-
coding the PPG and ECG signals. The autoencoding results suggest that it is possible to encode and

35



X0,0

X1,0

X2,0

X3,0

X2,1

X1,2

X0,3

X1,1

X0,1 X0,2

Down-sampling

Up-sampling

Skip Connection

Xi,j Convolution
X4,0

X3,1

X2,2

X1,3

X0,4

Figure 4.6: U-Net++ model architecture. The U-Net++ architecture extends the original U-Net model

by adding nested and dense skip pathways that allow for enhanced performance. In the figure, the

red colour is used to identify the original U-Net while the green and blue colours represent the dense

skip pathways. For downsampling a 1D convolution with stride 2 and kernel length 3 was used. The

upsampling layer utilised a 1D Transpose Convolution with stride 2 and kernel length 3. The convolution

block uses the 1D Convolution with kernel length 3 and stride 1.

decode the PPG and ECG signals to and from their respective latent space representations, although the
ECG autoencoding results were a bit inferior than the PPG autoencoding results.
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Figure 4.7: Discriminator Model Architecture.The model consists of multiple convolutions to encode

the incoming ECG and PPG signals. The encoding is used as an input to Fully Connected Neural

Network to get the final binary output.

4.3.2 ECG generation using the underlying PPG signals

We have shown that both PPG and ECG signals can be easily converted back from their respective
latent space representations using a deep learning architecture based on the outcomes of the encoding-
decoding experiment carried out. We used a variety of CNN-based algorithms to convert the PPG data to
an ECG. These networks first converted the input PPG signal to a latent space representation, which was
subsequently decoded to produce the corresponding ECG signal. Several models were tested, including
the vanilla U-Net and U-Net++. Furthermore, we evaluated the performance of the WGAN-GP with a
discriminator architecture, as illustrated in Figure 4.7, and different generator architectures, such as the
U-Net, Attention U-Net, and U-Net++. The findings of our models for ECG generation are reported in
Table 4.1.

The performance of the different models varied in generating ECG signals from PPG inputs. The
vanilla U-Net and U-Net++ models showed poorer performance compared to the GAN based models.

37



Figure 4.8: Original and Generated PPG and ECG using an Encoder-Decoder Network.

Model Pearson Correlation Coefficient (ρ)

U-Net 0.09

U-Net++ 0.12

WGAN-GP with U-Net as generator (Same as [142]) 0.38

WGAN-GP with Attention U-Net as generator 0.43

WGAN-GP with U-Net++ as generator 0.46

Table 4.1: Results for ECG generation using PPG for various tested models.

The WGAN-GP with U-Net as the generator model, which is similar to the one used in the study by Vo
et al. [142], achieved a correlation coefficient of 0.38. By using an Attention U-Net instead of the U-
Net, the model was able to generate ECG signals with a higher correlation coefficient of 0.43. Further
improvements were observed by replacing Attention U-Net with U-Net++, resulting in a correlation
coefficient of 0.46. However, we should consider that the U-Net++ model significantly increased the
number of parameters used by the generator. The generated ECG signals from the WGAN-GP with
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Figure 4.9: Comparison of the Original ECG and ECG signal generated using WGAN-GP with Unet++

as generator.

U-Net++ as the generator model were visually compared to actual ECG signals, as shown in Figure
4.9. We also tested this model in a setting where patient wise segregation of data wasn’t ensured, the
performance of the model significantly improved from a ρ of 0.46 to 0.72. Thus validating the hypothesis
that using the same patient’s data for training and testing resulted in inflated results.

4.4 Discussion and Conclusion

ECGs are crucial in making cardiovascular diagnostic decisions, and with the increasing advance-
ments in technology and heightened awareness of health metric tracking, there have been significant
innovations in the wearable device sector utilizing ECG signals. However, a major obstacle that device-
makers face is the difficulty in collecting ECGs. PPG signals, on the other hand, are easier to collect.
However, clinicians trained to diagnose based on ECGs may find it challenging to interpret PPG data.
ECG reconstruction primarily aims to bridge this gap between the ease of PPG data collection from
modern wearable devices and the consumption of standardized ECG data by clinicians and ECG analy-
sis models. It is essential to note that ECG reconstruction cannot create new ECG data from PPG data.
Instead, it converts all the information captured in PPG data into a more interpretable ECG version.

In this chapter, we propose a WGAN-GP model that employs Unet++ as the generator to reconstruct
lead II of ECG using PPG signals. Our experimental findings reveal that our proposed model outper-
forms all other models tested for generating ECG signals, including the one used by Vo et al. Vo et al.
reported that their model generated ECG signals with a mean Pearson Correlation Coefficient of 0.835.
It is noteworthy that our experimental results for all the models were inferior to those presented by Vo
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et al.. We tried to reproduce the Vo et al.’s experimentation. It is essential to note that Vo et al. did
not use patient-wise segregation of data, hence, to reproduce the study, we also did not use patient-wise
segregation of data. Despite multiple efforts to reproduce their results, we found that their results were
unreproducible. Our best attempt at reproducing their results resulted in a mean Pearson Correlation
Coefficient of 0.593, which is considerably lower than the reported value. We also tested the Vo et al.’s
model using patient-wise segregation, and the performance declined to a ρ of 0.382. We conducted
all the experiments using patient-wise segregation of data for training and testing, which could have
been a major reason for poorer performance of the model in our analysis compared to past studies. Un-
fortunately, the authors did not respond to our inquiries, and we decided not to move further with the
project.

Our research has been limited to the generation of a single lead ECG from underlying PPG signals,
which provides only a partial view of the heart’s electrical activity. As discussed in Chapter 3, the
12-lead ECG is considered the gold standard for clinical diagnosis. Therefore, future research efforts
should focus on generating 12-lead ECG from PPG signals to provide a better picture of the electrical
activity of heart. Furthermore, our models were tested on a single cohort of data, and the results may
not be generalizable to other cohorts due to varying factors among the two cohorts. The application of
data-intensive models like transformers [138] could improve ECG synthesis using PPG signals, leading
to further advancements in the field.
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Chapter 5

Summary and Future Directions

Cardiology is a crucial field in medicine that deals with the prevention, diagnosis, and treatment of
various heart-related conditions, including cardiovascular diseases, a leading cause of mortality world-
wide. AI has shown great potential in managing these diseases, as it can assist physicians in the diagno-
sis and treatment of cardiac conditions by providing more accurate and efficient analyses of patient data.
Additionally, AI can help predict patient outcomes and determine the most appropriate treatment options
for individual patients. Despite reduced lead set ECG and PPG data being easier to collect, conventional
medical infrastructure is heavily dependent on the 12-lead ECG, creating a gap between the ease of
collecting data and the ability to process it. To address this issue, we propose a Deep Learning-based
solution to generate 12-lead ECG data using single-lead ECG and single-lead ECG data using the PPG
signals. Our proposed solution aims to improve the accessibility and accuracy of cardiac monitoring,
ultimately leading to better healthcare outcomes.

Chapter 3 presents a novel approach to reconstructing the 12-lead ECG using only the lead II ECG
signal. The proposed method involves a modified attention U-Net, which is capable of generating all 12
leads at once, leading to improved model performance and reduced computational overhead compared
to previous studies. Furthermore, unlike previous works that only reconstructed small ECG segments,
our approach is trained to reconstruct longer 10-second ECG signals. The model’s real-life utility is
demonstrated by using it for cardiovascular disease classification, unlike the evaluation metrics used to
asses the signal generation quality the experiment helps in understanding if the model is able to maintain
the artifacts necessary for accurate disease diagnosis.

Chapter 4 of the thesis introduces a novel approach for converting PPG signals into single-lead ECG
signals, using a Wasserstein generative adversarial network. Unlike previous studies, we use longer
3-second PPG segments to generate a complete 3-second ECG signal in one step. The chapter also
highlights a significant limitation in earlier studies, where same patient’s data was used for both model
training and testing. To address this issue, we employ patient-specific data segmentation, resulting in
more reliable results.

41



The use of data from a single cohort in both Chapter 3 and Chapter 4 can limit the generalisability
of results. To obtain more reliable results, it is necessary to conduct extensive studies involving patients
from multiple cohorts. The increasing digitisation of healthcare data may facilitate the use of data-
intensive models like transformers to enhance the accuracy and robustness of such studies. Chapter 4
of the thesis focuses only on the generation of single-lead ECG from PPG data. However, it should be
considered that the 12-lead ECG data is considered the gold standard for cardiac diagnosis, therefore,
another promising direction for future research is the generation of 12-lead ECG data from PPG data.
While PPG data collection is relatively easy, it may not provide a complete picture of cardiac health. We
can combine PPG data with lead II ECG data to get a better picture of heart’s activity. This approach
may result in better 12-lead ECG data generation, as it combines the strengths of both PPG and lead II
ECG data. Overall, the a collection of data from several sources and the use of advanced models can
enhance the accuracy and clinical utility of cardiac diagnostic tools.

Although there are many obstacles to overcome for the regular utilisation of AI in healthcare, we
remain optimistic about its potential to transform the industry. We envision AI as a valuable tool for as-
sisting healthcare professionals, rather than replacing them entirely. By working alongside radiologists
and clinicians, AI has the potential to provide more efficient and cost-effective medical care to patients,
regardless of their geographic location. As AI continues to evolve, it will likely be capable of assisting
with a wide range of healthcare tasks, including diagnosing diseases, monitoring vital signs, and even
predicting potential health risks before they manifest into more significant issues. However, AI should
not be seen as a complete replacement for human expertise and intervention, as there will always be
a need for a human touch in healthcare. In conclusion, it is our belief that AI has the ability to bring
significant positive change to the healthcare sector, but it is crucial to approach its implementation with
caution and care to ensure its safe and effective use.
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[37] P. I. Dorado-Dı́az, J. Sampedro-Gómez, V. Vicente-Palacios, and P. L. Sánchez. Applications of artificial

intelligence in cardiology. the future is already here. Revista Española de Cardiologı́a (English Edition),
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