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Abstract

Natural Language Generation (NLG) focuses on the automatic generation of natural language text,
which should ideally be coherent, fluent, and stylistically appropriate for a given communicative goal
and target audience. The tasks in NLG are varied, whether it be summarization, headline generation,
dialogue generation etc., and are also heavily dependent on the domain being considered.
Recent research has focused on creating domain-specific datasets and developing domain-specific mod-
els to make NLP systems more suited to real-world applications. Training models on data specific to
a domain has been observed to yield significantly better results across different domains, whether it be
legal, financial or biomedical.
However, we observe that there has not been much work done on problems in the tourism domain.
The tourism industry is important for the benefits it brings and due to its role as a commercial activity
that creates demand and growth for many more industries. Currently, there does not exist any standard
benchmark for the evaluation of travel and tourism-specific data science tasks and models.
To address this gap, we propose a benchmark, TOURISMNLG, of five natural language generation
(NLG) tasks for the tourism domain and release corresponding datasets with standard train, validation
and test splits. Moreover, as NLG systems are diversifying across languages, the datasets we create and
the models we contribute are also multilingual in nature, which is beneficial for the tourism industry
globally.
Further, previously proposed data science solutions for tourism problems do not leverage the recent ben-
efits of transfer learning. Thus, in this thesis, we also contribute the first rigorously pretrained mT5 and
mBART model checkpoints for the tourism domain. The models have been pretrained on four tourism-
specific datasets covering different aspects of tourism.
Using these models, we present initial baseline results on the benchmark tasks, that indicate an improve-
ment in performance as compared to the respective models without domain-specific pretraining.
Additionally, we consider the problem of summarization for Indian languages, as described in the IL-
SUM (Indian Language SUMmarization) shared task, which focuses on summarising content from the
news domain in three important Indian languages: Indian English, Hindi, and Gujarati. We evaluate the
performance of existing pretrained models for the task and present our results and findings. We also talk
about steps that must be taken to create high-quality summarization datasets for Indian languages.
We hope that the contributions of this thesis will promote active research for natural language generation
for travel and tourism, as well as other domain-specific and language-specific tasks and models.
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Chapter 1

Introduction

In this chapter, we introduce the reader to the topic of this thesis: natural language generation tasks
and domain-specific pretrained models. We present an overview of the problem space and talk about
the motivation behind the problems worked on in this thesis. We provide an overview of natural lan-
guage generation and talk about its applications. In particular, we look at the importance of research in
natural language generation for the tourism domain. We also touch upon the problem of summariza-
tion for Indian languages. We then highlight the key contributions of this thesis and present its overall
organization.

1.1 Motivation

With the rapid growth and adoption of technology worldwide, a vast amount of information is
produced daily across different domains. Moreover, the data generated every day does not originate
solely from companies, brands and businesses. A significant portion of the data created nowadays
is user-generated content (UGC), where users contribute content, whether it be text, images, videos,
etc. Such data can be commonly found across social media, discussion forums, Wikipedia pages, re-
view/suggestion portals, etc. It is imperative to analyze, interpret and make use of such data since it
is a very valuable source of information and can help in spurring the development of more efficient,
automated and knowledgeable systems.

Natural Language Generation (NLG) systems are especially witnessing a wide adoption across a
wide and diverse range of business sectors, due to their ability to meet the changing needs of users in
an economical manner. These systems are used in wide variety of business applications, whether it be
summarization, chatbots or question-answering, to name a few. Current NLG systems are playing a
big role in significantly reducing manual work, and are increasingly finding themselves being used as
assistive tools, if not an altogether replacement of manual work.

Pretrained language models (PLMs) are an obvious choice for creating new approaches (architec-
tures) for NLG systems due to their success across a number of NLP tasks. To learn the complexities of
language, their pretraining strategies make use of vast amounts of data.
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However, the data these models have been trained on is typically generic and not specific to any
domain. An additional problem is that a large number of the existing models and datasets are English-
centric. While having a model that ”knows it all” would be the ultimate goal, many of the current NLG
models are not there yet and suffer from problems when it comes to niche, domain-specific tasks. Fortu-
nately, developments in transfer learning, where knowledge learned through a few tasks can be used to
solve different tasks, have made it possible to improve existing models to help them solve wide-ranging
problems.

A lot of the latest research has focused on developing models specific to a particular domain to
improve their usability and accuracy. These typically involve identifying and proposing tasks in such
domains, creating the necessary, high-quality datasets, and then training the model using this data with
the task objectives. Such models have found success in various domains, for instance, models for the
legal domain [13], financial domain [5], biomedical domain [46], etc.

However, to the best of our knowledge, there has not been any benchmark or model specific to the
tourism domain. Tourism was one of the hardest-hit industries during the COVID-19 pandemic [24]
owing to both international and domestic travel restrictions. People’s desire to travel again has led to
a sudden boom and influx of travellers in tourist spots as businesses begin to return to pre-pandemic
normalcy. This brings its own set of challenges, and thus, necessitates the development of automated
systems that can assist those involved in the travel domain - businesses and travellers alike.

One of the ways to assist those in the tourism industry through AI (more specifically, NLP) is to first
propose a benchmark - with an initial set of tasks and models capable of performing them - that can
serve as a starting point for developing systems specific to tourism. More importantly, since travel and
tourism is a global industry, it is important to have datasets for non-English languages as well. Given
the nature of tasks such as question-answering related to trips, travel advice, providing assistance in
writing travel articles, etc., generative tasks were our natural choice. Our choice can also be attributed
to the rapid advancement in NLG performance by PLMs. Thus, this thesis discusses the creation of
a tourism domain benchmark, titled TOURISMNLG, which comprises several multilingual NLG tasks
and datasets.

PLMs have been trained on massive corpora of general domain text and display strong performance
across most NLP tasks. However, research work across different domains has shown that PLMs under-
perform in specialised domains [6, 46]. PLMs can perform much better across domain-specific tasks
if they are properly adapted to the respective domains. Pretraining on domain-specific datasets can
help the model understand the distinct characteristics of the language used for a particular domain.
Domain-specific texts often have a specialised vocabulary and semantics based on knowledge specific
to that domain. For instance, the language used in legal texts has often been classified as a sublan-
guage [13, 92, 99].

We believe that the adaptation of PLMs to relatively unexplored domains such as travel and tourism
will bring many benefits. Therefore, as part of TOURISMNLG, we also look at the development of
pretrained models specific to the tourism domain.
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The second part of this thesis looks at a different problem - Indian language summarization. We
provide a comprehensive overview of the challenges faced in generative tasks such as summarization
when it comes to Indian languages, which have relatively less available data than European languages
such as English, French, Spanish, etc. It is important and relevant to the main focus of this thesis
since it mainly deals with how PLMs perform in summarization tasks for the news domain (an NLG
task), specifically in Indian languages. Such analysis is important from the perspective of the need to
develop domain-specific models for different languages, especially low-resource ones. The results of
such a study can also benefit research in the creation of datasets and the development of PLMs for
low-resource languages, as well as NLG benchmarks for those languages.

1.2 Natural Language Generation

Natural Language Generation (NLG) is a subfield of NLP that focuses on producing natural language
that can be understood by humans. A good NLG system should generate text that is coherent, stylisti-
cally fitting and relevant for a particular communication purpose and intended audience. NLG is useful
in many fields, such as business intelligence, media, healthcare, and education, to name a few. Summa-
rizing extensive datasets, creating customized reports, answering questions, coming up with descriptions
for images, automating content creation, etc. are just some of the many applications of NLG.

Much of the latest research in NLG is centred around improving the diversity and quality of the
generated text, in addition to enabling NLG systems to handle complex reasoning and inference. There
is also a lot of work nowadays towards creating more interactive and personalized NLG applications.

1.3 Contributions

Overall, in this thesis, we make the following key contributions:

• We propose a benchmark of five novel, diverse and multilingual tourism NLG tasks called TOURISMNLG.
As part of this benchmark, we also contribute four datasets along with standard splits to the re-
search community.

• We pretrain multiple tourism-domain specific models. We also make the pretrained models pub-
licly available.

• We experiment with multiple pretraining and finetuning setups, and present initial baseline results
on the TOURISMNLG benchmark.

• We evaluate the performance of PLMs for summarization tasks in the news domain for Indian
languages.
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1.4 Thesis Organization

The thesis is divided into 5 chapters and is organized as follows:

• Chapter 1 introduces the reader to the definition of Natural Language Generation and its appli-
cations. We discuss the motivation behind the problems highlighted and the contributions made
in this thesis.

• Chapter 2 discusses relevant work in the field from different perspectives. We first highlight the
performance and capabilities of pretrained language models (PLMs). We then look at related re-
search in the field from three perspectives - (1) domain-based perspective, where we look at work
done with respect to the development of datasets, models and techniques for specific domains,
(2) language-based perspective, where we look at models and datasets that are multilingual in na-
ture, or specific to non-English languages or group of languages, and (3) a task-based perspective,
where we look at different NLG tasks, definitions and methods.

• Chapter 3 describes the main contribution of this thesis - the TOURISMNLG benchmark, where
we contribute four multilingual datasets specific to the tourism domain to the research commu-
nity - TravelWeb, TravelWiki, TripAdvisorQnA and TravelBlog. We discuss in detail the choice
of tasks - blog title generation, forum title generation, short question answering, long question
answering, and paragraph generation. We discuss data collection and processing techniques, dif-
ferent approaches used to solve them, and metrics (both automated and manual) used to evaluate
our results.

• Chapter 4 elaborates the performance of PLMs for summarization tasks for Indian languages in
the news domain. The languages that we consider for this study are Hindi, Gujarati and Indian
English.

• Chapter 5 summarizes the contributions of this thesis and discusses potential future work that
can arise from this thesis.
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Chapter 2

An Overview of Problems, Models and Tasks

In this chapter, we first look at existing pretrained language models. Next, we focus on looking at
related work from three perspectives:

• Domain-based perspective: We look at research done on pretrained language models for specific
domains, and also focus on previous works done for the tourism domain.

• Language-based perspective: We present an overview of multilingual and language-specific mod-
els and datasets.

• Task-based perspective: We describe some of the popular and challenging problems in NLG
that are relevant to our thesis. We describe the objective of each task and a description of the
techniques used to solve it.

2.1 Pretrained Language Models

Pretrained language models (PLMs) have been shown to outperform most existing approaches for
a number of natural language generation tasks. PLMs used for downstream tasks are pretrained using
massive amounts of unlabeled text data. A PLM encodes extensive linguistic knowledge into a vast
amount of parameters[49], which stimulates universal representations and improves generation quality.
With the development of Transformer models [97], NLP has seen a significant boost across most task-
specific metrics.

The BERT model [21] consists of encoder layers stacked together (12 in BERTBASE and 24 in
BERTLARGE). At the time of its release, it had yielded state-of-the-art results across multiple NLP
benchmarks such as SQuAD question answering task [76], GLUE [98], etc. As a result of BERT’s
success, similar models followed - Domain-specific (see Section 2.2) such as FinBERT [5], Patent-
BERT [47], LegalBERT [13], ClinicalBERT [36], BioBERT [46], etc., and Language-specific/Multilingual
(see Section 2.3) such as mBERT [21], IndicBERT [41], AraBERT [4], etc.

BART [48] is a denoising autoencoder for pretraining seq2seq models, which is similar to both BERT
and GPT [73] since it uses a bidirectional encoder like BERT and an autoregressive decoder like GPT.
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The model was trained by corrupting the text using a noising function, and reconstructing the original
text. There exist multilingual variants[53] of the BART model, such as mBART and mBART-Large-50
(610M parameters) model[91], trained on 50 languages.

T5 [75] model proposes defining every NLP task in a text-to-text format. The model consists of an
encoder-decoder Transformer architecture finetuned on the C4 corpus. The mT5 model [101] uses an
architecture very similar to T5, and is trained on 101 languages, as described in the mC4 dataset.

The GPT (Generative Pretrained Transformer) suite of models [73, 74, 8] have also recently resulted
in highly improved few-shot approaches to NLP tasks, where the model generates outputs based on few
input-output examples provided to it.

2.2 Domain-based perspective

A number of domains have proposed their own specific tasks, along with pretrained models to solve
them. LegalBERT [13] proposes two settings to pretrain BERT: (1) further pretraining and (2) pre-
training from scratch, to solve several Legal NLP tasks such as text classification (multi-label text clas-
sification of EU laws [12] and binary/multi-label classification of cases [10]) and sequence tagging
(named entity recognition of US contracts [11]). BioBERT [46] looks at various biomedical text min-
ing tasks, such as biomedical NER, biomedical QA and biomedical relation extraction. SciBERT [6]
was developed to improve performance on tasks such as text classification, dependency parsing and
NER in the scientific domain, particularly focusing on data from the (1) biomedical domain, such as
NCBI-disease [22], EBM-NLP [64], etc., and (2) computer science domain, such as ACL-ARC [40],
PaperField [88], etc. Alsentzer et al. present two pretrained models based on BERT to solve tasks in
the clinical domain such as NLI (MedNLI dataset [78]) and NER (i2b2 [65]). Covid-Twitter BERT [58]
was pretrained on a large corpus of tweets related to COVID-19, and was used for classification tasks
such as vaccine sentiment, maternal vaccine stance, sentiment analysis, etc. FinBERT [5] was used for
financial sentiment analysis tasks, while PatentBERT [47] was used for patent classification.

With respect to the tourism domain, there has been very little work done. Work in this domain
has mainly focused on tasks such as structured extraction of trip-related information [71], mining re-
views [67], automatic itinerary generation [20, 25, 14], aspect extraction [29], analyzing travel blogs [42,
37] and hotel recommendation [3].

2.3 Language-based perspective

In recent times, a number of models have been proposed to solve multilingual tasks. These models
have been pretrained on a vast amount of multilingual data. mBERT [21] was pretrained on monolingual
corpora from 104 languages. The mT5 [101] model, based on the T5 model, was pretrained on the mC4
dataset, a multilingual version of the C4 dataset, including examples from 101 languages. Liu et al.
proposed the mBART model [53], which is a sequence-to-sequence denoising auto-encoder that uses a
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BART pretraining objective on large-scale monolingual corpora in many languages. mDeBERTa [32] is
a multilingual version of DeBERTa [33] trained with CC100 multilingual data. Pretraining multilingual
language models at scale has also led to significant performance gains for a wide range of cross-lingual
transfer tasks, as reported in XLM-R [18]. Similar to LLMs like GPT which use causal language mod-
elling, BLOOM [100] is an open-access multilingual language model containing 176 billion parameters
that can generate text in 46 natural languages and 13 programming languages.

There has also been a lot of research in developing models and creating datasets for a specific lan-
guage or class of languages. Martin et al. [55] propose CamemBERT, a monolingual Transformer-based
language model for French. AraBERT [4] is a pretrained BERT model for the Arabic language. The
IndicNLP Suite [41] released benchmark datasets and models (IndicBERT) for 11 Indian languages,
and the IndicNLG Suite [44] released datasets for several generative tasks for Indian languages. In-
dicBART [19] is a pretrained sequence-to-sequence model trained on 11 Indic languages and English. It
follows the masked span reconstruction objective similar to mBART. In contrast to available generation
models, IndicBART utilizes the orthographic similarity between the Indian languages to achieve better
cross-lingual transfer learning capabilities. This model size (244M) is much smaller than mBART and
mT5 models with compact vocabulary. Khanuja et al. proposed MuRIL [43], a multilingual LM for
Indian languages. TeSum [94] consists of a very large Telugu summarization corpus. Similar work
has also been done for other languages: Chinese summarization corpus LCSTS [35], DaNewsroom for
Danish [95], IndoNLG for Indonesian languages [9], Korean NLU tasks [68], Turkish [81] etc.

Additionally, there have been several multilingual datasets recently focused on specific tasks. Scialom
et al. proposed MLSUM [86], a multilingual summarization dataset with over 1.5 million news article-
summary pairs across five languages - French, German, Spanish, Russian and Turkish. XGLUE [50] is
a benchmark dataset to train large cross-lingual models, and NLG tasks such as Question Generation
and News Title Generation are part of this benchmark, with data available in languages such as English,
French, Spanish, German, etc. XL-Sum [30] and MassiveSumm [96] release multilingual datasets for
44 and 92 languages respectively.

2.4 Task-based perspective

2.4.1 Text Summarization

Summarization is a task in natural language generation (NLG) that involves creating a concise and
comprehensive summary of a longer text. The goal of summarization is to condense the most important
information from the text into a smaller and more manageable format, while preserving the meaning
and key aspects of the original content. Text summarization is typically classified into three types:

• Extractive summarization: This involves selecting and combining the most important sentences
from the text
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• Abstractive summarization: This involves generating new sentences that summarize the content
of the text

• Hybrid approach: A combination of the above two approaches - extractive and abstractive

Pretrained language models have resulted in remarkable improvements across various language tasks.
These models, such as those developed by [74], [103] are pre-trained on massive amounts of text data
and can then be fine-tuned for specific tasks. Such models have been found to be very effective for
summarization tasks. Some of the most commonly used datasets for English language summariza-
tion include CNN/Daily Mail [34], New York Times Corpus [82], Gigaword [61], Newsroom [28] and
XSum [62].

2.4.1.1 Extractive Summarization

One of the earliest ideas with respect to choosing sentences based on their importance was Tex-
tRank [56], an algorithm that leverages a variant of PageRank [66] to identify important sentences or
keywords in a given document using a graph-based approach where the nodes represent sentences and
the edges represent the semantic similarity between the nodes. Cheng et al. [17] propose a single-
document summarization framework composed of a hierarchical document encoder and an attention-
based extractor. Nallapati et al. [60] adopted an encoder based on RNNs to perform extractive summa-
rization. Neural models typically view extractive summarization as a sentence extraction problem. The
framework primarily involves an encoder, which encodes sentence representations, and a classifier, that
predicts whether a sentence is summary-worthy or not.

2.4.1.2 Abstractive Summarization

Rush et al. [80] combine a neural language model with an attention-based encoder to generate an
abstractive summary. See et al. [87] propose a pointer-generator framework, which allows copying
words from the source text via pointing, while also generating words from a fixed vocabulary. Paulus
et al.[69] proposes a reinforced learning based approach to abstractive summarization involving a hy-
brid learning objective ( a combination of maximum-likelihood estimation and reinforcement learning
objectives). Chen et al. [16] proposes a model that first selects salient sentences and then rewrites them
in an abstractive manner. CTRLsum [31] presents a framework for controllable summarization that en-
ables users to control multiple aspects of generated summaries by interacting with the summarization
system through textual input in the form of a set of keywords or descriptive prompts. PEGASUS [103]
uses the extracted gap sentences (GSG) self-supervised objective strategy to train the encoder-decoder
model, which involves masking the entire sentence, as compared to masking a smaller text span as
seen in BART and T5. The pretraining is performed with C4[75] and HugeNews corpus. BRIO [54]
is a novel training paradigm to achieve neural abstractive summarization, wherein a contrastive learn-
ing component is introduced to reinforce the abstractive model’s ability to estimate the probability of
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system-generated summaries more precisely instead of using MLE training alone. Two stages are in-
volved in this approach: the first stage generates the candidates using a pretrained sequence-to-sequence
model, and next stage selects the best one. ProphetNet [72] introduces a novel self-supervised objec-
tive, wherein the goal is to predict the next-n tokens, instead of just optimizing for one-step ahead
predictions.

2.4.1.3 Variation in Summarization tasks

Summarization is a very broad task and encompasses a number of sub-problems. We can look at
summarization problems based on the following aspects:

• Based on document length: Single-document, Multi-document.

• Based on summary language: Monolingual, Multilingual, Cross-lingual.

• Based on domain: Domain-specific, Domain-independent

• Based on summary type: Full Summary, Sentence-level summary, Headlines, Highlights.

Summarization remains a challenging task, as it requires a deep understanding of the text, as well
as the ability to generate fluent and coherent summaries that accurately reflect the meaning of the text.
Additionally, there are often trade-offs between the quality of the summary and its length, as longer
summaries may provide more information but may also be less concise.

2.4.2 Headline Generation

Headline generation is a task in natural language generation (NLG) that involves creating a title for
a given input text, such as an article or a news report. It is a crucial task in NLG that has important ap-
plications in journalism, publishing, and online content creation. The goal of headline generation is to
capture the most important information from the text and present it in a concise and attention-grabbing
way. Headline generation is closely related to the problem of text summarization, since both involve
producing text that captures the essence of an input text. However, headline generation differs in the
expected output length, and in many cases, the interestingness aspect of the generated text. The kind
of headlines required by an entertainment magazine publisher (attractive, clickbait-like), for instance,
would be very different from that of an academic researcher looking for a title for their paper (profes-
sional, scientific, factual). As a result, there has been a lot of research in generating headlines/titles
based on certain qualities.

Jin et al. [38] propose a Stylistic Headline Generation task to generate headlines attractive to readers
in three styles: humor, clickbait and romance. [90] proposed a method that utilizes a coarse-to-fine
approach to generate headlines where they first identify the significant sentences within a document
using document summarization techniques and then use a multi-sentence summarization model with
hierarchical attention to incorporate the important sentences into the headline generation process. Liu
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et al. [52] use a Transformer decoder to produce various headlines for news articles containing key
phrases that are of interest to the users, where they first generate multiple key phrases that are relevant
to the news for the users and then produce several headlines that relate to those key phrases. [44] create
a multilingual dataset specific to Headline generation for 11 Indian languages, and use Transformer
models such as mT5 [101] and IndicBART [19] to generate headlines.

2.4.3 Question-Answering

Traditional Question Answering (QA) systems typically involved some information retrieval tech-
niques in order to find answers to questions. With the advancement in neural language models, genera-
tive question answering systems have seen a significant boost in performance. Generative QA involves
generating abstractive answers to questions, rather than selecting from a pre-defined set of answers or
extracting answers directly from the input text, thus providing a more natural and flexible way of an-
swering questions. For QA tasks, the main challenge lies in ensuring that the answers, whether extracted
or generated, are both informative and accurate.

Rajpurkar et al. [76] created the popular QA benchmark dataset, SQuAD, where a model needs to
extract a text span (the answer), given a question and a paragraph as the context. The MS MARCO
dataset [63] consists of context passages derived from web pages retrieved by Bing, with Bing user
queries as the questions. The answers in the dataset were generated by human annotators. The NewsQA
dataset [93] has over 100,000 human-generated question-answer pairs related to the news domain (data
from CNN), having text spans as answers. Similarly, PubMedQA [39] is a domain-specific dataset for
biomedical question answering, while CoQA [77] is a dataset for conversational question answering
systems. Morales et al. [57] present the InfoboxQA dataset with data from Wikipedia article infoboxes,
and present a convolutional neural network (CNN) model that yields best results.
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Chapter 3

Domain-specific NLG: Exploring the tourism domain

3.1 Introduction

According to the World Travel and Tourism Council, travel and tourism accounted for (1) 10.3 per-
cent of global GDP in 2019, (2) 333 million jobs, or one in every ten jobs worldwide, and (3) US$1.7
trillion in visitor exports (6.8 percent of total exports, 27.4 percent of global services exports)1 in 2019.
Tourism increases the economy’s revenue, creates thousands of jobs, improves a country’s infrastructure,
and fosters a sense of cultural exchange between foreigners and citizens. This commercially important
industry has resulted in a large amount of online data.

Data in the tourism domain can be typically seen in the form of:

• public web pages (blogs, forums, wiki pages, general information, reviews)

• travel booking information owned by travel portals which includes customer travel history, sched-
ules, optimized itineraries, pricing, customer-agent conversations, etc.

As a result, research on tourism data mining has mainly concentrated on automated itinerary gener-
ation [14, 15, 20, 25], personalised sentiment analysis of visitor reviews [67], and structured extraction
of trip-related information [71]. However, the majority of this work has utilised conventional techniques
for performing natural language processing (NLP).

Recently, transfer learning techniques using pretrained models have shown immense success across
almost all NLP tasks. Transformer [97] based models like Bidirectional Encoder Representations from
Transformers (BERT) [21], Generative Pre-trained Transformer (GPT-2) [74], Extra-Long Network
(XLNet) [102], Text-to-Text Transfer Transformer (T5) [75] have been major contributors to this suc-
cess. These models have been pretrained on generic corpora like Books Corpus or Wikipedia pages.
To maximize benefits, researchers across various domains have come up with domain-specific pre-
trained models like BioBERT (biomedical literature corpus) [46], SciBERT (biomedical and computer
science literature corpus) [6], ClinicalBERT (clinical notes corpus) [36], FinBERT (financial services

1https://wttc.org/research/economic-impact

11

https://wttc.org/research/economic-impact


corpus) [5], PatentBERT (patent corpus) [47], LegalBERT (law webpages) [13], etc. There are no mod-
els, though, that have been specifically pretrained for the tourism domain. Additionally, there is no
established benchmark for tasks related to tourism.

3.1.1 How is travel text different?

As observed in other domains, an investigation into the kind of text used in the travel domain reveals
that it is very different from usual text across domains, and having models specifically trained for this
domain will surely yield better results for tourism/travel-specific tasks. Skibitska [89] investigated the
degree of specialization of the language of tourism in different kinds of tourism-related texts. They
group tourism vocabulary into groups like types of tours and tourism (e.g. agro-tourism, incentive tour,
rural tourism, week-end tour, day trip etc.), industry professionals (e.g. guide, event organizer, travel
agent, tourist information centre assistant, etc.), catering (e.g. full board, white-glove service, buffet,
a la carte, coffee shop, tip, bev nap, etc.), accommodation (e.g. standard room, daily average rate,
reservation, cancellation, room facilities, spa, check-in, prepaid room etc.), transportation (e.g. charge,
refund, non-refundable, actual passenger car hours, excess baggage, scheduled flight, frequent flyer,
etc.), excursion (e.g., itinerary, overnight, local venue, sightseeing, city guide, departure point, meeting
point, hop on hop off etc.), abbreviations (e.g. IATA, AAA, WTO, NTA, etc.). Compared to usual blogs,
travel and tourism blog titles often:

• include a destination or type of travel experience to emphasize the appeal of the location

• emphasize the “adventure” aspect of traveling

• include words like “journey”, “voyage,” or “road trip” to emphasize the journey aspect of traveling

• include the words “explore” or “discover” to emphasize the discovery of new places

• use vivid adjectives or descriptive phrases to emphasize the beauty and uniqueness of the destina-
tion

Compared to generic answers, answers on travel forums are:

• more focused on specific destinations

• typically more concise and to-the-point

• written in a more conversational tone

• frequently include personal stories and anecdotes

• include advice or tips and less opinion-based

• often written in the first person
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• written in a positive or helpful manner

Paragraphs in travel webpages tend to describe culture and event sequences (in blogs), temporal facts and
planning (on forums), etc. For factual short question answering, the answer types are rather restricted in
tourism domain to architectural types, geographic names, population, timings, cost, directions etc.

3.1.2 Our contributions

We propose a benchmark, TOURISMNLG, consisting of five novel natural language generation
(NLG) tasks in the travel and tourism domain. The number of instances across these five tasks adds
up to 4.2M instances. We make the datasets corresponding to these tasks, along with their train, vali-
dation and test splits publicly available2. We also make the code and all our pretrained models publicly
available.

Given this benchmark of five tourism NLG tasks and four different tourism-specific multi-lingual
pretraining datasets, we also perform domain-adaptive pretraining of mT5 [101] and mBART [53] mod-
els for the tourism domain. Since all our tasks are generative, we chose mT5 and mBART as our
primary model architectures. We show the efficacy of our models by finetuning them on the proposed
TOURISMNLG benchmark tasks both individually as well as in a multi-task setup. This sets a good
baseline for further researchers to compare their results on the TOURISMNLG benchmark.

Overall, we make the following contributions: (1) We propose a benchmark of five novel and diverse
tourism NLG tasks called TOURISMNLG. As part of this benchmark, we also contribute four datasets
along with standard splits to the research community. (2) We pretrain multiple tourism-domain specific
models. We also make the pretrained models publicly available. (3) We experiment with multiple
pretraining and finetuning setups, and present initial baseline results on the TOURISMNLG benchmark.

3.2 Related Work

3.2.1 Tourism-focused Data Science

Published work on data science in the tourism domain has been very sparse. It has been mainly
focused on structured extraction of trip related information, mining reviews, and automatic itinerary
generation. Popescu et al. [71] use tagged photos uploaded by tourists on Flickr to deduce trip related
information such as visit times for a tourist spot, while Pantano et al. [67] build a model using online
tourist reviews to predict tourists’ future preferences.

Automatic travel itinerary generation is another well-explored problem. De Choudhury et al. [20]
construct intra-city travel itineraries using geo-temporal breadcrumbs. Friggstad et al. [25] propose an
algorithm to provide high-quality tourist itineraries by maximizing the value of the worst day. Chang et
al. [14] design an itinerary planning system that factors in monetary and time constraints.

2drive.google.com/file/d/1tux19cLoXc1gz9Jwj9VebXmoRvF9MF6B/
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Specifically in NLP, Gurjar et al. [29] study aspect extraction for the tourism domain for eleven
factors (such as crowd, food, age, time, etc.), Kapoor et al. [42] identify travel-blog-worthy sentences
from Wikipedia articles, and Iinuma et al. [37] propose a methodology that uses a graph-based approach
to summarise multiple blog entries by finding important sentences and images. Finally, Antognini et
al. [3] proposed a large dataset from the hotel domain, for the hotel recommendation task. Unfortunately,
there is hardly any work on natural language generation for the tourism domain. We attempt to fill this
gap in this chapter.

3.2.2 Domain-specific Pretrained Models

Numerous prior studies have introduced models that are trained for specific domains and their cor-
responding specialized tasks. Transformer models like BERT have been adapted to create pre-trained
models such as BioBERT[46] for the Bio-Medical Domain, SciBERT[6] for scientific data domain, and
other models like FinBERT[5] for NLP tasks in the financial domain, Covid-Twitter-BERT[58] trained
on Covid related Twitter content and PatentBERT[47] for patent classification. Alsentzer et al. [2],
one for generic clinical text and the other for discharge summaries. Additionally, there are models for
the legal domain such as LegalBERT[13] and specialized models for conversational dialogues such as
DialoGPT[105]. However, there are no domain-specific pretrained models available for the tourism
domain. To address this gap, we propose the TOURISMNLG benchmark and associated initial models.

3.3 TOURISMNLG Benchmark

In this section, we present details of the four datasets and five NLG tasks which form the TOURISMNLG
benchmark.

3.3.1 TOURISMNLG Datasets

The TOURISMNLG benchmark consists of four datasets: TravelWeb, TravelBlog, TripAdvisorQnA,
and TravelWiki. These datasets were carefully chosen to cover diverse online content in the public
domain.

TravelWeb: Given a large web crawl, we extract relevant webpages in the travel and tourism domain by
utilizing a proprietary domain classifier based on [7]. From the resulting webpages, we only keep those
that also appear in the mC4 dataset3, so that we can reuse cleaned text. We efficiently compute this
intersection using Marisa trie[23]. The resulting dataset contains the URL, body text, and publication
timestamp of 454553 documents published from 2013 to 2020, belonging to 80157 unique websites.
We exclude instances where the body text is empty. Some of the most common websites in this dataset

3https://huggingface.co/datasets/mc4
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include wikipedia, tripadvisor, britannica, rome2rio, lonelyplanet, maplandia, expedia, and theculture-
trip.

TravelBlog: We gathered travel blogs from travelblog.org. The dataset contains the blog title, pub-
lication date, and body text. The dataset contains 491276 blogs from 2009 to 2020. The dataset is
divided into ten geo-categories, with the following data split: Africa (33226), Antarctica (376), Asia
(91626), Central America and Caribbean (21505), Europe (119202), Middle East (12093), North Amer-
ica (85270), Oceania (69783), Oceans and Seas (1802), and South America (56393). This dataset is
used for the blog title generation task. We remove instances where the blog titles and/or body text are
blank.

TripAdvisorQnA: We collect questions asked on TripAdvisor’s forums 4 to create a tourism-focused
Question-Answering dataset. The dataset contains 217352 questions from various tourism-related cate-
gories, including Air Travel, Road Trips, Solo Travel, Cruises, Family Travel, and so on. We collect the
question title, description, and all responses to the query from other forum members for each question.
We also collect public user information for the user who asked the question, as well as information
from users who responded. Furthermore, we record the number of ”helpful votes” for each response,
indicating the usefulness of the responses as voted by others (see Fig 3.1 for an example of a tripadvisor
forum layout consisting of a question and answers to it, along with the number of times the responses
were voted as ”helpful”). We use this to assess the quality of responses to a specific question, and the
most voted response serves as the gold standard for our tasks.

We discovered a set of standard messages from TripAdvisor staff that appeared frequently through-
out the dataset and were not relevant to the discussion in the forum. To remove such comments, we
identified at least three phrases in each of the language subsets. In English, for example, common mes-
sages included the phrases“this post was determined to be inappropriate”,“this post has been removed”,
and “message from tripadvisor staff”. Similarly, in Spanish, we removed examples where answers in-
cluded phrases such as “el personal de tripadvisor ha eliminado”, “esta publicación ha sido eliminada
por su autor”, “no es posible responder a este tema ya que ha sido cerrado por inactividad’. Because the
dataset is large, we only use one response per question, but all responses are included in the dataset. We
remove instances where page titles are empty or where there is no answer.

TravelWiki: We gathered a list of top 1000 tourism spots worldwide from websites like lonelyplanet.
Next, we discovered their Wikipedia pages (basic string match with typical normalizations) and gathered
a histogram of Infobox template names for those Wikipedia pages. Further, we manually looked at the
top 100 templates and identified a list of 29 Infobox templates like “nrhp”, “uk place”, “mountain”,
“river”, etc. which seemed relevant to travel and tourism. We then collect the list of English Wikipedia

4https://www.tripadvisor.<countrycode>/ListForums-g1-World.html. We used these country
codes: in, it, es, fr, de, pt, jp and ru.

15

https://www.tripadvisor.<countrycode>/ListForums-g1-World.html


Figure 3.1: An example of a forum discussion on TripAdvisor. Image-source:

https://www.tripadvisor.in/ShowTopic-g293974-i368-k14185302
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Figure 3.2: An example of a Wikipedia page: first paragraph of the article (right) and the corresponding

infobox (left). Image-source: https://en.wikipedia.org/wiki/Larnaca

pages containing these templates, and finally their counterparts in other languages using WikiData5

mappings. For each page in our data, we collect the first paragraph of that page along with key attributes
(and their values) from the corresponding Infoboxes. Each Infobox is associated with 5.76 key-value
pairs on average. TravelWiki contains content from 3077404 tourism-related Wikipedia pages gathered
from Wikipedia websites for 31 languages. Although the dataset contains the entire Infobox per page,
we sample one random key-value pair per webpage and use it for the Paragraph generation and Short
Question Answering (QA) tasks. Many key-value pairs are present disproportionately in the dataset. For
example, the key-value pair, “Country: United States”, occurs 50948 times in the dataset. To prevent
the model from getting biased into predicting the most commonly occurring value corresponding to a
given key, we sample the data and ensure that the value appears in a maximum of 2000 instances across
the entire dataset. This sampling is done only for the Short QA task since we are trying to predict a

5https://www.wikidata.org/wiki/
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Figure 3.3: Word cloud for top few words in the text associated with TripAdvisorQnA (top-left), Trav-

elWeb (top-right), TravelBlog (bottom-left) and TravelWiki (bottom-right) datasets.

value corresponding to a key. In the case of the paragraph generation task, all valid key-value pairs in
the instance are used. We remove examples where the text is empty or if there are no key-value pairs in
the infobox.

Figure 3.3 shows word clouds for the top few words in the text associated with TripAdvisorQnA,
TravelWeb, TravelBlog and TravelWiki datasets. We manually removed stop words and create word
clouds using English documents. We observe that formal words like ‘village’, ‘country’, ‘district’,
‘population’, etc. are frequent in TravelWiki. On the other hand, informal language with words like
‘people’, ‘really’, ‘way’, ‘night’, etc. is common in TravelBlog. Further, TripAdvisor has a lot of
frequent words like ‘trip’, ‘travel’, ‘suggestions’, ‘time’, ‘hotel’, etc. which are related to advice around
travel planning.

Document language is not explicitly known for these datasets except for TravelWiki. Hence, we
predict the same using the langdetect library. Table 3.1 shows language distribution across languages
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for these datasets. TravelBlog is heavily skewed towards English but TravelWiki and TripAdvisorQnA
have higher representation from other languages.

Each dataset is split (stratified by language count) into four parts as follows: pretrain, finetune,
validation and test. The pretrain part is used for pretraining, finetune part is used for task-specific
finetuning, the validation part is used for early stopping as well as hyper-parameter tuning and the
test part is used for reporting metrics. We allocate 7500 instances each for validation and testing, the
remaining instances are divided equally into pretrain and finetune. We do not use TravelWeb dataset
for any specific downstream task, thus for this dataset, we allocate 7500 instances for validation and the
remaining for pretraining. Table 3.2 shows basic statistics of the datasets in TOURISMNLG.

3.3.2 TOURISMNLG Tasks

Our goal is to provide an accessible benchmark for the standard evaluation of models in the tourism
domain. We select the tasks in the benchmark based on the following principles:

• Tourism specific: Tasks should be specific to tourism or defined on tourism-specific datasets.

• Task difficulty: Tasks should be sufficiently challenging.

Table 3.1: Language Distribution across the four datasets.

TravelWeb TripAdvisorQnA TravelBlog TravelWiki

Language Docs (%) Language Docs (%) Language Docs (%) Language Docs (%)

en 70.93 en 58.84 en 88.84 en 27.28

de 4.91 it 21.84 de 2.26 pl 6.85

es 4.32 es 10.48 fr 2.14 fr 6.31

fr 4.21 fr 4.87 nl 1.19 fa 5.85

it 2.32 de 1.74 es 0.79 it 5.29

fa 1.85 pt 1.07 it 0.51 es 5.09

nl 1.81 ru 0.88 da 0.46 uk 4.71

pt 1.45 ja 0.16 fi 0.36 nl 4.66

pl 0.93 ca 0.02 no 0.29 sv 4.02

ru 0.85 nl 0.01 sk 0.26 de 3.81

Others 6.42 Others 0.09 Others 2.90 Others 26.13
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Table 3.2: Characteristics of the datasets in TOURISMNLG.

Dataset Domain |Pretrain| |Finetune| |Dev| |Test| Tasks

TravelWeb General 447053 - 7500 - -

TripAdvisorQnA Community Ques-

tion Answering

101210 101142 7500 7500 Forum-Title Gener-

ation, Long Ques-

tion Answering

TravelBlog Social Media 238143 238133 7500 7500 Blog-Title Genera-

tion

TravelWiki Encyclopedia 1531208 1531196 7500 7500 Paragraph Genera-

tion, Short Ques-

tion Answering

• Task diversity: The generated output is of different sizes. Short QA generates very short answers.
Blog-title generation and forum-title generation tasks generate sentence-sized outputs. Paragraph
generation as well as Long QA tasks expect much longer outputs.

• Training efficiency: Tasks should be trainable on a single GPU for less than a day. This is to make
the benchmark accessible, in particular to practitioners working with low resource languages
under resource constraints.

TOURISMNLG consists of five generative NLP tasks. We give an overview of all tasks, including
the average input and output sequence length for each task, in Table 3.3, and describe the tasks briefly
as follows:

Paragraph Generation: The aim of this data-to-text generation task is to create the introductory para-
graph of a Wikipedia article by using the (key, value) pairs extracted from the corresponding Wikipedia
Infobox. By leveraging the information available in the infobox, the generated paragraph can provide a
useful and informative introduction for a given topic. For example:

• Input: “nombre=Municipio de Benton; nombre oficial=Municipio de Benton; unidad= Munici-
pio; tipo superior 1=Estado; tipo superior 2=Condado; superior 2=Faulkner; mapa loc=Arkansas;
población=961; población año=2010”.

• Output: “El municipio de Benton en inglés: Benton Township es un municipio ubicado en el
condado de Faulkner en el estado estadounidense de Arkansas. En el año 2010 tenı́a una población
de 961 habitantes y una densidad poblacional de 1269 personas por km2”.
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Short QA: The objective of this task is to extract the accurate value for a given key in a Wikipedia
Infobox by using the first paragraph of the corresponding Wikipedia article. This task is useful for the
automated extraction of information from Wikipedia articles. For example:

• Input: “Tahannaout or Tahnaout is a town and commune capital of Al Haouz Province of the
Marrakesh-Safi region of Morocco. It is located by road south of Marrakesh near the foot of the
Atlas Mountains. It contains a Jewish cemetery”. Key: “Province”.

• Output: “Al Haouz Province”.

Blog-Title Generation: This task involves generating a title or headline for a travel blog article, based
on the content of its body text. This is especially useful for blog writers and content creators, who often
aim to capture the essence of an article in a few words to attract readers to engage with the content. For
example:

• Input: “They say there are only two things to do in Malaysia - shopping and eating. Shopping
doesn’t interest me, so I had never been tempted to go to Malaysia in spite of the fact that it is
geographically close to India. When Air Asia started a service from Hyderabad (where I live)
to Kuala Lumpur, I thought it was a good chance to go visit. It was a four hour flight to Kuala
Lumpur...”

• Output: “A Gastronomical Journey in Malaysia”.

Forum-Title Generation: This task involves generating a title for a TripAdvisor forum page based on
a given description and answer. The forum page typically includes a question posted by a user, along
with one or more answers provided by other users or travel experts. The title serves as a brief summary
of the content on the forum page, providing readers with an idea of what to expect from the discussion.
A well-written title that is relevant to the forum discussion can help improve the relevance of search
results, and also attract users to the forum page. For example:

• Input: “Hello, I’m looking for a place to trip to on the next weekend. A place with good food, not
below 10 degrees or rainy in this season, and that will be fun to walk in its streets.I’m not like the
”ancient” places like Rome or Athens.Any recommendations?”

• Output: “Solo trip next weekend - where to?”

Long QA: The goal of this task is to provide an appropriate answer to a given question posted on a Tri-
pAdvisor Question-Answer forum page. The forum page contains a title and description of the question
posed by a user seeking information or advice about a travel-related topic. Answering questions on the
forum page is a crucial task since it helps travellers make informed decisions about their upcoming trips.
An ideal answer is clear, concise, and directly addresses the question asked. It may include recommen-
dations, tips, advice, and personal experiences to provide a comprehensive and valuable response. For
example:
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Table 3.3: Characteristics of the tasks in TOURISMNLG. |I|= Avg Input Sequence Lengths (in words).

|O|= Avg Output Sequence Lengths (in words).

Task Dataset Input Output Metrics |I| |O|

Forum-Title Generation TripAdvisorQnA description,

answer

title ROUGE-1,

ROUGE-L,

METEOR,

MRR

156.3 5.32

Long QA TripAdvisorQnA question ti-

tle and de-

scription

answer ROUGE-1,

ROUGE-L,

METEOR,

MRR

103.2 58.46

Paragraph Generation TravelWiki (key, value) paragraph ROUGE-1,

ROUGE-L,

METEOR,

MRR

2.29 49.34

Short QA TravelWiki paragraph,

key

value F1, Accuracy,

MRR

50.34 1.29

Blog-Title Generation TravelBlog body text title ROUGE-1,

ROUGE-L,

METEOR,

MRR

793.9 4.41

• Input: “We are relocating from the Bay Area to Austin, Texas. We will be driving ourselves in
a 2017 Honda Accord V6 towing a 5X8 cargo trailer. We will be leaving the Bay Area around
January 19. We want to know if there is any possibility of snow in that time of the year on our
way. If so is there any route that we can take to avoid dealing with the snow? We do not mind
getting there a few hours later if we can avoid driving and towing the trailer in the snow. Thanks
in advance for your responses”.

• Output: “Texas Canyon Rest Area West is scenic. We’ve driven on I-10 from Dallas to LA in
December a few times”.
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Table 3.4: Models used in TOURISMNLG

Characteristic mT5-base mBART-large-50

#Encoder layers 12 12

#Decoder layers 12 12

#Heads per layer 12 16

dmodel 768 1024

Vocabulary size 250112 250054

#Parameters 582.40M 610.87M

3.4 Baseline Models for TOURISMNLG

In this work, our goal is to build generic pretrained models for the tourism domain which can be
finetuned for individual tasks.

3.4.1 Model Selection

All of our tasks contain multi-lingual data and are generative in nature. mT5 [101] and mBART [53]
are both multilingual encoder-decoder Transformer models and have been shown to be very effective
across multiple NLP tasks like question answering, natural language inference, named entity recogni-
tion, etc. Thus, mT5 and mBART were natural choices for our purpose. mT5 [101] was pretrained on
the mC4 dataset6 comprising of web data in 101 different languages and leverages a unified text-to-text
format. mBART [53] was pretrained on the CommonCrawl corpus using the BART objective where the
input texts are noised by masking phrases and permuting sentences, and a single Transformer model is
learned to recover the texts. Details about the models we have used are provided in Table 3.4. Note that
the two models have almost the same size.

We use the mC4-pretrained mT5-base and CommonCrawl-pretrained mBART-large models, and per-
form domain adaptive pretraining to adapt them to the tourism domain. These are then further finetuned
using task-specific labeled data. We discuss pretraining and finetuning in detail later in this section.

mT5 requires every task to be modelled as sequence-to-sequence generation task preceded by a task
prompt specifying the type of task. Thus, we use this format both while pretraining as well as finetuning.
For the language modeling task while domain-specific pretraining, we use the task prefix “language-
modeling”. For the downstream TOURISMNLG tasks, we use the following task prefixes: “infobox-
2-para”, “para-2-infobox”, “blog-title-generation”, “forum-title-generation”, and “answer-generation”.

6https://www.tensorflow.org/datasets/catalog/c4#c4multilingual_nights_stay
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Further, mBART also requires a language code to be passed as input. Thus, for mBART, we pass
language code, task prefix and task-specific text as input7.

3.4.2 Pre-Training and Finetuning

For domain adaptive pretraining, we leverage our four datasets described in detail in the previous sec-
tion. We pretrain mT5 as well as mBART using two different approaches: MLM and MLM+TASKS.
MLM models have been pretrained only on masked language modeling (MLM) loss; MLM+TASKS

models are pretrained using a combination of the MLM and task-specific losses. Pretraining tasks in-
clude masked language modeling on all the four datasets, paragraph generation and Short QA on Travel-
Wiki, blog-title generation on TravelBlog and forum-title generation and Long QA on TripAdvisorQnA.

For MLM, the goal was to reconstruct the original text across all positions on the decoder side. The
decoder input is the original text with one position offset. MLM uses text combined across pretrain
parts of all datasets; large input sequences were chunked and masked to create training instances. All
the other pretraining tasks are sequence generation tasks. Thus, the input was fed to the encoder and
loss was defined with respect to tokens sampled at the decoder.

For pretraining, we use the standard categorical cross entropy (CCE) loss. For MLM, CCE is com-
puted for masked words. For other tasks, CCE is computed for task-specific output words.

We finetune the pretrained models in two ways: (1) Single-task finetune (2) Multi-task finetune.
Finetuning on individual tasks leads to one finetuned model per task. Managing so many models might
be cumbersome. Thus, we also finetune one single model across all tasks. Another benefit of multi-task
finetuning is that it can benefit from cross-task correlations.

3.4.3 Metrics

We evaluate our models using standard NLG metrics like ROUGE-1, ROUGE-L and METEOR for
four tasks except for Short QA where we report F1 and accuracy (exact match). ROUGE measures
the overlap between our model-generated text and reference texts. ROUGE-1 measures the overlap of
unigrams between the generated text and the reference texts. ROUGE-L measures the longest common
subsequence (LCS) between the generated text and the reference texts. The METEOR metric com-
pares the model-generated output to the reference texts on a word-by-word basis, taking into account
synonyms and stemming, and also considers the order of the words in the sentences.

However, these metrics are syntactic match-based and hence cannot appropriately evaluate predic-
tions against the ground truth from a semantic perspective. For example, a blog title like “Trip to
Bombay” is semantically very similar to “Five days of fun in Mumbai, Maharashtra, India” but has no
word overlap.

One approach is to create a set with the prediction and K hard negative candidates and check if
the predicted output is most similar to the ground truth. Hence, we use the popular mean reciprocal

7If the language of current instance was not among the 50 supported by the mBART model, we passed language=English.
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rank metric (as also done in [83] for dialog quality evaluation) which is computed as follows: for every
instance in the test set, we first gather 10 negative candidates. Given the predicted output, we rank the
11 candidates (1 ground truth and 10 negatives) and return the reciprocal of the rank of the ground truth.
The ranking is done in the descending order of similarity between the prediction output and candidate
text using the paraphrase-multilingual-MiniLM-L12-v2 model from Huggingface8. The equation for
computing MRR can be seen below:

MRR =
1

|Q|

|Q|∑
i=1

1

ranki
(3.1)

Here, Q represents the set of all queries, and ranki represents the rank of the ground truth for the ith
query.

The negative candidates are sampled as follows: given a test instance and its ground-truth output, we
compute the 20 most similar outputs from the train and dev sets of the same language. For the Short
QA task, negatives are sampled from instances such that the “key” in the input also matches. Amongst
the most similar 20 candidates, the top 10 are rejected since they could be very similar to ground truth
and hence may not be negative. The remaining ten candidates are used as negative candidates. Note that
these are fairly hard negatives and help differentiate clearly between strongly competing approaches.

3.4.4 Implementation Details for Reproducibility

For our experiments, we use 4 A100 GPUs, compatible with CUDA 11.0 and PyTorch 1.7.1. Our
model is trained using a batch size of 16 and optimized with the AdamW optimizer. We perform both
pre-training and fine-tuning for 3 epochs each. The maximum length for both input and output sequences
is limited to 256. To generate predictions, we use a greedy decoding strategy.

Pretraining: We initialize our mT5 models using the google/mt5-base checkpoint and our mBART
models using the facebook/mbart-large-50 checkpoint. We use a learning rate of 1e-5, and we use a
dropout of 0.1. Our pretraining experiments take approximately 12, 26, 14 and 37 hours for mT5 MLM,
mT5 MLM+Tasks, mBART MLM and mBART MLM+Tasks models respectively.

Finetuning: We use a learning rate of 5e-6 and 3e-6 for single-task finetune and multi-task finetune
respectively.

3.5 Experiments and Results

In this section, we first present the main TOURISMNLG benchmark results using various proposed
models. Next, we briefly present notes on pretraining stability, qualitative analysis of model outputs,
human evaluation and detailed error analysis.

8https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-
v2
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Table 3.5: Results on TOURISMNLG Tasks: Long QA, Forum-title Generation, Paragraph Generation,

Short QA and Blog-title Generation. For finetuning, STF=Single Task Finetune and MTF=Multi-task

Finetune. For pretraining, (-) means no pretraining, (A) means MLM, (B) means MLM+Tasks. The

best results in each block are highlighted.

Model Long QA Forum-title Generation

R-1 R-L METEOR MRR R-1 R-L METEOR MRR

M
T

F

mT5 (-) 9.31 7.51 4.79 62.93 21.58 21.12 13.74 27.77

mT5 (A) 10.55 8.18 5.35 64.20 22.09 21.50 14.13 27.53

mT5 (B) 13.73 9.71 8.55 68.17 25.78 25.10 16.26 31.81

mBART (-) 10.46 7.82 6.09 70.97 27.22 26.48 17.47 33.58

mBART (A) 11.00 7.86 7.13 72.93 29.00 28.08 19.10 35.59

mBART (B) 12.47 8.79 8.28 75.14 30.77 29.72 20.53 37.99

ST
F

mT5 (-) 10.22 7.36 7.57 60.61 15.70 15.33 10.10 22.21

mT5 (A) 11.80 8.46 9.11 69.39 23.92 23.12 15.96 30.80

mT5 (B) 11.03 8.37 7.62 72.49 28.59 27.57 18.96 35.07

mBART (-) 13.17 9.20 9.22 75.94 31.55 30.21 21.61 37.73

mBART (A) 12.39 8.81 9.17 75.63 31.65 30.38 21.56 38.16

mBART (B) 13.82 9.88 9.65 76.12 33.00 31.56 22.30 39.42
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Model Paragraph Generation Short QA

R-1 R-L METEOR MRR F1 Accuracy MRR

M
T

F

mT5 (-) 23.90 21.15 17.53 48.01 48.80 64.93 75.70

mT5 (A) 32.27 28.85 22.22 54.61 58.98 73.68 82.83

mT5 (B) 34.26 30.63 24.27 56.79 61.76 75.77 84.28

mBART (-) 33.16 29.80 24.76 54.45 62.86 76.56 85.25

mBART (A) 35.11 31.71 26.84 56.64 63.89 77.45 85.98

mBART (B) 33.87 30.46 25.75 56.16 64.60 77.96 86.38

ST
F

mT5 (-) 19.73 17.48 12.87 33.93 48.80 65.00 75.40

mT5 (A) 25.70 22.72 17.46 43.63 62.69 76.36 84.49

mT5 (B) 26.08 22.88 19.14 44.84 64.17 77.60 85.51

mBART (-) 35.23 31.31 28.04 53.16 69.66 81.37 88.36

mBART (A) 31.73 28.26 24.18 50.07 71.07 82.39 89.10

mBART (B) 35.62 31.43 27.30 55.59 71.17 82.40 89.16

Model Blog-title Generation

R-1 R-L METEOR MRR

M
T

F

mT5 (-) 16.18 15.99 9.32 20.45

mT5 (A) 15.86 15.75 8.93 20.86

mT5 (B) 17.49 17.40 9.81 22.01

mBART (-) 19.30 19.14 11.24 23.81

mBART (A) 20.07 19.95 11.77 24.23

mBART (B) 21.01 20.84 12.28 25.03

ST
F

mT5 (-) 12.48 12.31 7.69 16.11

mT5 (A) 14.90 14.74 8.72 18.99

mT5 (B) 17.98 17.85 10.41 21.96

mBART (-) 20.44 20.21 12.99 23.98

mBART (A) 20.99 20.70 13.21 24.00

mBART (B) 21.86 21.59 13.74 24.95
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Figure 3.4: Variation in Pretraining Loss on Training as well as Validation Data for our mT5 and mBART

models under the MLM and MLM+Tasks settings.

TOURISMNLG Benchmark Results: Table 3.5 shows results obtained using our models under various
pretraining and finetuning setups for the five TOURISMNLG tasks on the test set. From the two tables
we make the following observations:

• STF models lead to better results compared to MTF models. But MTF models are very close
across all metrics. Thus, rather than retaining individual STF models, deploying just one MTF
model is recommended.

• Domain-pretraining helps. Domain-pretrained models are better than standard models.

• Pretraining using MLM+Tasks is better than just MLM-based pretraining.

• Lastly, mBART models are significantly better than mT5 models except for the MTF Long QA
setting.

Pretraining Stability: Fig 3.4 shows the variation in loss with epochs for the mT5 MLM, mT5 MLM+Tasks,
mBART MLM and mBART MLM+Tasks models respectively.
Qualitative Analysis: Table 3.6 shows an example of generated output using our best model for each
of the five tasks. Due to lack of space, we show shorter examples. We observe that the generated results
are very relevant and well-formed.
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Table 3.6: Examples of predictions using our best model

Task Input Output

Paragraph

Genera-

tion

name = Quadyuk island; location = Bathurst Inlet; archipelago

= Canadian Arctic Archipelago; country admin divisions =

Nunavut; country admin divisions title 1 = Region; coun-

try admin divisions 1 = Kitikmeot; population = Uninhabited; title

= Quadyuk Island

quadyuk island is

an uninhabited is-

land in the canadian

arctic archipelago in

nunavut, canada. it

is located in bathurst

inlet and is part of

the kitikmeot region.

Short QA Mount Vernon is a home rule-class city and the seat of Rockcas-

tle County, Kentucky in the United States. The intersection of US

Routes 25 and 150 is located here. The population was 2477 at the

time of the 2010 US census. Mount Vernon is part of the Richmond-

Berea micropolitan area. Guess “‘county”’

rockcastle

Blog-title

Genera-

tion

Text from https://www.travelblog.org/Asia/

China/Shanghai/Jing-an/blog-518801.html

day 1 - shanghai

Forum-

title

Genera-

tion

Hi, so I would love to hear from others who are well travelled &

can give me an idea on the best place to visit for our 20th wed-

ding anniversary & 40th Bday. We are thinking around Septem-

ber 2020 or April 2021 / not exactly sure yet but depends on some

ideas. We are from Australia & are contemplating 2 - 3 week get-

away...(continued, text from https://www.tripadvisor.

in/ShowTopic-g1-i12522-k12187586)

20th anniversary trip

ideas

Long QA I sure would love some help deciding where we should take a fam-

ily trip this summer. :) Just one daughter who is 12, almost 13.

We’ll have about one week total including travel. Criteria:- Not

unbearably hot and awful in the summer. We went to DC last

August...(continued, text from https://www.tripadvisor.

in/ShowTopic-g1-i9658-k10343253)

i would look at the

canadian rockies.
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Table 3.7: Human Evaluation Results

Task Fluency Relevance

Paragraph Generation 4.18 3.36

Blog-title Generation 4.88 4.00

Forum-title Generation 4.82 4.08

Long QA 4.28 3.84

Human Evaluation and Error Analysis: Automated metrics do not always capture qualities such as
fluency, readability, relevance, etc. in the generated text. Human evaluation is often considered more re-
liable than automatic metrics, as it takes into account factors such as context and background knowledge
that are difficult to capture in automated evaluations. For our study, a manual evaluation of generated
outputs is necessary to ensure whether the generated text appears ’good’ to the reader. Therefore, to
check fluency and relevance of the generated outputs for various tasks, one of the authors manually
labeled 50 English samples per task on a 5-point scale. Note that we did not do such an evaluation for
the Short QA task since the output is just the value (and not expected to be a well-formed sentence). Ta-
ble 3.7 shows that our model generates human consumable output with high quality. Fluency measures
the degree to which a text ‘flows well’, is coherent [1] and is not a sequence of unconnected parts. The
below examples show what sentences are fluent/not fluent:

• Hyderabad is famous for its cuisine, especially the world-famous Biryani. (Fluent)

• Hyderabad cuisine famous Biryani, especially all over world. (Not fluent)

The other metric that we manually judge is relevance. Relevance measures correctness and the overall
factual quality of the generated answer. For example, if our task is to generate a paragraph about Copen-
hagen, Denmark given its infobox, then the following examples would be considered relevant/irrelevant:

• Copenhagen is the capital and most populous city of Denmark with a population of around 2
million people in the metropolitan area. It is located on the islands of Zealand and Amager, and
has an urban area of 525.50 square kilometres. (Relevant)

• Amsterdam is the capital and most populous city of the Netherlands with a population of 2.5
million people in the metropolitan area. It is located in the Dutch province of North Holland.
(Fluent but not relevant to Copenhagen, Denmark)

In addition to scoring our outputs based on their fluency and relevance, we also performed an analysis
of the kinds of errors in the generated outputs. Such an examination is necessary to identify the causes
of these errors and help improve the performance of future models. These errors could have a number
of causes: noise in the data, spelling mistakes (since a lot of the text is human-written, especially blogs),
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Table 3.8: Error Analysis: # errors across categories for each task (out of 50 judged samples).

Error Category Paragraph Generation Blog-title Generation Forum-title Generation Long QA

Less Creative Response 5 3 0 5

Hallucination 15 5 6 3

Grammatical error 11 1 1 13

Incomplete 0 12 5 8

model training strategies, etc. Table 3.8 shows the distribution of errors across major categories. Some
of our error categories are as follows:

• Less creative responses: Include cases where bland responses were generated, e.g., simply using
the city name as the blog title, repeating the question as the answer for the long QA task or
asking the user to post on another forum, or simply concatenating the key-value pairs as output
for paragraph generation task.

• Incomplete category: Includes cases like blog/forum titles that do not take into account the entire
context, or output that does not answer the user’s question completely in the long QA task.

• Hallucination: Includes cases where forum/blog titles have nothing to do with the input text, or
unseen irrelevant information is added to the generated output.

3.6 Conclusions

In this chapter, we propose the first benchmark for NLG tasks in the tourism domain. The TOURISMNLG
benchmark consists of five novel natural language generation tasks. We also pretrained mT5 and
mBART models using various tourism domain-specific pretraining tasks and datasets. Our models lead
to encouraging results on these novel tasks. We hope that our work will help further research on natural
language generation in the travel and tourism domain. We expect that such models will help in writ-
ing automated tour guides, travel reviews and blogs, travel advisories, trip planning, multi-destination
itinerary creation, and travel question answering. We plan to extend this work in the future by including
multi-modal tasks and datasets like [26].
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Chapter 4

Indian Language Summarization

4.1 Introduction

Automated text summarization is a technique for condensing lengthy documents while retaining
their relevance. Text summarization for Indian languages has recently piqued the interest of the NLP
community. However, due to a scarcity of high-quality datasets, progress in text summarization has
been slow. Nonetheless, the availability of large-scale multilingual datasets like XL-Sum [30] and Mas-
siveSumm [96] has resulted in significant progress in natural language generation and summarization
tasks. While not perfect in terms of quality [94], these datasets are useful in terms of quantity. Further-
more, the field has undergone significant transformation as a result of recent advances in neural-based
pretrained models.

The ILSUM challenge aims to create reusable data collections for summarising Indian languages.
The collection is created by extracting news stories and their accompanying descriptions from pub-
licly accessible news sources. The ILSUM dataset [84, 85] includes a summarization corpus for two
important Indian languages, Hindi and Gujarati, as well as Indian English.

In this chapter, we provide an overview of the performance of existing sequence-to-sequence models
that we used for our experiments. Our experiments yielded the best results across all three subtasks
in the shared task (Hindi, Gujarati and Indian English). For Hindi and Gujarati, we used multilingual
models such as mT5 [101], mBART [53] and IndicBART [19]. For English summarization experiments,
we fine-tuned PEGASUS [103], BART [48], T5 [75] and ProphetNet [72]. We observe that for English,
PEGASUS outperformed other models, while for Hindi, mT5 gave us the best results. For Gujarati,
finetuning mBART yielded the best results. In addition to this, we ran various experiments on the
dataset to combat model overfitting, such as k-fold cross-validation. We find that Hindi k-fold trials
outperform experiments using the complete version of the provided data. We also use a number of
filters to evaluate the quality of the released datasets. The efficacy of the pretrained generation models
was later also analyzed using various combinations of our filtered data and the provided original data.
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4.2 Related Work

Text summarization has received a great deal of attention, particularly in the English language.
Early summarization research focused on extractive approaches, in which summary sentences were
selected directly from the input text. Abstractive approaches to summarization, on the other hand,
such as neural attention models [80], Seq2Seq RNNs [59], and Pointer-Generator networks [87], fo-
cus on generating summaries that capture the meaning of the input text without necessarily choosing
sentences directly from the text. With the advent of large neural language models for generation tasks,
abstractive approaches have grown in popularity and produce high-quality summaries. While there have
been various improvements in model architectures and summarization techniques, a large part of the
progress in English text summarization can be attributed to the availability of large-scale datasets, such
as CNN/DailyMail [59, 34], Gigaword [80, 27], XSum [62], etc.

In contrast, little work has been done in summarization or related NLG tasks such as headline gener-
ation in Indian languages. However, there has been active research in this area recently, with the release
of datasets such as XL-Sum [30], MassiveSumm [96], and others. These multilingual datasets are made
up of article-summary pairs from publicly available news domains, including Indian languages like
Hindi, Gujarati, Bengali, and so on. Several datasets for Indian language NLG tasks, such as sentence
summarization and headline generation, have been released by the IndicNLG Suite [44]. More research
is needed in this area to produce models that perform similarly to English summarization models.

4.3 Corpus Description

The dataset released for this task has been gathered from several leading Indian news sites such as
India TV News1, Divya Bhaskar2, and News18 Gujarati3. One of the challenges of the dataset is that
the Hindi and Gujarati examples include article-summary pairs that contain English words or phrases
which have been code-mixed and script-mixed. We have also observed a few examples in the English
and Gujarati datasets, where the summaries consist of only one word. Table 4.1 talks about the ILSUM
training data statistics. We have used the Indic tokenizer [45] to generate the counts in Table 4.1.

4.4 Experiments and Results

We finetune various models, as mentioned in Table 4.4. A detailed description of these models can
be found in Chapter 2. We have also used the recently proposed lightweight adapters[70] in some of our
experiments, since they are effective at mitigating the overhead of PLMs for downstream tasks. In recent
work[106], adapters were applied to perform Gujarati text summarization. Adapters can not only speed

1https://www.indiatvnews.com/
2https://www.divyabhaskar.co.in/
3https://gujarati.news18.com/
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Table 4.1: ILSUM Dataset Statistics

English Hindi Gujarati

#Pairs 12564 7957 8457

Text Summary Text Summary Text Summary

#Avg. Words 595 36.24 553 40.17 414.43 32.26

Min. Words 1 1 17 6 25 1

Max. Words 5717 113 5034 113 2839 408

#Avg. Sentences 10.29 1.26 18.1 1.7 21.28 1.57

Min. Sentences 1 1 1 1 1 1

Max. Sentences 169 17 157 9 187 46

up training time but are also storage efficient since they require saving only adapter weights instead of
entire finetuned model weights.

We ran experiments in two ways: one with the entire dataset and the other with a split dataset of
ten folds, with 90% of the data used for training and 10% for validation. We used the released data for
validation for testing purposes in both cases, and the results are shown in Table 4.2. It is worth noting
that we had to conduct these k-fold cross-validation experiments to evaluate the performance of our
model because we did not have access to any validation summaries.

To compute all of the scores, we use the standard ROUGE metric [51]. Our findings show that
PEGASUS performs best on English when fine-tuned on the entire dataset during the validation phase.
Meanwhile, during the validation phase, we got the best results when we finetuned IndicBART and
mBART using both k-fold and complete data. It’s worth noting that fine-tuning a model with k-fold
data can sometimes produce better results than fine-tuning with the entire dataset. This indicates that
the dataset requires additional investigation, and appropriate filters should be implemented to determine
which examples in the dataset are assisting the model in acquiring useful information.

We present the findings from the top-performing models in the test phase using the validation phase
results. Although PEGASUS and mBART continue to provide the best results for English and Gujarati,
respectively, when fine-tuned with k-fold data, mT5 outperforms IndicBART for Hindi. The hyper-
parameter configurations used are detailed in table 4.4.

The multilingual models we used were pre-trained on large datasets, allowing them to handle the
presence of code-mixing in the dataset effectively, which is also visible in their outputs. The mod-
els generate high-quality summaries and can incorporate relevant English text into Hindi and Gujarati
examples. In particular, for Hindi and Gujarati, the average number of English words in training sum-
maries is 0.25 and 1.91, respectively. Our models produced summaries with an average of 0.23 and 1.44
English words per summary for the test set in Hindi and Gujarati, respectively. Since many training
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examples are entirely in Hindi and do not contain any English words or characters, it is important to
note that the average number of English words in summaries in Hindi is lower.

4.5 Data Quality Assessment

To examine the quality of the data provided to us, we applied some of the filters described in
TeSum [94]. Filters that were applied include checking whether there are:

• Empty instances

• Duplicate pairs and summaries within the dataset

• Cases where the first few sentences of the article itself are taken as the summary. We refer to this
as a ‘prefix’ case. This filtering is done to ensure that the dataset does not contain trivial instances
for system development, as mentioned in the MassiveSumm paper [96].

• Check whether the summary is ‘compressed enough’, i.e., we should not have summaries compa-
rable in size to the text that has to be summarized. A good summary should result in a significant
reduction in the size of the article while maintaining its relevance. Compression is a good measure
of telling us if the summary provided is a shortened version of the input document/text or not.

The below example shows a summary present in the dataset that is not compressed enough as per
our filters, and can also be considered as a prefix case:

• Article: “Magnitude 4.3 earthquake hits Hindukush region. An earthquake with a magnitude
of 4.3 on the Richter scale hit Hindukush region today. According to the National Center for
Seismology, the tremors were felt at 09:50 am. There were no reports of any loss of life or
damage to property because of the earthquake”

• Summary: “An earthquake with a magnitude of 4.3 on the Richter scale hit Hindukush region
today. According to the National Center for Seismology, the tremors were felt at 09:50 am.”

Filters counts for all the languages can be found in Table 4.5. It is worth noting that, according to
our filters, only about 68% of the Hindi summaries are valid, as many are simply the first few sentences
of the article. It could also be one of the reasons why models perform better on k-fold data. Some folds
in the training data may contain a high percentage of high-quality, valid summaries while excluding
a significant number of invalid summaries. It is worth noting that the number of final valid article-
summary pairs in Gujarati and English is comparable to the original dataset size, which is why the top-
performing models perform better when finetuned on the entire dataset rather than on k-fold subsets.
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4.5.1 Data Variation Experiments

One of the main bottlenecks for neural models for text generation is the lack of large datasets. The
summarization datasets for Indian languages that are currently available are quite small. We performed
k-fold cross-validation on the best performing models to improve model generation capabilities on lim-
ited datasets (see Table 4.2). Table 4.6 reports the mean ROUGE scores and standard deviation scores
over ten runs. Using the released training dataset, we performed 10-fold cross-validation with the fol-
lowing combinations:

• Original data: Finetuned for 5 epochs with the released training dataset

• Original + Filtered data: Finetuned for 3 epochs with original + 2 epochs with filtered data

• Filtered data: Finetuned for 5 epochs with only the filtered dataset

• Filtered + Original data: Finetuned for 3 epochs with filtered data + 2 epochs with original data

We used the filtered data obtained after applying the filters listed in Table 4.5 to carry out all of the
experiments. To compare the models’ performance on different variations of the training dataset, we
have not made any changes in the validation data. As shown in Table 4.6, experiments with original
data produce higher scores than experiments with filtered data. Furthermore, the models finetuned on
the ’filtered + original’ dataset performed better than the ’original+filtered’ combination.

4.6 Conclusions

While better models trained solely for Indian languages may benefit research in the field of Indian
Language Summarization, creating larger, high-quality datasets for such languages will undoubtedly
lead to progress in this field. It may be worthwhile to look at sources other than news websites, and to
keep the filters discussed earlier in mind while creating high-quality datasets.
We conclude that the pretrained transformer-based seq2seq models are capable of producing high-
quality summaries for the ILSUM shared task.
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Table 4.2: Results for Validation Data. * indicates that the model was finetuned on the combination of

Hindi and Gujarati Data

Language Model Full Data/K-Fold Validation scores

R-1 R-2 R-4

English

PEGASUS Full Data 56.85 45.92 43.36

T5 large Full Data 56.05 45.03 42.36

PEGASUS XSum Full Data 54.66 43.48 40.64

BRIO Full Data 53.57 41.86 38.81

BART large K-Fold 54.83 43.58 40.71

BART large XSum K-Fold 53.35 41.74 38.75

T5 base + Adapter K-Fold 51.91 40.07 37.1

ProphetNet K-Fold 49.51 36.98 33.83

Hindi

IndicBART K-Fold 60.73 51.26 47.57

mT5 base K-Fold 60.04 50.72 46.82

IndicBART-SentSumm K-Fold 58.09 47.99 43.72

mT5 base* Full Data 58.65 49.09 45.08

mBART large 50 + Adapters Full Data 56.26 45.56 41.21

mBART large 50 Full Data 55.76 44.96 40.59

Gujarati

mBART large 50 Full Data 26.20 16.44 12.16

mT5 base Full Data 25.11 15.81 11.68

mT5 base* Full Data 24.16 14.68 10.79

mBART large 50 + Adapter Full Data 21.63 13.04 9.56

IndicBART K-Fold 23.38 13.34 9.35
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Table 4.3: Results on Test Data

Language Model Full Data/K-Fold Test scores

R-1 R-2 R-4

English
PEGASUS Full Data 55.83 44.58 41.8

T5 large Full Data 54.73 43.08 40.12

Hindi
mT5 base K-Fold 60.72 51.02 47.11

IndicBART K-Fold 58.38 48.31 44.25

Gujarati
mBART large 50 Full Data 26.11 16.51 12.41

mBART large 50 Full Data (dropout=0.2) 26.07 16.60 12.58

Table 4.4: Experimental setup and parameter settings

Parameters BART T5 mBART mT5 IndicBART ProphetNet PEGASUS BRIO

Max source length 512 512 512 512 512 512 512 512

Max target length 75 75 75 100 75 75 75 75

Batch Size 2 1 4 2 2 1 2 2

Epochs 5 5 5 10 10 5 5 5

Learning Rate 5e-5 5e-5 5e-5 5e-5 5e-5 5e-5 5e-4 5e-5

Vocab Size 50265 32128 250054 250112 64015 30522 96103 50264

Beam Size 4 4 4 4 4 5 4 4

Table 4.5: Statistics of dataset examples that we consider valid after applying TeSum [94] filters

Filters English Hindi Gujarati

Dataset Size 12565 7957 8457

Empty 1 0 0

Duplicate Pairs 0 23 0

Duplicate Summary 117 15 113

Compression <50% 182 11 37

Prefixes 486 2518 135

Final Valid 11779 5390 8172

Valid % 93.74% 67.74% 96.63%
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Table 4.6: Mean ROUGE scores over the validation sets along with standard deviation over 10 runs.

O.D indicates Original Data, F.D indicates Filtered Data

Language Model Data composition R-1 R-2 R-L

O.D 52.51 ± 1.1 40.91 ± 1.36 47.81 ± 1.16

O.D + F.D 51.65 ± 1.14 40.07 ± 1.25 46 ± 3.67

F.D 51.88 ± 1.25 40.37 ± 1.39 47.32 ± 1.31
PEGASUS

F.D + O.D 53.28 ± 1.18 41.82 ± 1.3 48.67 ± 1.2

O.D 53.45 ± 0.95 42.16 ± 1.13 48.97 ± 1.05

O.D + F.D 53.22 ± 1.23 42.04 ± 1.41 48.85 ± 1.31

F.D 51.9 ± 1.37 40.49 ± 1.53 47.38 ± 1.46
T5 large

F.D + O.D 53.33 ± 0.83 42.1 ± 0.96 48.92 ± 0.86

O.D 50.25 ± 1.52 38.15 ± 1.85 45.46 ± 1.63

O.D + F.D 51.42 ± 0.88 39.85 ± 1.11 46.93 ± 1

F.D 51.21 ± 1.3 39.83 ± 1.57 46.79 ± 1.38

English

BART large

F.D + O.D 52.45 ± 1.05 40.98 ± 1.29 48 ± 1.17

O.D 26.36 ± 1.02 12.66 ± 0.73 26.28 ± 0.98

O.D + F.D 21.58 ± 0.66 9.84 ± 0.76 21.45 ± 0.6

F.D 21.27 ± 0.88 9.75 ± 0.56 21.12 ± 0.86
IndicBART

F.D + O.D 25.67 ± 1.04 12.16 ± 0.82 25.57 ± 1

O.D 27.04 ± 1.22 13.21 ± 0.61 26.96 ± 1.22

O.D + F.D 20.33 ± 0.91 9.26 ± 0.8 20.2 ± 0.92

F.D 20.61 ± 1.55 9.47 ± 0.67 20.51 ± 1.53

Hindi

mT5 base

F.D + O.D 26.73 ± 1.11 12.83 ± 0.61 26.64 ± 1.1

O.D 20.36 ± 0.67 11.65 ± 1.13 20.01 ± 0.72

O.D + F.D 16.04 ± 1.12 9.23 ± 0.76 15.83 ± 1.15

F.D 12.82 ± 2.28 6.6 ± 1.54 12.38 ± 2.36
mBART large 50

F.D + O.D 19.55 ± 0.74 11.42 ± 0.43 19.2 ± 0.72

O.D 21.55 ± 0.77 11.81 ± 0.78 21.19 ± 0.83

O.D + F.D 18.63 ± 0.93 9.23 ± 0.5 18.19 ± 0.92

F.D 9.66 ± 0.97 4.84 ± 0.56 9.53 ± 0.92

Gujarati

mT5 base

F.D + O.D 20.29 ± 0.62 10.7 ± 0.52 19.84 ± 0.56

39



Chapter 5

Conclusions and Future Work

5.1 Conclusions

Natural Language Generation and tasks such as Headline Generation, Summarization, etc. are well-
explored problems in NLP, with many models capable of producing high-quality results. However, as
we move towards making NLP systems deployable in the real world, there is a strong need for these
systems to be able to address the very specific problems faced by different domains. Creating datasets
for such domains and tasks, and having models specifically trained on these domain-specific tasks is the
way forward.

We focus specifically on the travel and tourism domain, due to the lack of a standard benchmark
and limited work on data science problems in this domain. We also take into account the need for NLP
systems to be able to handle problems across different languages, and hence, multi-lingual datasets and
models are key topics of interest in our research.

In Chapter 1 and Chapter 2 of this thesis, we presented an introduction of our research work, as well
as the basic definitions and terminologies used. We highlighted the motivation for our work in this field
and its importance in today’s world. We introduced various pretrained models and their applications,
and also presented an overview of research that has been done in this field so far, from domain-based,
language-based and task-based perspectives.

In Chapter 3 of this thesis, we looked at the relatively unexplored tourism domain, and we proposed
the first benchmark for NLG tasks in the tourism domain. We contributed the TOURISMNLG bench-
mark, which consists of five novel natural language generation tasks, ranging from headline generation
to question answering. We contributed datasets for the same, consisting of data from various travel-
specific sources. The nature of text across these sources is varied (informal, formal, factual, etc.), which
reflects diversity in our choice of datasets. We also pretrained mT5 and mBART models using various
tourism domain-specific pretraining tasks and datasets.
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Our models lead to encouraging results on these novel tasks, and we conclude that pretraining mod-
els for a specific domain does lead to improvement in performance for tasks in that domain. We have
made our code, data and pretrained models publicly available

In Chapter 4, we looked at the problem of Indian Language Summarization, in which our dataset
belonged to the news domain. We presented a detailed evaluation of various PLMs for summarization
in different languages, and show that they are capable of generating good-quality summaries. We also
emphasized rules to keep in mind while creating summarization datasets, which can also be applied to
NLG datasets in general.

5.2 Future Work

We hope that our work will help further research on natural language generation in the travel and
tourism domain, and will motivate others to carry out research specific to other relatively unexplored
domains, that have their own niche tasks and problems that need to be addressed.
Based on this thesis, there are several directions in which future work could be carried out:

• Tourism-specific challenges: We expect that such models will help in writing automated tour
guides, travel reviews and blogs, trip planning, travel advisories, multi-destination itinerary cre-
ation, and travel question answering. As the travel industry continues to boom worldwide, we
expect more research on data science problems in this domain and expect different parties (re-
searchers, businesses, individuals, etc.) to use our dataset and models for their experiments and
use cases.

• Improving support for Indian Languages across domains: While our datasets and models
are multilingual in nature, and also have a significant number of Indian language examples, we
believe that one of the directions in which research can proceed is to have datasets and models
specifically for Indian languages in specific domains.

This research need not be restricted to the tourism domain. Most of the existing work on domain-
specific pretrained models does not account for a number of Indian languages, and even if it does,
the data available is either limited or of low quality. It is important that there is research in this
direction. This would have positive implications for both academic literature as well as businesses
due to its potential to boost domestic tourism in India.

This is also applicable to summarization tasks. As highlighted in Chapter 4, Indian language
summarization datasets are far from perfect, and there is a need to come up with good-quality
datasets and models that can serve as a benchmark for future research.

• Classification tasks: Researchers could make use of our dataset and also focus on tasks that
are not necessarily generative in nature. For instance, classification tasks involving labels such
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as ’suitable to visit in summer’, ’family-friendly’, etc. could be proposed to assign labels to
travel destinations based on their descriptions and knowledge learned during pretraining. Through
transfer learning, the knowledge learned by our tourism-centric pretrained models could be used
to solve such tasks via finetuning.

• Pretraining and Prompting strategies: Different pretraining approaches could be explored, in-
volving different loss functions and hyperparameter optimizations to improve performance across
tasks.

Additionally, as large language models (LLMs, such as GPT-3 [8], OPT [104], etc.) become more
popular and accessible to the public, research could also focus on prompt engineering techniques
to generate coherent, accurate and fluent outputs. Few-shot learning techniques, especially those
involving chain-of-thought prompting, have been shown to yield good results on new tasks, thus
enabling these models to easily scale to newer domains and their respective tasks.

• Multi-modal tasks: Text generation capabilities for specific domains can be improved by incor-
porating additional information such as images, videos or speech. Future work could consider
multi-modal tasks in multiple directions. From an image-to-text direction, we could identify
problems and curate datasets corresponding to tasks such as generating creative text for a given
location based on photos, videos, etc. From the text-to-image direction, we believe that as image
generation models (such as stable diffusion models [79]) get more and more popular, research
could also focus on tasks like blog-image generation, similar to our blog-title generation task in
Chapter 3, where the model generates a photo-realistic image (instead of a blog title) based on a
user-written blog description.
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