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Abstract—With the advent of intelligent transport, quadrotors are becoming an attractive aerial transport solution during emergency evacuations, construction works etc. During such operations, dynamic variations in (possibly unknown) payload and unknown external disturbances cause considerable control challenges for path tracking algorithms. In fact, the state-dependent nature of the resulting uncertainties makes state-of-the-art adaptive control solutions ineffective against such uncertainties that can be completely unknown and possibly unbounded a priori. This paper, to the best of the knowledge of the authors, proposes the first adaptive control solution for quadrotors, which does not require any a priori knowledge of the parameters of quadrotor dynamics as well as of external disturbances. The stability of the closed-loop system is studied analytically via Lyapunov theory and the effectiveness of the proposed solution is verified on a realistic simulator.

I. INTRODUCTION

Over the past two decades, quadrotors have been a source of considerable research interest owing to its advantages such as simple structure, vertical taking off and landing, rapid maneuvering etc. [1]–[3]. Such advantages are crucial in various military and civil applications such as surveillance, fire fighting, environmental monitoring to name a few [4], [5]. Most recently, global research is more and more interested in smart transport systems, where quadrotors are used in package delivery, construction works, disaster relief operation as a mode of smart aerial transportation [6], [7].

Despite the fact that carrying payload via a suspended cable is one of the most common ways for a quadrotor [6]–[8], it may not be optimal/desirable in indoor scenarios, especially in disaster sites, where the quadrotor might need to manoeuvre through constrained altitudes. In such scenarios, rigidly attaching a payload would be a preferred mode, which also provides the flexibility to autonomously pickup and drop the payload. From a research point of view, crucial control challenges during aerial transportation arise from drastic variation in the mass and inertia of the quadrotor due to unknown payload, imprecise knowledge of the quadrotor parameters and unknown external disturbances.

In the following, we present state-of-the-art control designs for quadrotors, together with existing challenges and the contributions brought out by this research work.

A. Related Works and Contribution

To operate a quadrotor under uncertain scenarios, researchers have inevitably looked into robust control [9]–[12] and adaptive control methods [7], [13]–[20]. However, robust control methods [9]–[12] rely on precise knowledge of mass matrix; on the other hand, the adaptive control designs [7], [13]–[16], [18]–[20] require a priori knowledge of system structures and of bounds on external disturbances. Such constraints are often difficult to be satisfied in practice due to unknown payload and external disturbances.

To avoid a priori knowledge of bounds on uncertainties, researchers have recently applied adaptive sliding mode designs [17], [21]–[23] considering uncertainties to be a priori bounded. However, when such assumption is not satisfied (e.g. state-dependent uncertainty), instability cannot be ruled out (cf. [24], [25]): in the attitude dynamics of a quadrotor, state-dependent uncertainty naturally occurs owing to the Coriolis terms. Crucially, the adaptive control solutions [13], [15]–[17] rely on ‘collocated design’ of underactuated systems [25], i.e., these methods only track the actuated coordinates (altitude, roll, pitch and yaw) considering the non-actuated coordinates (lateral \((x, y)\) position) to be stable a priori. However, external disturbances in lateral position may compromise system stability (cf. [25]).

In view of the above discussions and to the best of the knowledge of the authors, an adaptive control solution for quadrotor is still missing in the presence of completely unknown state-dependent uncertainty and external disturbances. Toward this direction, the proposed adaptive solution has the following major contributions:

- An adaptive controller for quadrotor is formulated, which does not require any a priori knowledge of the system dynamic parameters, payload and of disturbances.
- Differently from [13]–[17], the control framework considers six degrees-of-freedom (DoF) dynamics with unknown external perturbations affecting both actuated and non-actuated sub-dynamics.
- The closed-loop stability of the system is analysed via Lyapunov-based method and comparative simulation results suggest significant improvement in tracking accuracy compared to the state of the art.

Note that compared to our previous work [24] dealing with fully actuated systems, the present one is developed for underactuated quadrotor system; further, compared to [25]
dealing with a class of underactuated systems, the present work does not require any knowledge of mass/inertia matrix.

The rest of the paper is organised as follows: Sect. II describes the quadrotor dynamics and the control problem; Sects. III and IV detail the proposed control framework and its stability analysis respectively; Sect. V provides comparative simulation results while Sect. VI provides concluding remarks.

The following notations are used in this paper: $\text{sgn}(s) = [\text{sgn}(s_1), \cdots, \text{sgn}(s_n)]$ for $s = [s_1, \cdots, s_n]$; $\|\cdot\|$ and $\lambda_{\text{min}}(\cdot)$ denote 1-norm and minimum eigenvalue of $(\cdot)$, respectively; $I$ denotes identity matrix with appropriate dimension and $\text{diag} \{\cdot, \cdots, \cdot\}$ denotes a diagonal matrix.

II. QUADROTOR SYSTEM DYNAMICS AND PROBLEM FORMULATION

Let us consider the Euler-Lagrange system dynamics of a quadrotor model (cf. Fig. 1), widely used in literature ([14])

\[
mp + G + d_p = \tau_p, \quad (1) \\
J(q) \ddot{q} + C_q(q, \dot{q}) \dot{q} + d_q = \tau_q, \quad (2) \\
\tau_p = R_B^T U, \quad (3)
\]

where (1) and (2) are the position and attitude dynamics of the quadrotor, respectively. Various symbols in the dynamics (1) and (2) are described as follows: $m \in \mathbb{R}^+$ and $J(q) \in \mathbb{R}^{3 \times 3}$ represent the mass and inertia matrix, respectively; $p(t) \triangleq [x(t) \ y(t) \ z(t)]^T \in \mathbb{R}^3$ is the position vector of the center of mass of the quadrotor; $q(t) \triangleq [\phi(t) \ \theta(t) \ \psi(t)]^T \in \mathbb{R}^3$ is the orientation/attitude (roll, pitch, yaw angles respectively); $G \triangleq [0 \ 0 \ mg]^T \in \mathbb{R}^3$ is the gravitational force; $C_q(q, \dot{q}) \in \mathbb{R}^{3 \times 3}$ is the Coriolis matrix; $d_p(t)$ and $d_q(t)$ denote the unknown disturbances in position and attitude dynamics, respectively; $\tau_p \triangleq [u_2(t) \ u_3(t) \ u_4(t)]^T \in \mathbb{R}^3$ are the control inputs for roll, pitch and yaw; $\tau_p(t) \in \mathbb{R}^3$ is the generalized control input for position tracking in Earth-fixed frame, with $U(t) \triangleq [0 \ 0 \ u_1(t)]^T \in \mathbb{R}^3$ being the force vector in body-fixed frame and $R_B^W \in \mathbb{R}^{3 \times 3}$ being the $Z-Y-X$ Euler angle rotation matrix describing the rotation from the body-fixed to the Earth-fixed frame, given by

\[
R_B^W = \begin{bmatrix}
c_{\psi}c_{\theta} & c_{\psi}s_{\theta} + s_{\psi}s_{\phi} & -s_{\psi}c_{\phi} - s_{\phi}s_{\psi}s_{\theta} \\
s_{\psi}c_{\theta} & s_{\psi}s_{\theta} + c_{\psi}c_{\phi} & s_{\phi}s_{\psi} + c_{\psi}s_{\theta} \\
-c_{\phi} & s_{\phi}s_{\theta} & c_{\phi}c_{\theta}
\end{bmatrix},
\]

where $c(\cdot), s(\cdot)$ and $\text{cos}(\cdot), \sin(\cdot)$ respectively.

As per the Euler-Lagrange dynamics, the attitude dynamics of quadrotor satisfy the following properties ([14]):

**Property 1.** The inertia matrix $J(q)$ is uniformly positive definite $\forall q$ and $\exists j, J \in \mathbb{R}^+$ such that $0 \leq jI \leq JI$.

**Property 2.** $\exists \tau_q, \overline{d}_p, \overline{d}_q \in \mathbb{R}^+$ such that $\|C_q(q, \dot{q})\| \leq \tau_q \|\dot{q}\|$, $\|d_q\| \leq \overline{d}_q$, $\|d_p\| \leq \overline{d}_p$.

**Property 3.** The matrix $(J - 2C_q)$ is skew symmetric, i.e., for any non-zero vector $r$, we have $r^T(J - 2C_q)r = 0$.

The following assumption highlights the available knowledge of various system parameters for control design:

**Assumption 1:** The system dynamics terms $m, J, C_q, d_p, d_q$ and their bounds $\tau_q, \overline{d}_p, \overline{d}_q$ are unknown for control design.

**Remark 1 (Knowledge of system dynamics):** Assumption 1 is indeed a design challenge: the objective is to formulate a control framework without any knowledge of system parametric uncertainties and external disturbances. Assumption 1 overcomes the need for either precise knowledge of mass/inertia matrix (cf. [9]–[12]), or a priori knowledge of system structures and of bounds on external disturbances (cf. [7], [13]–[16], [18]–[20]).

**Remark 2 (Position and attitude tracking co-design):**

Tracking control problem of quadrotors can be broadly classified under two categories: (i) reduced-order model based design (cf. [13], [15]–[17]) and (ii) position and attitude tracking co-design (cf. [14], [26]). Control designs relying on the first category ignore the non-actuated $(x, y)$ dynamics and define the control problem as tracking of only the actuated degrees-of-freedom (DoF) i.e. of $z$ and $(\phi, \theta, \psi)$. Such approach is generally termed as ‘collocated design’ in the literature of underactuated systems (cf. [25]). The second category relies on co-designing position and attitude tracking controller for the six DoF dynamics (1)-(2).

In this work, we shall follow the co-design approach as the reduced-order based approach is conservative for relying on a priori boundedness of $(x, y)$ dynamics. Therefore, we take the following standard assumption:

**Assumption 2 ([6], [14], [26]):** Let $p_d(t) \triangleq [x_d(t) \ y_d(t) \ z_d(t)]^T$ and $\psi_d(t)$ be the desired position and yaw trajectories to be tracked, which are designed to be sufficiently smooth and bounded.

**Remark 3 (Desired roll and pitch):** In position and attitude tracking co-design, the desired roll $(\phi_d)$ and pitch $(\theta_d)$ trajectories are derived based on the computed position control input $\tau_p$ and the desired yaw trajectory $\psi_d$ (cf. [26]) and it is discussed later (cf. Sect. III.B).

**Control Problem:** Under Properties 1-3, to design an adaptive controller to track a desired trajectory (cf. Assumption 2) without any knowledge of system dynamics parameters (cf. Assumption 1).

The following section provides a solution to this control problem.

III. CONTROLLER CO-DESIGN

The position and attitude tracking co-design approach consists of simultaneous design of an outer loop controller for position dynamics (1) and of an inner loop controller for
attitude dynamics (2). Following this approach, the proposed control solution is elaborated in the following subsections.

A. Outer Loop Controller

Let us define the position tracking error as \( e_p \triangleq p - p_d \) and a sliding variable as
\[
s_p = \dot{e}_p + \Phi_p e_p
\]
(5)
where \( \Phi_p \) is a positive definite gain matrix. Multiplying the time derivative of (5) by \( m \) and using (1) yields
\[
ms_p = m(\ddot{p} - \dot{p}_d + \Phi_p e_p) = \tau_p + \phi_p - G
\]
(6)
where \( \phi_p \triangleq -(d_p + m\ddot{p} - m\Phi_p \dot{e}_p) \). Using Property 2, we have
\[
\|\phi_p\| \leq \overline{d}_p + m(||\dot{p}_d|| + ||\Phi_p\| ||\dot{e}_p||)
\]
(7)
Further, let us define \( \xi_p \triangleq [e^T_p \ \dot{e}_p]^T \). Then using the inequality \( \|\xi_p\| \geq ||\dot{e}_p|| \) and boundedness of the desired trajectories, we have
\[
\|\phi_p\| \leq K_{\phi_0}^\ast + K_{\phi_1}^\ast ||\xi_p||
\]
(8)
where \( K_{\phi_0}^\ast \triangleq \overline{d}_p + m||\dot{p}_d|| \), \( K_{\phi_1}^\ast = m||\Phi_p\| \) are unknown finite scalars. The outer loop control law is designed as
\[
\tau_p(t) = -\Lambda_p s_p(t) - \rho_p(t) \text{sgn}(s_p(t)) + m(t)g_p
\]
(9a)
\[
\rho_p(t) = \dot{K}_{p0}(t) + \dot{K}_{p1}||\xi_p||
\]
(9b)
where \( \Lambda_p \) is a positive definite user-defined gain matrix; \( g_p = \begin{bmatrix} 0 & 0 & g \end{bmatrix}^T \) is the gravity vector; \( \dot{K}_{p0} \) and \( \dot{K}_{p1} \) are user-defined design scalars. Note that eventually \( U \) is applied to the system by transforming \( \tau_p \) via the relation (3) \((R_b^w)^T \) is an invertible rotational matrix), giving non-zero input only in \( z \) direction.

B. Inner Loop Controller

To realize the inner loop controller, it is important to generate the desired roll \( (\phi_d) \) and pitch \( (\theta_d) \) angles. This process involves defining an intermediate coordinate frame as the first step (cf. [26]):
\[
Z_B = \frac{\tau_p}{||\tau_p||}
\]
(11a)
\[
Y_A = \begin{bmatrix} -\psi_d & c\psi_d & 0 \end{bmatrix}^T
\]
(11b)
\[
X_B = \frac{Y_A \times Z_B}{||Y_A \times Z_B||}
\]
(11c)
\[
Y_B = Z_B \times X_B
\]
(11d)
where \( Y_A \) is the intermediate coordinate frame \( A, X_B, Y_B \) and \( Z_B \) are the \( x \)-axis, \( y \)-axis and \( z \)-axis of the body fixed coordinate frame. Given the desired yaw angle \( \psi_d(t) \) and based on the computed intermediate axes as in (11), \( \phi_d(t) \) and \( \theta_d(t) \) can be determined using the desired body frame axes as described in [26].

Further, to achieve the attitude tracking control objective, the error in orientation/attitude is defined as [26]
\[
e_q = ((R_d)^TR_b^w - (R_b^w)^TR_d)^T
\]
(12)
\[
\dot{e}_q = \hat{q} - R_d^w \dot{\hat{q}}_d
\]
(13)
where \((.)^T\) represents vee map, which converts elements of \( SO(3) \) to \( \mathbb{R}^3 \) [26] and \( R_d \) is the rotation matrix as in (4) evaluated at \((\dot{\phi}_d, \dot{\theta}_d, \psi_d)\).

The sliding variable \( s_q \) for inner loop control is defined as
\[
s_q = \dot{e}_q + \Phi_\psi \dot{e}_\psi
\]
(14)
where \( \Phi_\psi \) is a positive definite gain matrix. Multiplying the derivative of (14) by \( J \) and using (2) yield
\[
J s_q = J(\dot{q} - \dot{q}_d + \Phi_\psi \dot{e}_\psi) = \tau_q - C_q s_q + \dot{q}_q
\]
(15)
where \( \dot{q}_\psi \triangleq -(C_q \dot{q} + d_q + J \Phi_\psi \dot{e}_\psi - C_q \dot{q}_d) \) represents the overall uncertainties in attitude dynamics. Using (28) and Properties 1 and 2 we have
\[
\|\dot{\Phi}_\psi\| \leq \overline{d}_q + \overline{J}([|\dot{q}_q| + ||\Phi_\psi|| ||\dot{e}_\psi||]) + \overline{\tau}_q( ||\dot{e}_\psi|| + ||\Phi_\psi|| ||\dot{q}_q||)
\]
(16)
Further, let us define \( \xi_q \triangleq [\dot{e}_\psi^T \ \dot{\phi}_q^T]^T \). Then using the inequalities \( ||\xi_q|| \geq ||\dot{e}_\psi||, ||\xi_q|| \leq ||\dot{\phi}_q|| \) and boundedness of the desired trajectories, and substituting \( \dot{q} = \dot{e}_q + \dot{q}_d \) in (16) yield
\[
\|\dot{\Phi}_\psi\| \leq K_{\psi_0}^\ast + K_{\psi_1}^\ast ||\xi_q|| + K_{\psi_2}^\ast ||\dot{\phi}_q||^2,
\]
(17)
where \( K_{\psi_0}^\ast \triangleq \overline{d}_q + \overline{\tau}_q( ||\dot{\phi}_q|| + ||\dot{q}_d||) \), \( K_{\psi_1}^\ast \triangleq \overline{\tau}_q( ||\dot{\phi}_q|| + ||\dot{q}_d||) |(3 + ||\Phi_\psi||) + \overline{\tau}_q( ||\dot{q}_d|| + 2 + ||\Phi_\psi||) \) are unknown finite scalars.

The inner loop control law is designed as
\[
\tau_q(t) = -\Lambda_q s_q(t) - \rho_q(t) \text{sgn}(s_q(t)),
\]
(18a)
\[
\rho_q(t) = \dot{K}_{q0}(t) + \dot{K}_{q1}(t)||\xi_q(t)|| + \dot{K}_{q2}(t)||\dot{\phi}_q(t)||^2,
\]
(18b)
where \( \Lambda_q \) is a positive definite user-defined gain matrix and \( \dot{K}_{qi} \), \( i = 0,1,2 \) are the estimates of \( K_{qi}^\ast \) adapted via the following law:
\[
\dot{K}_{qi}(t) = ||s_q(t)|| ||\dot{\phi}_q(t)|| - \alpha_q \dot{K}_{qi}(t), \ \dot{K}_{q0}(0) > 0,
\]
(19)
where \( \alpha_q \in \mathbb{R}^+, i = 0,1,2 \) are user-defined scalars.

Remark 4 (On state-dependent uncertainty): The inequalities (8) and (17) reveal that state-dependencies occur inherently in the upper bound structures of uncertainties \( \xi_p \) and \( \xi_q \). Therefore, conventional adaptive sliding mode designs such as [17], [21]–[23] are not feasible as state-dependent uncertainty cannot be bounded a priori. On the other hand, the gains \( \rho_p \) in (9b) and \( \rho_q \) in (18b) are designed according to the state-dependent uncertainty structures (8) and (17) respectively.

Remark 5 (On co-design of outer and inner loop): Note that the inner and outer loop design processes are coupled via \( \tau_p \) and simultaneously affect the quadrotor system: this makes the proposed design a more realistic one compared to decoupled dynamics based approaches (cf. [13], [15]–[17]) or linearized and decoupled autopilot based designs (cf. [27], [28]).
IV. Stability Analysis of The Proposed Controller

Theorem 1: Under Properties 1-3 and Assumptions 1-2, the trajectories of the closed-loop systems (6) and (15) using the control laws (9) and (18) along with the adaptive laws (10) and (19) are Uniformly Ultimately Bounded (UUB).

Proof: Note that the solutions of the adaptive gains (10a) and (19) yield \( \dot{K}_p(t) \geq 0, \ i = 0, 1 \) and \( \dot{K}_q(t) \geq 0, \ i = 0, 1, 2 \ \forall t \geq 0 \) (cf. [24] for details).

Closed-loop stability is analysed using the following Lyapunov function

\[
V = V_p + V_q,
\]
where

\[
V_p = \frac{1}{2} s_p^T m s_p + \frac{1}{2} \sum_{i=0}^1 (\dot{K}_p - K_p^*)^2 + \frac{1}{2} (\dot{m} - m)^2
\]
(21)

\[
V_q = \frac{1}{2} s_q^T s_q + \frac{1}{2} \sum_{i=0}^2 (\dot{K}_q - K_q^*)^2.
\]
(22)

Using (6) and (15), the time derivatives of (21) and (22) yield

\[
\dot{V}_p = s_p^T (\dot{m} g_p + \dot{m} m_p + s_p (\dot{K}_p - K_p^*) + (\dot{m} - m) \dot{m})
\]
(23)

\[
\dot{V}_q = s_q^T (\dot{m} \dot{s}_q + s_q (\dot{K}_q - K_q^*) + (\dot{m} - m) \dot{m})
\]
(24)

Utilizing the upper bound structure given by (8) and Property 2, and the control laws (9), (18), the terms \( V_p \) in (23) and \( V_q \) in (24) are simplified to

\[
\dot{V}_p = s_p^T (-A_p s_p - \rho_p s_p \text{sgn}(s_p) + \dot{m} g_p + \phi_p - G) + \sum_{i=0}^1 (\dot{K}_p - K_p^*) \dot{K}_p + (\dot{m} - m) \dot{m}
\]
(25)

\[
\dot{V}_q = s_q^T (-A_q s_q - \rho_q s_q \text{sgn}(s_q) + \phi_q) + \frac{1}{2} s_q^T (J - 2C_q) s_q + \frac{1}{2} \sum_{i=0}^2 (\dot{K}_q - K_q^*) \dot{K}_q
\]
(26)

Property 3 implies that \( s_q^T (J - 2C_q) s_q = 0 \). Then utilizing the upper bound structure (8) and (17), and the facts that \( G = mg_p, \ \rho_p \geq 0, \ \rho_q \geq 0 \) we have

\[
\dot{V}_p = -s_p^T A_p s_p - \sum_{i=0}^1 (\dot{K}_p - K_p^*) ||\dot{s}_p|| ||s_p|| - \dot{K}_p
\]
(27)

\[
\dot{V}_q = -s_q^T A_q s_q - \frac{1}{2} \sum_{i=0}^2 (\dot{K}_q - K_q^*) ||\dot{s}_q|| ||s_q|| - \dot{K}_q
\]
(28)

Using (10) and (19), we have

\[
(\dot{K}_p - K_p^*) \dot{K}_p = ||s_p|| (||\dot{K}_p - K_p^*|| ||\dot{s}_p|| + \alpha_p \dot{K}_p K_p^* - \alpha_p \dot{K}_p^2)
\]
(29)

\[
(\dot{K}_q - K_q^*) \dot{K}_q = ||s_q|| (||\dot{K}_q - K_q^*|| ||\dot{s}_q|| + \alpha_q \dot{K}_q K_q^* - \alpha_q \dot{K}_q^2)
\]
(30)

Substituting (29)-(31) into (27) and (28) yield

\[
\dot{V}_p \leq -\frac{\lambda_{\min}(\Lambda_p)}{3} ||s_p||^2 + \frac{1}{2} \sum_{i=0}^1 (\alpha_p \dot{K}_p K_p^* - \alpha_p \dot{K}_p^2)
\]
\[
+ \alpha_m \dot{m} m - \alpha_m \dot{m}^2
\]
(32)

\[
\dot{V}_q \leq -\frac{\lambda_{\min}(\Lambda_q)}{3} ||s_q||^2 + \frac{1}{2} \sum_{i=0}^2 (\alpha_q \dot{K}_q K_q^* - \alpha_q \dot{K}_q^2)
\]
(33)

Further the definition of Lyapunov function yields

\[
\dot{V}_p \leq \frac{m}{2} ||s_p||^2 + \frac{1}{2} \sum_{i=0}^1 (\dot{K}_p - K_p^*)^2 + \frac{1}{2} (\dot{m} - m)^2
\]
(34)

\[
\dot{V}_q \leq \frac{1}{2} ||s_q||^2 + \frac{1}{2} \sum_{i=0}^2 (\dot{K}_q - K_q^*)^2.
\]
(35)

From (34) and (35), the conditions (32) and (33) can be further simplified to

\[
\dot{V}_p \leq -\varrho_p V_p + \frac{1}{2} \sum_{i=0}^1 (\alpha_p \dot{K}_p K_p^* + \alpha_p \dot{K}_p^2)
\]
(36)

\[
\dot{V}_q \leq -\varrho_q V_q + \frac{1}{2} \sum_{i=0}^2 (\alpha_q \dot{K}_q K_q^* + \alpha_q \dot{K}_q^2)
\]
(37)

where \( \varrho_p \triangleq \frac{\min\{\lambda_{\min}(\Lambda_p)/3, \alpha_p, \alpha_m\}}{\max\{m/2,1/2\}}, \varrho_q \triangleq \frac{\min\{\lambda_{\min}(\Lambda_q)/3, \alpha_q\}}{\max\{m/2,1/2\}} > 0 \) can be designed via (9a), (10), (18a), and (19). From (36) and (37), the upper bound for the time derivative of the overall Lyapunov function \( \dot{V} \) can be obtained as

\[
\dot{V} \leq -\varrho V + \frac{1}{2} \sum_{i=0}^1 (\alpha_p \dot{K}_p^2 + \alpha_q \dot{K}_q^2) + \frac{1}{2} \alpha_m m^2.
\]
(38)

where \( \varrho = \min\{\varrho_p, \varrho_q\} \). Defining a scalar \( \kappa \) such that \( 0 < \kappa < \varrho \), (38) is simplified to

\[
\dot{V} = -\kappa V + \frac{1}{2} \sum_{i=0}^1 (\alpha_p \dot{K}_p^2 + \alpha_q \dot{K}_q^2) + \frac{1}{2} \alpha_m m^2.
\]
(39)

Defining a scalar \( \beta \triangleq \frac{1}{2} \alpha_p \dot{K}_p^2 + \alpha_q \dot{K}_q^2 + \alpha_m m^2 \), it can be seen that \( \dot{V}(t) < -\kappa V(t) \) when \( V(t) > \beta \), so that

\[
\dot{V} \leq \max\{V(0), \beta\}, \forall t \geq 0,
\]
(40)

and the closed-loop system remains UUB (cf. UUB definition 4.6 as in [29]).

Remark 6: Control laws (9a) and (18a) are discontinuous in nature, which may cause chattering. Therefore, as standard
for sliding mode designs, the control laws can be made continuous by replacing the ’signum’ function by a ’saturation’ function defined as $\text{sat}(s_p, \sigma_p) = s_p/||s_p||$ (resp. $s_p/\sigma_p$) if $||s_p|| \geq \sigma_p$ (resp. $||s_p|| < \sigma_p$) where $\sigma_p \in \mathbb{R}^+$ is a small scalar used to avoid chattering. Similarly, $\text{sgn}(s_q)$ can be modified. Such modifications do not change the closed-loop stability result albeit some minor modifications in stability analysis, which can be carried out in the same line as in [30].

V. SIMULATION RESULTS AND ANALYSIS

The performance of the proposed controller is tested on a Gazebo simulation platform using the RotorS Simulator framework [31] for ROS with the Pelican quadrotor model. The results of the proposed adaptive sliding mode controller (ASMC) is compared with the geometric controller [32] (referred as PD control hereafter) available in the RotorS framework and sliding mode controller (SMC) [9].

The Gazebo model of quadrotor can be actuated by commanding the angular velocities for the rotors following the relationship

$$\dot{\omega} = \frac{1}{I} \cdot \tau$$

where $I$ is the moment of inertia, and $\tau$ is the torque applied to the rotors. For time duration $0 \leq t < 48s$, the set of way-points are commanded as input to the controllers (cf. Fig. 2). These abrupt transitions between the positions demand aggressive manoeuvres for a fast response. For time duration $0 \leq t < 48s$, the set of way-points are commanded without any payload attached to the quadrotor. Then, at $t = 48s$, a payload of 0.5 kg is added to the quadrotor (the system weighs 2 kg without any payload) and the same set of way-points are repeated.

For simulation, the control parameters of the proposed ASMC are selected to be: $\Phi_p = \text{diag}\{2.4, 2.4, 16\}$, $\Phi_q = \text{diag}\{0.22, 0.22, 0.01\}$, $\Lambda_p = \text{diag}\{1.2, 1.2, 0.8\}$, $\Lambda_q = \text{diag}\{4.5, 4.5, 3.5\}$, $\hat{K}_q(0) = \hat{K}_q(0) = 0.0001$, $\alpha_q = 3$, $\alpha_q = 1$. The gains of ASMC need to re-adapt itself every time with the sharp changes in trajectories, while gains for SMC are fixed and less sensitive to abrupt changes. These transients are inherent for any adaptive design, but it helps them to adjust with unknown changes while fixed-gain designs can fail when uncertainties lie beyond the a priori knowledge.

1) Simulation Scenario and Parameter Selection: To properly judge the performance of the proposed design, an aggressive manoeuvring scenario is created. For this end, a set of way-points $(x_d, y_d, z_d)$ and $\psi_d$ are commanded as input to the controllers (cf. Fig. 2). The initial position and attitude for the quadrotor are selected to be same as in the RotorS package, which are optimized for the Pelican model. Initial position and attitude for the quadrotor are selected to be $x(0) = y(0) = 0$, $z(0) = 0.1$ and $\phi(0) = \theta(0) = \psi(0) = 0$.

2) Results and Analysis: Figures 2-4 depict the position tracking with various controllers and the corresponding errors incurred by them in position and attitude. It can be noted at $t \geq 72s$, the altitude (z position) of the quadrotor using PD controller has become zero, i.e., the quadrotor has crashed on the floor during the manoeuvres after adding the payload. Reduction in the z position error for the PD controller at $t > 82s$ should not be considered to be performance improvement: it is a result of reduction in the desired altitude $z_d$ (cf. Fig. 2), whereas the quadrotor still remains crashed on the ground.

For better inference, a performance comparison via root-mean-squared (RMS) error between SMC and ASMC is provided in Table I after payload is attached, i.e., for $t \geq 48s$ (since the quadrotor crashed during the scenario for geometric controller, its RMS error data is not tabulated). It clearly demonstrates the superior position tracking performance of the proposed scheme, where it has delivered a minimum performance improvement of 14.5%. Despite position tracking is of more importance for transportation, it is also worth mentioning that attitude tracking of both the controllers are, however, almost similar. This is caused by the higher transients for ASMC compared to SMC, during the sharp changes in desired trajectory. This happens because the gains of ASMC need to re-adapt itself every time with the sharp changes in trajectories, while gains for SMC are fixed and less sensitive to abrupt changes. These transients are inherent for any adaptive design, but it helps them to adjust with unknown changes while fixed-gain designs can fail when uncertainties lie beyond the a priori knowledge.

VI. CONCLUSION

An adaptive controller for quadrotors was proposed, which can tackle parametric uncertainties and external disturbances without their a priori knowledge and can negotiate possibly a priori unbounded state-dependent uncertainties. Closed-loop system stability was established via the notion of uniformly ultimately boundedness. The effectiveness of the proposed controller was comparatively verified against state-of-the-art methods under various scenarios using Gazebo simulation using RotorS Simulator framework.
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Fig. 3. Position tracking error comparison for aggressive manoeuvre

Fig. 4. Attitude tracking error comparison for aggressive manoeuvre


