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Abstract

Code-mixing is a frequently observed phenomenon in multilingual communities where a speaker uses multiple languages in an utterance or sentence. Code-mixed texts are abundant, especially in social media, and pose a problem for NLP tools as they are typically trained on monolingual corpora. Recently, finding the sentiment from code-mixed text has been attempted by some researchers in SentiMix SemEval 2020 and Dravidian-CodeMix FIRE 2020 shared tasks. Mostly, the attempts include traditional methods, long short term memory, convolutional neural networks, and transformer models for code-mixed sentiment analysis (CMSA). However, no study has explored graph convolutional neural networks on CMSA. In this paper, we propose the graph convolutional networks (GCN) for sentiment analysis on code-mixed text. We have used the datasets from the Dravidian-CodeMix FIRE 2020. Our experimental results on multiple CMSA datasets demonstrate that the GCN with multi-headed attention model has shown an improvement in classification metrics.

1 Introduction

Through the advent of social media, people from around the world can connect and exchange information instantly. The evolution of social media texts from blogs and messaging websites has created many new opportunities for information access worldwide (Thavareesan and Mahesan, 2019, 2020a,b). Multilingual communities often express their thoughts on social media by mixing different languages in the same utterance (Chakravarthi, 2020a). This mixing or alteration of two or more languages is known as code-mixing or code-switching (Wardhaugh, 2011; Chakravarthi, 2020b).

The computational modeling of code-mixed text is challenging due to the linguistic complexity, nature of mixing, the presence of non-standard variations in spellings, grammar, and transliteration (Bali et al., 2014; Jose et al., 2020; Priyadharshini et al., 2020). Because of such non-standard variations, CM poses several unseen difficulties in fundamental fields of natural language processing (NLP) tasks such as language identification, part-of-speech tagging, shallow parsing, Natural language understanding, sentiment analysis, etc.

To encourage research on code-mixing and to solve the problems related to code-mixed text, the NLP community organizes several tasks and workshops such as Task9: SentiMix, SemEval 2020 (Patwa et al., 2020), and 4th Workshop on Computational Approaches for Linguistic Code-Switching (Solorio et al., 2020), Dravidian Code-Mix FIRE 2020 (Chakravarthi et al., 2020c; Mandl et al., 2020). All of these tasks focus on sentiment analysis on code-mixed text.

Some researchers used traditional methods, such as support vector machines (SVM’s) (Vapnik, 2013) and Logistic Regression (LR), where the code-mixed text is represented with sparse linguistic features (e.g., bag-of-words and n-grams). Others used deep learning models such as convolutional neural networks (CNN) (Kim, 2014), recurrent neural networks (RNN) (Hochreiter and Schmidhuber, 1997), transformer models (Vaswani et al., 2017), etc. The above deep learning models can capture semantic and syntactic information well in local consecutive word sequences. Such position-dependent models are not suitable for Dravidian languages that follow free word order format.

Recently, an evolving research direction known as graph neural networks (Zhou et al., 2018) or graph representation learning has attracted wide attention. In graph-based approaches, the whole corpus is viewed as a graph (Yao et al., 2019).
Graph convolutional networks have been effective at tasks for knowledge representation and can preserve global structure information of a graph in graph embeddings.

In this work, we propose the use of the graph neural network for code-mixed sentiment analysis. Our method focuses on constructing a single large graph from an entire corpus. We modeled the graph with a Graph Convolutional Network (GCN) (Kipf and Welling, 2016; Yao et al., 2019) with Multi-headed attention. A graph neural network captures high-order neighborhood information well by using an adjacency matrix. This adjacency matrix helps the graph neural network to not dependent on consecutive word order format. Thus, it is well suited for the Dravidian language datasets that follow a free word order.

The paper is organized as follows. Section 2 provides related work on code-mixed sentiment analysis. Section 3 describes the proposed work. Section 4 presents the experimental setup and the performance of the model. Section 5 concludes our work.

2 Related work

In this section, we study the related work in the field of code-mixed sentiment analysis.

2.1 Traditional methods for CMSA

Traditional methods for CMSA studies mainly focus on feature engineering and traditional text classification algorithms such as Support Vector Machines (SVMs), Decision Trees (DTs), Logistic Regression (LR) (Chakravarthi et al., 2020c). The most commonly used feature representation is the bag-of-words. Some linguistic and complex features have been designed to capture the features, such as n-grams, chunking, capturing phonetics of words, etc.

2.2 Deep Learning for CMSA

Deep learning studies focus on using deep neural network classifiers for CMSA. Kumar et al. (2020) used CNN for code-mixed sentiment analysis. Mahata et al. (2020); Lakshmanan and Ravindranath (2020) used LSTM, a specific type of Recurrent neural network, to learn text representation. To further increase the representation ability of neural network models, attention mechanisms, and transformer models have been introduced for code-switched sentiment analysis (Chakravarthi et al., 2020c). These methods mainly focus on the position of the word and local consecutive word sequences and do not explicitly model global word co-occurrence information in a corpus.

2.3 Graph Neural Networks

Recently, Graph Neural Networks has received growing attention in the field of natural language processing. The authors used Text GCN (Yao et al., 2019) to construct a heterogeneous graph that helped them in text classification and achieved great results. Graph Neural Networks have also been used in intent slot labeling (Zhang et al., 2020), semantic role labeling (Marcheggiani and Titov, 2017), knowledge base construction (Wang et al., 2019), relation classification (Sahu et al., 2019), and machine translation (Marcheggiani et al., 2018).

The use of graph convolutional networks with undirected graphs to model the free word order languages for CMSA has never been explored before.

3 Proposed Work

In this section, we describe our proposed work. First, we present the pre-processing steps to filter the data, and then we describe graph-convolutional networks with multi-headed attention for code-mixed sentiment analysis.

The data we have used for CMSA consists of code-mixed Tamil-English and Malayalam-English youtube comments, and it has many irregularities. Such as the Roman script is used to write Tamil and Malayalam text with variations in the spelling, irregular grammatical structure, mixing of languages at the word level, informal abbreviations, slang, and use of emoticons in text. We can minimize some of these irregularities by using pre-processing methods.

3.1 Pre-processing

In pre-processing

- We tokenized the text on whitespaces and symbols, including colons, commas, and semicolons. It was followed by the removal of hashtags, URLs, mentions, numbers.

- In the sentiment analysis scenarios, emoticons help in understanding the polarity of the text. We used the emoji PyPI library to map the emoticons to their corresponding text.
• We know that the code-mixed text document contains multiple scripts involving multiple languages. Each language may or may not use its own native script. When a word is represented in a different script, spelling variations can occur across documents. This will create unnecessary complexity for the classifier to learn a meaningful representation of a word (that is written in two or more languages in the same document), which results in poor performance of the classifier. In order to resolve such ambiguities, it is necessary to bring the words to a common format. i.e., back transliteration of each word in its native script. We have used AI4Bharat-Transliteration\footnote{https://pypi.org/project/ai4bharat-transliteration/} (a python deep transliteration engine for transliteration from roman to native text).

3.2 Word embeddings

After transliteration, we have used the pre-trained fastText model (Grave et al., 2018) to obtain the word embeddings. We didn’t rely on extracting word-embeddings from the same corpora as its size is small, and we need a large code-mixed corpora with cross-lingual mapping or cross-lingual dictionary to obtain better word-embeddings. Even Khanuja et al. (2020) has suggested that we can use pre-trained models to learn representations of words. Their paper has shown an improved performance in accuracy when pre-trained models are used on the code-mixed datasets.

3.3 Graph Convolutional Networks (GCN) with Multi-headed Attention

A Graph Convolutional Network is a neural network that operates on graph-like representations. Given a graph with $V$ as the number of vertices and $E$ as the number of edges $G = (V, E)$.

A GCN takes as input an input feature matrix $X$ of size $(N, F^0)$ feature matrix, where $N$ is the number of nodes or vertices, and $F^0$ is the number of input features or node embeddings for each node, and an adjacency matrix $A$ for graph $G$ of size $(N, N)$. A Degree matrix $D$ of size $(1, N)$. A hidden layer in the GCN can be defined as $H^i = f(H^{i-1}, A)$ where $H^0 = X$ and $f$ is a propagation rule. Each layer $H^i$ corresponds to an $(N, F^i)$ feature matrix where each row is a feature representation of a node. The neighboring features are aggregated at each layer to form the next layer’s features by using the propagation rule $f$. In this way, features become increasingly more abstract at each consecutive layer.

A simple propagation rule in GCN is given as:

$$f(H^i, A) = \sigma(\tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} H^i W^i)$$

(1)

Where $W^i$ is the weight matrix for layer $i$, and $\sigma$ is a non-linear activation function. The weight matrix has dimensions $(F^i, F^{i+1})$. Equation 1 can be explained as a feature transformation that occurs with information borrowed from the neighborhood nodes. But the transformation in the equation 1 focuses only on neighborhood information and ignores its own node features, so we add the identity matrix to the adjacency matrix. Later we normalize the feature representations w.r.t degree of each node. So the initial propagation rule is modified as given in equation 2

$$f(H^i, A) = \sigma(\tilde{A} H^i W^i)$$

(2)

where $\tilde{A} = D^{-1/2}(A + I) D^{-1/2}$ is the normalized symmetric adjacency matrix.

The multihead attention is applied on the Hidden layer representation of each graph convolutional layer. The multihead attention is given by,

$$Attention = softmax \left( \frac{QK^T}{\sqrt{d_k}} \right) V$$

(3)

Multi-headed attention gives high weightage to the words of importance for a given query word in a sentence.

3.4 GCN with Multi-headed Attention on Text

As mentioned earlier, we use graph-neural networks for code-mixed sentiment analysis. Our approach considers the whole corpus as a graph. Then we perform graph convolutions for CMSA.

In order to construct the whole text as a graph, we use the approach given in the paper Yao et al. (2019). Initially, we build a large corpus graph that contains each word and each document as nodes. The number of nodes or vertices in the text graph $|V|$ is the number of documents plus the number of unique words. We build edges based on word occurrence in documents(document-to-word) and word co-occurrence (word-to-word) in the whole corpus. The weights of edges between word-to-word and document-to-word are given as
• **Document-to-word**: The weight of the edge between a document node and a word node is the term frequency-inverse document frequency (TF-IDF) measure of the word in the document.

• **Word-to-word**: We use point-wise mutual information (PMI), to calculate weights between two nodes. A positive PMI value indicates a high semantic correlation of words in a corpus, whereas a negative PMI value indicates little or no semantic correlation in the corpus. As suggested in the paper, we only add edges between word pairs with positive PMI values. Note: There are no direct document-to-document relations in the graph.

Adjacency matrix,

\[
A_{ij} = \begin{cases} 
PMI(i, j) & i, j \text{ are words} \\
TF-IDF_{i,j} & i \text{ is document, } j \text{ is word} \\
0 & \text{otherwise} 
\end{cases}
\]

where \(PMI(i, j) > 0\) and PMI value of a word pair \(i, j\) is computed as

\[
PMI(i, j) = \log \frac{p(i,j)}{p(i)p(j)}
\]

where \(p(i,j)\) is the probability of sliding window occurrences that contains both the words \(i\) and \(j\). \(p(i)\) and \(p(j)\) are the individual probability distribution of words \(i\) and \(j\) respectively.

And Identity matrix is given as,

\[
I_{ij} = \begin{cases} 
1 & i = j \\
0 & \text{otherwise} 
\end{cases}
\]

After building the global text graphs, we apply GCN with multilayer GCN as described above. We used a 3-layer of GCN with multi-headed attention, followed by a global max pooling and then a linear layer to obtain the code-mixed text’s polarity. A three-layer GCN can allow message passing among neighborhood nodes that are at a maximum of three steps away. This approach resulted in obtaining a better graph representation.

4 Experiments

In this section, we compare our method with several baselines. We used only the back transliterated dataset to run all the models.

• **TF-IDF + SVM**: A bag-of-words model with term frequency-inverse document frequency measure. Support Vector machines (SVM) is used as the classifier.

• **CNN**: A Convolutional Neural Network model for CMSA. The CNN model uses pre-trained fastText word embeddings.

• **LSTM**: The LSTM model uses the last hidden state to represent the whole sentence. We used fastText pre-trained word embeddings.

• **ELMO + SVM**: Deep Contextualised Word Representations (Peters et al., 2018) uses a deep, bi-directional LSTM model to create word representations. ELMo obtained the word representations by analyzing words within the context that they are used. It also uses character-based embeddings to model the representations for out-of-vocabulary words.

• **BERT(pre-trained multilingual)**: We used pre-trained multilingual bi-directional encoder representations using transformers (BERT) (Devlin et al., 2018) for CMSA.

• **TextGCN**: It is a graph convolutional network implemented for text classification.

4.1 Dataset

For Dravidian code-mixed sentiment analysis, we used the dataset provided by the organizers of Dravidian Code-mixed FIRE-2020. The dataset consists of 15,744 Tamil-English Code-mixed and 6,739 Malayalam-English Code-mixed youtube video comments. The data statistics are given in table 1. Each sentence’s sentiment can be classified into five categories: positive, negative, not-Tamil or not-Malayalam, unknown_state, mixed_feelings. The dataset details and the initial benchmarks on the corpus are given in Chakravarthi et al. (2020a,b).

4.2 Model parameters and settings

For GCN with multi-headed attention model, we set the embedding size to 300. The embeddings are obtained by using fastText pre-trained models. We used adam optimizer with cross-entropy loss. We tuned other parameters and set the learning rate as 0.02, dropout as 0.25, and we trained the GCN for a maximum of 100 epochs. We stopped the model if the validation loss does not decrease for
<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Docs</th>
<th>#Train</th>
<th>#Dev</th>
<th>#Test</th>
<th>#classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamil-English CM</td>
<td>15744</td>
<td>11335</td>
<td>1260</td>
<td>3149</td>
<td>5</td>
</tr>
<tr>
<td>Malayalam-English CM</td>
<td>6739</td>
<td>4851</td>
<td>540</td>
<td>1348</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: Data Statistics

<table>
<thead>
<tr>
<th>Model</th>
<th>Pos</th>
<th>Neg</th>
<th>not-mal</th>
<th>Mixed</th>
<th>Unknown</th>
<th>Macro</th>
<th>Weight</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF+SVM</td>
<td>0.72</td>
<td>0.40</td>
<td>0.98</td>
<td>0.27</td>
<td>0.58</td>
<td>0.59</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>CNN</td>
<td>0.76</td>
<td>0.39</td>
<td>0.93</td>
<td>0.23</td>
<td>0.63</td>
<td>0.59</td>
<td>0.68</td>
<td>0.69</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.74</td>
<td>0.44</td>
<td>0.93</td>
<td>0.26</td>
<td>0.63</td>
<td>0.60</td>
<td>0.68</td>
<td>0.69</td>
</tr>
<tr>
<td>ELMO+SVM</td>
<td>0.75</td>
<td>0.45</td>
<td>0.96</td>
<td>0.26</td>
<td>0.63</td>
<td>0.61</td>
<td>0.69</td>
<td>0.69</td>
</tr>
<tr>
<td>mBERT</td>
<td>0.77</td>
<td>0.53</td>
<td>0.99</td>
<td>0.26</td>
<td>0.69</td>
<td>0.65</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Text-GCN</td>
<td>0.79</td>
<td>0.55</td>
<td>0.98</td>
<td>0.30</td>
<td>0.67</td>
<td>0.66</td>
<td>0.74</td>
<td>0.73</td>
</tr>
<tr>
<td>Our approach</td>
<td>0.80</td>
<td>0.55</td>
<td>0.99</td>
<td>0.30</td>
<td>0.69</td>
<td>0.66</td>
<td>0.75</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 2: Classification Metrics of our GCN with multi-headed approach when compared to baselines on code-mixed Malayalam-English Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Pos</th>
<th>Neg</th>
<th>not-Tamil</th>
<th>Mixed</th>
<th>Unknown</th>
<th>Macro</th>
<th>Weight</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-IDF+SVM</td>
<td>0.80</td>
<td>0.19</td>
<td>0.93</td>
<td>0.06</td>
<td>0.12</td>
<td>0.42</td>
<td>0.56</td>
<td>0.68</td>
</tr>
<tr>
<td>CNN</td>
<td>0.81</td>
<td>0.04</td>
<td>0.82</td>
<td>0.01</td>
<td>0.00</td>
<td>0.34</td>
<td>0.56</td>
<td>0.68</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.81</td>
<td>0.16</td>
<td>0.85</td>
<td>0.01</td>
<td>0.15</td>
<td>0.40</td>
<td>0.59</td>
<td>0.68</td>
</tr>
<tr>
<td>ELMO+SVM</td>
<td>0.81</td>
<td>0.17</td>
<td>0.88</td>
<td>0.04</td>
<td>0.15</td>
<td>0.43</td>
<td>0.58</td>
<td>0.69</td>
</tr>
<tr>
<td>mBERT</td>
<td>0.77</td>
<td>0.53</td>
<td>0.99</td>
<td>0.26</td>
<td>0.69</td>
<td>0.65</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Text-GCN</td>
<td>0.81</td>
<td>0.30</td>
<td>0.98</td>
<td>0.05</td>
<td>0.02</td>
<td>0.43</td>
<td>0.61</td>
<td>0.70</td>
</tr>
<tr>
<td>Our approach</td>
<td>0.81</td>
<td>0.43</td>
<td>0.98</td>
<td>0.16</td>
<td>0.15</td>
<td>0.45</td>
<td>0.64</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 3: Classification Metrics of our GCN with multi-headed approach when compared to baselines on code-mixed Tamil-English Dataset

4.3 Results and Analysis

Table 3 and 2 presents F1-scores and accuracy of each model on Tamil-English and Malayalam-English datasets respectively. For the Malayalam-English dataset, GCN with Multi-headed attention outperforms all baseline models. It showcases the proposed method’s effectiveness on short text datasets. For the Tamil dataset, our model performed competitively when compared to the pre-trained multilingual BERT model and better than all the other baselines. When compared to the BERT introduced in the original paper (Chakravarthi et al., 2020b), our GCN with multi-headed attention achieved better results. We have seen improvement in results in our pre-trained multilingual BERT because we used back transliteration while pre-processing. The back transliteration helped the BERT pre-trained model captured the native word script, thus obtaining better pre-trained sub-word level embeddings. Our model performed better than the Text-GCN because of multi-headed attention. CNN also didn’t perform

---

2\[https://pytorch-geometric.readthedocs.io/en/latest/index.html\]
well on both the datasets when compared to the baselines. It might be because there are long-range and implicit dependencies between the text, but CNN only works on exploring the short-range dependencies. LSTM-based models are good at establishing long-range dependencies in the datasets. This helped the LSTM model to perform better when compared to CNN models.

The pre-trained multilingual BERT model has shown a decrease in performance on "positive" polarity of the Tamil-English CM dataset because the model tried to fine-tune the data on other polarities. The original paper reported that there were annotating issues for mixed and unknown sentences as their polarity was similar to the "positive" sentence. Fine-tuning the classifier towards other polarities resulted in a decrease in the classification metrics of the "positive" polarity sentences.

In all the baseline models, we have seen an increase in accuracy compared to the baseline papers on the above datasets (Chakravarthi et al., 2020a,b). It is due to the back-transliteration module used while pre-processing. The back-transliteration helped the words retain their native script and helped the words obtain better-pre-trained embeddings from the fastText classification models, and decreased the classifier's training complexity. Especially the accuracy is improved for the "Positive" and "not-tamil/not-malayalam" class. The "not-tamil"/"not-malayalam" class has shown an improved accuracy because we have formulated rules not to transliterate these words into the native script. It helped the classifier to understand them as out-of-context words while training the classifier. Similar to the baseline models, the negative, mixed feelings, and unknown state have shown low performance because of their low distribution of data compared to the positive class.

Our graph convolution network with attention mechanism showed good results because

- The weighted label information of document nodes is passed to their neighboring word nodes, then transferred to other word nodes and document nodes that are neighbor to the first step neighboring word nodes. This knowledge transfer helped the graph gather comprehensive word-document information, which helped in learning a better classifier for the given data.
- Using back transliteration with pre-trained fastText word embeddings preserved syntactic and semantic relations among words and provided additional information in classifying the data.

After data analysis, we observed that the negative polarity comments have sarcasm included. The words used in the sarcasm are similar to those of positive comments. It made the classifier identify them as positive words and made sentiment analysis a difficult task. Mixed feelings had both positive and negative sentences. As the classifier was trained on a lot of positive instances, the mixed feelings were tuned to the "positive" class. And the classifier mislabeled them as a "positive" class. It affected the performance of the classifier. More training data or additional labeling of the classifier could help resolve such issues.

5 Conclusion

This paper describes the graph convolution networks with multi-headed attention for code mixed sentiment analysis on Dravidian languages. Initially, we transliterate the data and build a word document graph for the whole corpus. This approach considers global dependencies between words and documents in the corpus. A simple three-layer GCN with Multi-headed Attention on CMSA demonstrates encouraging results by outperforming numerous state-of-the-art methods. Our approach obtained the best results on the Malayalam-English CM dataset with a weighted-F1 score and an accuracy of 0.75 and 0.73. We will explore our model's performance on various graph networks with different filtering and smoothing techniques for future work.
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