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Abstract—This paper addresses the task of group activity
recognition in multi-person videos. Existing approaches decom-
pose this task into feature learning and relational reasoning.
Despite showing progress, these methods only rely on appear-
ance features for people and overlook the available contextual
information, which can play an important role in group activity
understanding. In this work, we focus on the feature learning
aspect and propose a two-stream architecture that not only
considers person-level appearance features, but also makes use
of contextual information present in videos for group activity
recognition. In particular, we propose to use two types of
contextual information beneficial for two different scenarios: pose
context and scene context that provide crucial cues for group
activity understanding. We combine appearance and contextual
features to encode each person with an enriched representation.
Finally, these combined features are used in relational reasoning
for predicting group activities. We evaluate our method on
two benchmarks, Volleyball and Collective Activity and show
that joint modeling of contextual information with appearance
features benefits in group activity understanding.

I. INTRODUCTION

Group activity recognition is an important video under-
standing problem and it has several practical applications
such as crowd monitoring, sports analytic, and behaviour
understanding. To understand scenes involving multiple people
(actors), the model needs to describe the individual activities
as well as infer the activities of the groups they belong to.

Current group activity recognition approaches [4], [16],
[18], [23], [32], [40] typically tackle this problem by de-
composing it into two parts: feature learning and relational
reasoning. The first part focuses on learning person-specific
visual features important for understanding individual actions.
In the second part, pairwise relations are modeled to infer
the group activities. Despite recent advances, these approaches
still confuse between visually similar group activities as they
rely only on person-level appearance features in the feature
learning part and ignore the contextual information present in
videos. Consider the example shown in Fig. 1. It is challenging
to differentiate walking activity in the first case from crossing
activity in the second case using appearance features alone
as in both the cases people are moving from one point to
another. However, if we have additional cues that identify
that a group of people is moving on a sidewalk in Fig. la
vs. road in Fig. 1b, the model can learn to distinguish these
group activities. We term these additional cues as contextual
information and propose to integrate them with appearance
features for group activity understanding.
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Fig. 1: Inferring the group activities from a video is inherently
complex and difficult task as it relates to (a) individual
features of person, (b) relation among people, and (c) the
context information. Context provides important cues about
the environment (e.g. sidewalk vs. road). Such, additional
information is exploited in our model to differentiate between
visually similar (e.g. walking vs. in crossing) activities.

The influence of context on object recognition for human
visual system is a well-studied topic in psychology [28].
Computer vision literature also suggests [12], [15], [27] that
recognition algorithms can be improved by proper modeling
of contextual information. Exploiting context with appearance
information has proved to be beneficial for visual under-
standing tasks such as object detection [7], [26], trajectory
prediction [24], [25], human-object-interaction detection [37]
etc. However, contextual information about the scene for group
activity recognition is relatively underexplored, where context
such as scene labels can provide complementary information
to standard person-centric appearance features.

In this work, we leverage these contextual information that
exist in scenes. We present a two-stream network for group
activity recognition as shown in Fig. 2. The contextually
enriched visual features are extracted from two-streams - the
appearance stream which describes the static features of people
and the context stream which encodes the context around
every person present in the scene. The appearance branch
and the context branch provide complementary cues for group
activity recognition. These appearance and contextual features
are combined together to represent each person in a group with
visually enriched features. These features are then used for
relational reasoning. Following [40], we model the human-
human relation using a graph convolutional network (GCN)
[20]. However, our proposal to exploit context is general



Fig. 2: Overview of our proposed model. Given a sequence of frames and person bounding boxes, each of them are processed by
an appearance network (blue) and a context network (red) to extract intermediate visually enriched two-stream representation.
The graph convolution network (yellow) is used to model the relationship among the people present in the scene. We use these
representations to predict final individual actions and group activities.

enough to be used with any type of relational models.

In summary, we first argue that the contextual information
can provide complimentary cues for group activity understand-
ing. Two types of contextual cues helpful for recognizing
group activities are proposed: namely pose for Volleyball [17]
and scene labels for Collective Activity dataset [9]. We model
a context network to encode contextual information that are
present in scenes. We evaluate all variants of our model on
two publicly available datasets - Collective Activity [9] and
Volleyball [18] to empirically validate the efficacy of contex-
tual information over appearance only models (see Sec. IV).
Additionally, we provide an extensive experimental analysis,
with ablation studies to demonstrate the influence of all the
components in our proposed network.

II. RELATED WORK

Group activity recognition. Previous approaches [2], [3],
[21], [22] for group activity recognition focus on designing
suitable features and modeling relation among the actors
using probabilistic graphical models or AND-OR grammars.
Recently, significant progress has been made in the domain
of group activity recognition [5], [13], [16]-[18], [23], [29],
[32], [40], mainly due to the advent of convolutional neural
networks (CNNGs). Ibrahim ef al. [18] propose a two-stage deep
temporal model to capture temporal dynamics. Shu et al. [32]
extend [18] with an energy-based model to remove brittleness
in the predictions of the temporal model. Hierarchical relation
network is used to build relation representation among the
actors in a scene in [17]. Bagautdinov et al. [5] propose
a unified model to jointly detect actors present in a scene
and recognize their group activities. Li et al. [23] propose a
semantic based approach to generate captions for videos. Later,
these generated captions are used to predict group activities.
Wu et al. [40] build an actor-relation graph using a GCN to
model the relational feature among the actors. Gavrilyuk et
al. [13] use self attention mechanism to model the dependency

among the people present in a scene. These approaches
mainly focus on designing appropriate models to understand
the interaction pattern involving people present in a scene.
Unlike these approaches, we focus on designing appropriate
contextual information and adapting existing relational models
to show the efficacy of utilizing context for group activity
recognition task.

Contextual information in computer vision. Images and
videos contain a rich set of contextual information about
the scenes they represent. In computer vision, a number
of approaches, e.g., [1], [12], [24]-[27], [31], [37], have
exploited this information to improve recognition performance.
Local and global context information is exploited in [27] for
object detection. The prediction of an object in irrelevant
scenes acts as a penalty in [36]. Shrivastava et al. [31]
use segmentation to guide region proposal generation. Scene
contextual information has proved to be beneficial in trajectory
prediction task [24], [25]. Specifically, [24] designs a person-
scene interaction module that encodes nearby scene of a
person which in turn helps forecast the trajectory movement
of the person. Pose information has also been leveraged
in previous approaches [24], [45], for instance to encode
person behaviour [24] or as a contextual information for
daily activity recognition [45]. Ulutan ef al. [37] use scene
context for improved detection of human-object-interaction.
Contextual information is known to be essential for semantic
segmentation [11], [43].

Context for group activity understanding. While most of
the works on group activity recognition focus on relational
modeling of the people present in a scene, relatively less
progress has been made in using contextual information. Deng
et al. [10] use the CNN representation of the whole scene as
context. Wang et al. [39] model interaction context to encode
higher order interactions that happen between people present
in a scene.

Different from the previous approaches [10], [39], we





















