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Abstract. Tables are information-rich structured objects in document
images. While significant work has been done in localizing tables as
graphic objects in document images, only limited attempts exist on table
structure recognition. Most existing literature on structure recognition
depends on extraction of meta-features from the PDF document or on
the optical character recognition (OCR) models to extract low-level lay-
out features from the image. However, these methods fail to generalize
well because of the absence of meta-features or errors made by the OCR
when there is a significant variance in table layouts and text organization.
In our work, we focus on tables that have complex structures, dense con-
tent, and varying layouts with no dependency on meta-features and/or
OCR.

We present an approach for table structure recognition that combines cell
detection and interaction modules to localize the cells and predict their
row and column associations with other detected cells. We incorporate
structural constraints as additional differential components to the loss
function for cell detection. We empirically validate our method on the
publicly available real-world datasets - ICDAR-2013, ICDAR-2019 (cTDaR)
archival, UNLV, SciTSR, SciTSR-COMP, TableBank, and PubTabNet. Our
attempt opens up a new direction for table structure recognition by
combining top-down (table cells detection) and bottom-up (structure
recognition) cues in visually understanding the tables.

Keywords: Document image, table detection, table cell detection, row
and column association, table structure recognition.

1 Introduction

Deep neural networks have shown promising results in understanding document
layouts [1-3]. However, more needs to be done for structural and semantic un-
derstanding. Among these, the problem of table structure recognition has been
of high interest in the community [4-20]. Table structure recognition refers to
representation of a table in a machine-readable format, where its layout is en-
coded according to a pre-defined standard [10-14,17]. It can be represented in
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Fig. 1. The figure depicts the problem of recognizing table structure from it’s image.
This opens up many applications including information retrieval, graphical represen-
tation and digitizing for editing.

the form of either physical [10, 12,14, 17] or logical formats [11, 13]. While logical
structure contains every cells’ row and column spanning information, physical
structure additionally contains bounding box coordinates. Table structure recog-
nition is a precursor to contextual table understanding, which has a myriad of
applications in business document analysis, information retrieval, visualization,
and human-document interactions, as motivated in Figure 1.

Table structure recognition is a challenging problem due to complex struc-
tures and high variability in table layouts [4-17]. Early attempts in this space are
dependent on extraction of hand-crafted features and meta-data extracted from
the PDFs on top of heuristic/rule-based algorithms [21-24] to locate tables and
understanding tables by predicting/recognizing structures. These methods, how-
ever, fail to extend to scanned documents as they rely on meta-data information
contained in the PDFs. They also make strong assumptions about the structure
of the tables. Some of these methods are also dependent on textual informa-
tion analysis which make them domain dependent. While textual features are
useful, visual analysis becomes imperative for analysis of complex page objects.
Inconsistency of size and density of tables, presence and location of table cell
borders, variation in table cells’ shapes and sizes, table cells spanning multiple
rows and/or columns and multi-line content are some challenges (refer Figure 2
for some examples) that need to be addressed to solve the problem using visual
cues [4,5,21-24].

We pose the table structure recognition problem as the generation of XML
containing table’s physical structure in terms of bounding boxes along with span-
ning information and, additionally, digitized content for every cell (see Figure 1).
Since our method aims to predict this table structure given the table image only
(without using any meta-information), we employ a two-step process — (a)
top-down: where we decompose the table image into fundamental table objects,
which are table cells using a cell detection network and (b) bottom-up: where
we re-build the entire table as a collection of all the table cells localized from
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Fig. 2. Examples of complex table images from UNLV and 1ICDAR-2013 datasets. Com-
plex tables are ones which contain partial or no ruling lines, multi-row /column spanning
cells, multi-line content, many empty dense cells.

the top-down process, along with their row and column associations with every
other cell. We represent row and column associations of table cells using row and
column adjacency matrices.

Though table detection has observed significant success [11,25-28], detec-
tion of table cells remains a challenging problem. This is because of (i) large
variation in sizes and aspect ratios of different cells present in the same table,
(ii) cells’ inherent alignment despite high variance in text amount and text jus-
tification, (iii) lack of linguistic context in cells’ content, (iv) presence of empty
cells and (v) presence of cells with multi-line content. To overcome these chal-
lenges, we introduce a novel loss function that models the inherent alignment
of cells in the cell detection network; and a graph-based problem formulation to
build associations between the detected cells. Moreover, as detection of cells and
building associations between them depend highly on one another, we present
a novel end-to-end trainable architecture, termed as Tabstruct-Net, for cell de-
tection and structure recognition. We evaluate our model for physical structure
recognition on benchmark datasets: SciTSR [14], SCiTSR-COMP [14], ICDAR-2013
table recognition [18], ICDAR-2019 (cTDaRr) archival [19], and UNLv [29]. Further,
we extend the comparative analysis of the proposed work for logical structure
recognition on TableBank [11] dataset. Our method sets up a new direction for
table structure recognition as a collaboration of cell detection, establishing an
association between localized cells and, additionally, cells’ content extraction.

Our main contributions can be summarised as follows:

— We demonstrate how the top-down (cell detection) and bottom-up (structure
recognition) cues can be combined visually to recognize table structures in
document images.

— We present an end-to-end trainable network, termed as TabStruct-Net for
training cell detection and structure recognition networks in a joint manner.

— We formulate a novel loss function (i.e., alignment loss) to incorporate struc-
tural constraints between every pair of table cells and modify Feature Pyra-
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Fig. 3. Block diagram of our approach. Table detection is a precursor to table structure
recognition and our method assumes that table is already localized from the input
document image. The end-to-end architecture predicts cell bounding boxes and their
associations jointly. From the outputs of cell detection and association predictions, XML
is generated using a post-processing heuristic.

mid Network (FPN) to capture better low-level and long-range features for
cell detection.

— We enhance the visual features representation for structure recognition (built
on top of model [9]) through LSTM.

— We unify results from previously published methods on table structure recog-
nition for a thorough comparison study.

2 Related Work

In the space of document images, researchers have been working on understand-
ing equations [30,31], figures [32,33] and tables [6-17]. Diverse table layouts,
tables with many empty cells and multi-row/column spanning cells are some
challenges that make table structure recognition difficult. Research in the domain
of table understanding through its structure recognition from document images
dated back to the early 1990s when algorithms based on heuristics were pro-
posed [21-24, 34-36]. These methods were primarily dependent on hand-crafted
features and heuristics (horizontal and vertical ruling lines, spacing and geo-
metric analysis). To avoid heuristics, Wang et al. [5] proposed a method for
table structure analysis using optimization methods similar to the X-y cut algo-
rithm. Another technique based on column segmentation, header detection, and
row segmentation to identify the table structure was proposed by Hu et al. [4].
These methods make strong assumptions about table layouts for a domain ag-
nostic algorithm.

Many cognitive methods [6-12, 14-16, 37—43] have also been presented to un-
derstand table structures as they are robust to the input type (whether being
scanned images or native digital). These also do not make any assumptions
about the layouts, are data-driven, and are easy to fine-tune across different
domains. Minghao et al. [11] proposed one class of deep learning methods to
directly predict an XML from the table image using the image-to-markup model.
Though this method worked well for small tables, it was not robust enough to
dense and complex tables. Another set of methods is invoice specific table ex-
traction [39,40], which were not competent for a more generic use-cases. To
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Fig. 4. Visual illustration of cell spanning information along rows and columns of a
table from UNLV dataset. Left Image: shows original table image in UNLV and Right
Image: illustrates ground-truth cell spanning information.

overcome this challenge, a combination of heuristics and cognitive methods has
also been presented in [12]. Chris et al. [10] presented another interesting deep
model, called SPLERGE, which is based on the fundamental idea of first split-
ting the table into sub-cells, and then merging semantically connected sub-cells
to preserve the complete table structure. Though this algorithm showed con-
siderable improvements over earlier methods, it was still not robust to skew
present in the table images. Another interesting direction was presented by Vine
et al. [42], where they used conditional generative adversarial networks to ob-
tain table skeleton and then fit a latent table structure into the skeleton using a
genetic algorithm. Khan et al. [15], through their GRU based sequential models,
showed improvements over several CNN based methods for table structure ex-
traction. Recently, many works have preferred a graph-based formulation of the
problem as the graph is inherently an ideal data structure to model structural
associativity. Qasim et al. [9] proposed a solution where they used graph neural
networks to model table-level associativity between words. The authors validate
their method on synthetic table images. Chi et al. [14] proposed another graph-
based problem formulation and solution using a graph attention mechanism.
While these methods made significant progress towards understanding complex
structured tables, they made certain assumptions like availability of accurate
word bounding boxes, accurate document text, etc. as additional inputs [6,9,
14]. Our method does not make any such assumptions. We use the table im-
age as the input and produce XML output without any other information. We
demonstrate results on complex tables present in UNLV, ICDAR-2013, ICDAR-2019
c¢TDaR archival, SciTSR, SciTSR-COMP TableBank, and PubTabNet datasets.

3 TabStruct-Net

Our solution for table structure recognition progresses in three steps — (a)
detection of table cells; (b) establishing row/column relationships between the







































