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Abstract

BLEU (Papineni et al., 2002) is a widely
used metric for machine translation eval-
uation. However, it fails to rate transla-
tions correctly for target languages that are
morphologically rich and that have rela-
tively free word order such as Hindi (Ra-
manathan et al., 2007).

In this paper, we present METEOR-Hindi,
an automatic evaluation metric for a ma-
chine translation system where the target
language is Hindi. METEOR-Hindi is a
modified version of the metric METEOR,
containing features specific to Hindi. We
make appropriate changes to METEOR’s
alignment algorithm and the scoring tech-
nique.

In our experiments, we observed that
METEOR-Hindi achieved high correla-
tion of 0.703 with human judgments sig-
nificantly outperforming BLEU that had a
correlation of only 0.271.

1 Introduction

Machine translation is the process of transform-
ing a sentence in one human language to another
with the same meaning and similar construction.
The quality of such systems can be measured, both
based on human rating, and as well as using auto-
matic scoring metrics. Human evaluation is the
most reliable way for evaluating MT systems but
it is subjective, expensive, time-consuming and in-
volves human labor that cannot be reused. Auto-
matic MT evaluation metrics play a prominent role
in the evaluation of MT systems. Many automatic
measures have been proposed to facilitate fast and
cheap evaluation of MT systems, the most widely

used of which is BLEU (Papineni et al., 2002), an
evaluation metric that matches ngrams from mul-
tiple references. A variant of this metric, typically
referred to as the “NIST” metric, was proposed by
Doddington (Doddington., 2002).

While popular, weaknesses have been noted in
BLEU in recent years, most notably the lack of re-
liable sentence-level scores (Liu et al., 2005; Liu
and Gildea., 2006). Further, it is not suitable for
evaluation of English-Hindi MT systems because
of the properties of Hindi, such as, rich morphol-
ogy and relative free word orderness. More details
of the limitations of BLEU are present in section
2.

In order to overcome the weaknesses of BLEU,
several metrics were proposed such as, METEOR
(Banerjee and Lavie., 2005), GTM (Melamed et
al., 2003), TER (Snover et al., 2006) and CDER
(Leusch et al., 2006). Some metrics outperformed
METEOR in the “Shared Task: Machine Transla-
tion for European Languages” in 2009 and 2010.
Some of them are : i-letter-BLEU, SVM-rank,
TESLA-M (Liu et al., 2010), Bkars. But among
these measures, METEOR is the most suitable for
evaluation of English-Hindi MT, as it offers im-
mense flexibility in encoding parameters (other
than just the word order sequences) that indicate
quality of translation. It allows us to use linguistic
cues for the task of evaluation. We present details
of the advantages in using METEOR for English-
Hindi evaluation in section 3.

METEOR, does not support Hindi by default,
as it requires Hindi specific tools for computing
synonyms, stem words, etc. Also, as METEOR
is a language-pair specific evaluation tool, certain
language specific characteristics need to be incor-
porated in the METEOR evaluation tool where the
target language is Hindi. In this paper, we present
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METEOR-Hindi, which is a modified version of
METEOR, containing features specific to Hindi.
The characteristics of English-Hindi MT that help
in the design of METEOR-Hindi are listed in sec-
tion 4. The tools that we used to implement
METEOR-Hindi are presented in section 5. The
METEOR-Hindi algorithm (word-alignment and
scoring) is described in section 6.

We show that METEOR-Hindi gave evaluation
scores that correlated well with the human scores.
The correlation value of METEOR-Hindi (0.703)
was much higher than the correlation value of
BLEU (0.271). We also conducted experiments
on examining the importance of various features
in METEOR-Hindi for evaluation. However, no
conclusive points were observed yet on the impor-
tance of various features, because of the limited
size of the evaluation dataset. The experiments
and results are presented in greater detail in sec-
tion 7, and the conclusion is illustrated in section
8.

2 Problems with BLEU metric

In this section, we list the reasons why BLEU is
not an appropriate metric for English-Hindi evalu-
ation (Ramanathan et al., 2007).

1. Meaningless Sentence-level Score (Liu et
al., 2005; Liu and Gildea., 2006): As Hindi is
a relatively free word order language (Rao.,
2001), BLEU which is an n-gram precision
based metric assigns meaningless scores to
those sentences which have the same mean-
ing as the reference but a different word or-
der.

2. Only Exact Matches : Hindi is morpholog-
ically very rich and BLEU takes only ex-
act matches into account, so it is not suit-
able for English-Hindi MT evaluation. Syn-
onym matching is not there in BLEU, so
“p� -tk” and “EktAb” are considered as dif-
ferent words.

3. Lack of recall : It is a significant weakness in
BLEU, and the Brevity Penalty in the BLEU
metric does not adequately compensate for
the lack of recall. Recall has been confirmed
by several metrics as being critical for high
correlation with human judgments (Lavie et
al., 2004).

4. Admits too much variation by using
Higher Order N-grams for Fluency and
Grammaticality : BLEU uses higher order
n-grams to encapsulate and indirectly mea-
sure fluency and grammaticality in transla-
tion hypothesis. The criticism is that the n-
gram matching technique is naive, allowing
just too much variation. There are typically
thousands of variations on a hypothesis trans-
lation, a vast majority of them both semanti-
cally and syntactically incorrect, that receive
the same BLEU score. (Callison-Burch et
al., 2006) note that phrases that are brack-
eted by bigram mismatch sites can be freely
permuted, because reordering a hypothesis
translation at these points will not reduce the
number of matching n-grams and thus will
not reduce the overall BLEU score. Exam-
ple:
Reference : m� J� ykFn h{ Ek jb KA�
pdATo� m�\ EvEvDtA kF bAt aAtF h{ tb
koI BojnAly hmAr� CA/AvAs k� Boj-
nAly kF brAbrF nhF\ kr sktA

Test1 : m� J� ykFn h{ jb KA� pdATo� m�\
EvEvDtA kF bAt aAtF h{ koi BojnAly
hmAr� CA/AvAs k� BojnAly brAbrF nhF\
kr sktA

Test2 : jb KA� pdATo� m�\ EvEvDtA kF
bAt aAtF h{ brAbrF nhF\ kr sktA m� J�
ykFn h{ koI BojnAly hmAr� CA/AvAs
k� BojnAly

GLOSS: m� J�:I, ykFn h{:believe, Ek:that,
jb:when, KA� pdATo�:food, m�\:in,
EvEvDtA:variety, k� ,kF:of, bAt:issue,
aAtF h{:comes, tb:then, koI:any, Boj-
nAly:mess, hmAr�:our, CA/AvAs:hostel,
brAbrF:comparision, nhF\:not, kr
sktA:can do.

The quality of Test1 translation is much bet-
ter than that of Test2 but BLEU gives same
score to Test1 and Test2.

5. Geometric Averaging of n-grams : Geo-
metric averaging of n-gram scores produces
a zero result whenever any of the individual
n-gram scores are zero. As a result, sentence-
level BLEU scores are highly unreliable (Liu
et al., 2005; Liu and Gildea., 2006). For ex-
ample,
Reference : uskA do-tAnA &yvhAr
acAnk �oD m�\ bdl gyA



Test : uskA do-tAnA &yvhAr �oD m�\
acAnk bdl gyA

GLOSS: uskA:his, do-tAnA:friendly,
&yvhAr:behaviour, acAnk:suddenly,
�oD:anger, m�\:in, bdl gyA:transformed

BLEU precision metric :
1-gram precision : P1 = 8/8
2-gram precision : P2 = 4/7
3-gram precision : P3 = 1/6
4-gram precision : P4 = 0/5
BLEU precision score = 0 (weighted geomet-
ric average)

6. Equal weightage : BLEU equally weights all
items in the reference sentences (Babych and
Hartley., 2004). Therefore omitting content-
bearing lexical items does not carry a greater
penalty than omitting function words.

3 Advantages of METEOR for
English-Hindi MT Evaluation

Following are the advantages of using METEOR
metric for English-Hindi MT Evaluation :

1. METEOR addresses the problem of refer-
ence translation variability by utilizing flexi-
ble word matching, allowing for morphologi-
cal variants and synonyms to be taken into ac-
count as legitimate correspondences. So we
have the power of using linguistic tools like
Hindi Morphological Analyzer, Hindi Word-
net etc.

2. METEOR uses unigram matching for lexical
similarity hence does not rely totally on word
order, thus suitable for Hindi which is a rela-
tively free word order language.

3. METEOR uses and emphasizes recall in ad-
dition to precision, a property that has been
confirmed by several metrics as being critical
for high correlation with human judgments
(Lavie et al., 2004).

4. The feature ingredients within METEOR are
parameterized, allowing for the tuning of the
metrics free parameters in search of values
that result in optimal correlation with human
judgments. Optimal parameters can be sep-
arately tuned for different types of human
judgments and for different languages, thus
suitable for Hindi (Lavie and Denkowski.,
2009).

4 Important Aspects in English-Hindi
MT

1. Word-order does not strictly convey the
grammatical roles of words in a sentence.
Hence, it is not the single most important cri-
teria in relatively free word order languages
like Hindi.
Example :
Reference : rAm n� mohn ko p� -tk dF

Test1 : rAm n� mohn ko p� -tk dF

Test2 : mohn ko rAm n� p� -tk dF

GLOSS : rAm:Rama, n�:subj-marker,
mohn:Mohan, ko:to, p� -tk:book, dF:gave

Test1 and Test2 have different word orders
but both are syntactically correct and have the
same meaning, hence should be given similar
scores.

2. What is important in English-Hindi MT eval-
uation is not just the existence of function
words (such as “n�”, “ko”, etc. in the above
example) but whether they are correctly as-
sociated with their corresponding content
words or not. The grammatical role of “rAm”
as the subject and “mohn” as the object in
both sentences [Test1 and Test2] comes from
the case markers “n�” and “ko”. Therefore,
even though Hindi is predominantly SOV in
its word-order, correct case marking is a cru-
cial part for translations to convey the same
meaning.

3. Indian languages are morphologically rich.
The following example illustrates the richer
morphology of Hindi compared to English :

The word “boys” in English is translated as
“lwk�” or “lwko\” depending on the sen-
tence. For example, in Sentence1 given be-
low, the translation is “lwk�” while in Sen-
tence2, the translation is “lwko\”.

Sentence1: The boys are playing cricket
lwk� E�k�V K�l rh� h{\

Sentence2: The boys brought the book from
the market
lwko\ n� bAjAr s� EktAb KrFdF

4. An English word can be translated to differ-
ent Hindi words having the same meaning.



The following example illustrates the impor-
tance of synonym matching in English-Hindi
MT:

English : I believe in God

Reference : m{\ BgvAn m�\ Ev�As rKtA h� 

Test1 : m{\ d�vtA m�\ Ev�As rKtA h� 

Test2 : m{\ a¥Ah m�\ Ev�As rKtA h� 

Test3 : m{\ K� dA m�\ Ev�As rKtA h� 

GLOSS : m{\:I, Bg-
vAn ,d�vtA ,a¥Ah ,K� dA:God, m�\:in,
Ev�As:believe, rKtA h� :keep

All these sentences should receive similar
scores.

5 Tools Used

• Morph Analyzer (Hindi Morph 2.5.2)1 :
Given a hindi word, the morphological an-
alyzer identifies the root and the grammati-
cal features of the word like category, gender,
number, person, case, vibhakti, Tam(Tense,
Aspect, Modality).

• Hindi Wordnet (Hindi Wordnet 1.2) (Jha et
al., 2001) : The Hindi WordNet is a system
for bringing together different lexical and se-
mantic relations between the Hindi words. In
the Hindi WordNet the words are grouped to-
gether according to their similarity of mean-
ings. For each word there is a synonym set,
or synset, in the Hindi WordNet, represent-
ing one lexical concept. The Hindi Word-
Net deals with the content words, or open
class category of words. Thus, the Hindi
WordNet contains the following category of
words- Noun, Verb, Adjective and Adverb.

• CRF Part of Speech (POS) Tagger (PVS and
G, 2007) : POS tagger assigns part of speech
tags to each word in the Hindi sentence. Iden-
tification of the parts of speech tags such
as nouns, verbs, adjectives, adverbs for each
word of the sentence helps in analyzing the
role of each constituent in a sentence.

• Hindi Local Word Grouper (Bharati et al.,
1998) : Local word grouper does the tech-
nical task of vibhakti computation.The main
task here is to group the function words with
the content words based on local information.

1http://ltrc.iiit.ac.in

• Hindi Clause Boundary Identifier2 : Tradi-
tionally, a clause is defined as a phrase con-
taining at least a verb and a subject. It
can be an independent clause or a dependent
clause, based on whether it can stand alone
when taken in isolation or not respectively.
By the definition itself, the words inside a
clause form a set of modifier-modified rela-
tions, thereby forming a meaningful unit, like
a sentence. This makes most of the depen-
dents of the words in a clause to be the words
in the same clause, or we can say that the
dependencies of the words in a clause are
localized to the clause boundary. The taks
of clause boundary identifier is to divide the
given sentence into a set of clauses.

6 The METEOR-Hindi METRIC

6.1 METEOR
METEOR (Metric for Evaluation of Translation
with Explicit ORdering) (Banerjee and Lavie.,
2005) is a system that automatically evaluates the
output of machine translation engines by compar-
ing them to one or more reference translations.
METEOR creates a word alignment between the
two sentences, (1) the machine-produced can-
didate translation string, and (2) the human-
produced reference translation string. The align-
ment is defined as a set of mappings between the
words of the sentence pair, such that every word in
each string maps to zero or one word in the other
string, and no words in the same string. This align-
ment is created incrementally through a series of
word mapping modules called, (1) Exact Match-
ing, (2) Stem Matching, and (3) Synonym Match-
ing. Each module only maps words that have not
been mapped to any word in any of the preceding
modules. After obtaining the final alignment, the
score is computed as the harmonic mean of un-
igram precision and recall. Additional penalties
are computed to directly capture how well-ordered
the matched words in the machine translation are
in relation to the reference. If more than one ref-
erence translation is available, the translation is
scored against each reference independently, and
the best scoring pair is used.

In their recent work, a matching module has
been added which does Paraphrase match be-
tween words and phrases (Denkowski and Lavie.,

2Developed at IIIT-Hyderabad as part of the Indian-to-
Indian Languages Machine Translation Project



2010a). A new version of METEOR has been
recently released “METEOR-Next” with an im-
proved evaluation support (Denkowski and Lavie.,
2010b).

6.2 METEOR-Hindi Aligner

We have extended the implementation of ME-
TEOR (METEOR 1.0) to support evaluation of
translations into Hindi. As the properties of other
Indian languages are very similar to those of
Hindi, METEOR-Hindi can be easily extended to
other Indian languages. For adapting METEOR to
a new target language, two language-specific com-
ponents need to be addressed. They are,

• Language-specific word matching module

• Language-specific parameters and the corre-
sponding scoring function (Lavie and Agar-
wal., 2007).

The word-alignment algorithm for Hindi is the
same as used in current METEOR. However,
Hindi-specific tools need to be used. We created
a new “stemming” module for Hindi. In this mod-
ule, a hindi morph analyzer3 is used for stem-
ming. Synonym matches are detected using syn-
onym sets from the Hindi WordNet version 1.2
(Jha et al., 2001). An example alignment is shown
in Figure 1.

Figure 1: Example Alignment

6.3 METEOR-Hindi Scoring Function

Indian Languages are relatively free word order
languages and are morphologically rich. For scor-
ing the system outputs, apart from using only the
word-based features, we also use other linguis-
tic parameters such as local word groups, part-of-
speech tags and clause boundaries. We motivate
the use of these additional parameters in this sec-
tion.

(1) Local Word Group (LWG) match : Local
word groups (LWGs) (Bharati et al., 1998; Vaidya

3Developed at IIIT-Hyderabad as part of the Indian-to-
Indian Languages Machine Translation Project

et al., 2009) consist of a content word and its as-
sociated function words. The function words as-
sign the grammatical role information to their cor-
responding content words. Hence, the matching of
the entire local word group conveys that the con-
tent words in both the reference and the system
output are used for the same grammatical purpose.
Hence, scoring based on the number of matching
local word groups is crucial to convey the similar-
ity of the reference sentence and the system out-
put.

In METEOR, fragmentation penalty is used to
compute the word-order similarity of the reference
sentence and the system output. However, word
order is not as important as the correct association
of the case markers with their corresponding con-
tent words.

Hence, if the local word groups in the candidate
does not match with the local word groups present
in the reference, it should be given a lower score.
METEOR-1.0 is limited to unigram matches,
making it strictly a word-level metric. By tak-
ing into account LWG, we are going beyond
word-level. The following example illustrates the
importance of LWG : (Bharati et al., 1991)

Reference : EbE¥ n� k� �� ko mArA
Test1 : k� �� ko EbE¥ n� mArA
Test2 : k� �� n� EbE¥ ko mArA
GLOSS : EbE¥:cat, k� ��:dog, n�:subj-marker,
ko:object-marker, mArA:killed

Local Word Groups :
Reference : “EbE¥ n�” , “k� �� ko” , “mArA”
Test1 : “k� �� ko” , “EbE¥ n�”, “mArA”
Test2 : “k� �� n�” , “EbE¥ ko”, “mArA”

Though all the words get matched in the “exact
match” stage in both the test sentences but Test1
has the same meaning as Reference while Test2
means entirely the opposite. We can make out this
difference through local word group which has a
lesser match in Test2 compared to Test1. Hence,
Test2 should be given lower score than Test1.

(2) Part-of-Speech (POS) match : POS refers to
the lexical category of each word in a sentence on
the basis of its context. In this parameter, we not
just compute the number of matching words, but
compute the number of matching words with same
POS tag. Hence, those words are not considered



as matched that have different syntactic category
(conveyed through POS tags) in their respective
sentences. The goal is, therefore, to capture the
proportion of lexical items correctly translated,
according to their shallow syntactic realization
(Gimnez., 2008).

Sentences are automatically annotated using a
CRF based POS Tagger4. The following example
illustrates the importance of POS tags based
scoring parameter for automatic MT evaluation
having Hindi as the target language.

Reference : rAm K�l rhA h{
Test : K�l rAm rhA h{
GLOSS: rAm:Ram, K�l rhA h{:is playing

Reference POS Test POS

rAm NN K�l NNP
K�l VM rAm NNP
rhA VAUX rhA VM
h{ VAUX h{ VAUX

Table 1: Assigned POS tags

In Table 1, all the words have matched but
have different POS tags. For example, K�l in the
reference had a POS tag ‘VM’ whereas, in the
system output, it has a tag ‘NNP’. Hence, it is not
considered for computing the parameter score.

(3) Clause match : Traditionally, a clause is
defined as a phrase containing atleast a verb and
a subject. We used clause boundary identifier
to find the clauses in the test and reference
sentences. We then compute the exactly match-
ing clauses between reference and the system
output. The following example illustrates the idea.

Reference : roEht -k� l jAkr k� dn� lgA
Test : roEht -k� l jAkr K�ln� lgA
Gloss : roEht:Rohit, -k� l:school, jAkr:after
going, k� dn�:jumping, K�ln�:playing, lgA:started

In Table 2, only one clause gets matched
out of two, therefore candidate sentence should be
given lower score.

Table 3 lists the complete set of parameters used
in METEOR-Hindi.

s =
(
∑
Wi ∗ fi)

(
∑
Wi)

(1)

4Developed at IIIT-Hyderabad as part of the Indian-to-
Indian Languages Machine Translation Project

Reference Test

1. roEht -k� l jAkr roEht -k� l jAkr
2. k� dn� lgA K�ln� lgA

Table 2: Assigned Clauses

Stage Features

Exact Match Precision
Recall

Stem Match Precision
Recall

Synonym Match Precision
Recall

LWG Precision
Recall

POS Precision
Recall

Clause Precision
Recall

Table 3: Parameters used for scoring in METEOR-
Hindi

The scores obtained using the parameters are com-
bined as weighted linear sum (see Equation 1).
Here, s is the score and Wi is the weight of fea-
ture i.

In METEOR, only exact, stem and synonym
modules are used with no additional language spe-
cific features, so the scoring function in METEOR
is very specific. To take into account the extent
to which the matched unigrams in the two strings
are in the same word order, METEOR computes a
penalty for a given alignment as follows. First, the
sequence of matched unigrams between the two
strings is divided into the fewest possible number
of chunks such that the matched unigrams in each
chunk are adjacent (in both strings) and in identi-
cal word order. The number of chunks (ch) and the
number of matches (m) is then used to calculate a
fragmentation fraction: frag = ch/m. The penalty
is then computed as: Penalty = γ * fragβ .
We do not use chunks in METEOR-Hindi because
for Hindi word order is not so important (See Sec-
tion 4. Point 1). We use a very general equation for
scoring in METEOR-Hindi which facilitates the
use of standard Machine Learning techniques. As
the scoring function is changed than what is cur-
rently in METEOR-1.0 for other languages, while
calculating Precision and Recall in Stem Match
module, words matched in the exact match mod-



ule are also considered as the exact words have
the same stem. Similarly for synonym , matches
in exact and stem matching modules are also con-
sidered while calculating Precision and Recall for
Synonym Module.
For better accuracy, while scoring, for LWG, POS
and Clause, we are also taking into account stem
and synonyms, so “EktAb ko” and “p� -tk ko”
will get matched as LWG, “EktAb” and “p� -tk”
will get matched as POS [only if they have the
same POS tag in the sentence] and “rm�f Gr
jAkr” and “rm�f Gr gyA” will get matched as
Clauses.

The second main language-specific issue
which required adaptation is the tuning of the
12 parameters within METEOR-Hindi. Due to
the unavailability of high-quality training data,
currently all the weights are taken to be 1.

7 Experiments and Results

We have evaluated METEOR-Hindi on a dataset
of 100 sentences out of which 60 test translations
are from the Anglahindi MT-system of IIT Kan-
pur and 40 are from IIIT-Hyderabad MT-system
Shakti. The statistics of the Dataset we have used
for our experiments are given in Table 4.

Number of Sentences 100
Avg. Test Sentence length 11.24
Avg. Ref Sentence length 11.23

Exact Matches 433
Stem Matches 574

Synonym Matches 622
LWG Matches 426
POS Matches 576

Clause Matches 9

Table 4: Dataset Statistics

Reference sentences and scores have been as-
signed by native hindi speakers with some knowl-
edge of linguistics. The human judges rated each
translation from 0 to 4. The following rating
scheme was provided to them (Ramanathan et al.,
2008):
The evaluation-metric for MT is evaluated by
comparing the scores given by the metric with the
scores provided by human raters. The compari-
sion is performed using Pearson product-moment
correlation. We normalized the human scores on a

Rating Translation−Quality
4 Perfect
3 Good
2 Understandable
1 Roughly understandable
0 Nonsense

Table 5: Human Rating Criteria

scale of 0 to 1. The METEOR-Hindi scores pro-
vided using different features on each sentence are
calculated and the correlation is computed using
the formula given in Equation 2.

r =

(N
NP

i=1

XiYi − (
NP

i=1

Xi)(
NP

i=1

Yi))

(

s
N

NP
i=1

Xi
2 − (

NP
i=1

Xi)2.

s
N

NP
i=1

Yi
2 − (

NP
i=1

Yi)2)

(2)

where, N is the number of sentences, Xi is the
metric’s score on ith sentence, Yi is the human
score on ith sentence (see Table 6).

The reason of such a low correlation with BLEU
(see Table 6) is that it gives score 0 in most of
the sentences (see Figures 2 and 5). METEOR-
Hindi assigns scores that are much closer to Hu-
man score as compared to BLEU (see Figures 3
and 4).
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Figure 2: Output of BLEU

Highest Pearson product-moment correlation
of 0.703 is achieved using Exact, Stem, Synonym
and POS features. Using linguistic features such
as “stemming” and “synonym” have resulted in a
better correlation.

However, surprisingly, the local word groups
and clause based feature did not show an increase
in correlation. To decipher the reason, we ana-
lyzed the test data. We found that there are a
number of errors in the reference sentences like



Metric Features Pearson− correlation
BLEU - 0.27127353

METEOR-Hindi Exact 0.65626916
METEOR-Hindi Exact + Stem 0.68747816
METEOR-Hindi Exact + Stem + Synonym 0.70005324
METEOR-Hindi Exact + Stem + Synonym + LWG 0.68148324
METEOR-Hindi Exact + Stem + Synonym + POS 0.70312150
METEOR-Hindi Exact + Stem + Synonym + Clause 0.65807648
METEOR-Hindi Exact + Stem + Synonym + LWG + POS + Clause 0.66681955

Table 6: Correlation coefficients using different features
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Figure 3: Output of METEOR-Hindi
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Figure 4: Human assigned scores

“hAr Ek” while it should be “hAr kF”, “unm�
s�” instead of “unm�\ s�” , “gAEXyo\ m�” instead of
“gAEXyo\ m�\” due to which number of local word
groups which matched decreased.

Adding clause feature also decreses the correla-
tion as only 9 clauses get matched in 100 sentences
as most of the sentences have only one verb, so by
definition the whole sentence is a clause and it is
very rare for the entire test sentence to match the
reference. As clause is a much higher level con-
cept than words, score should be less penalized if
the clauses do not match. The correlation achieved
when only clause feature is used is 0.297 compa-

rable to BLEU because of zero match in most of
the sentences. From Figure 6, it is clear that there
is a linear relationship between METEOR-Hindi
score and Human score except for some of the
sentences where METEOR-Hindi assigns a score
greater than zero when Human score is zero.
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Figure 5: Scatterplot of BLEU and Human Score

The average scores provided by the metrics
BLEU and METEOR-Hindi are compared with
the average score provided by Human in Table 7.
We observe that the difference between the aver-
age scores of METEOR-Hindi and Human raters
is very less.

Metric Average− Score
BLEU 0.0815

METEOR-Hindi 0.4919
Human 0.615

Table 7: Average scores

To see whether we can use METEOR-Hindi
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Figure 6: Scatterplot of METEOR-Hindi and Hu-
man Score

to compare two MT systems, we ran BLEU and
METEOR-Hindi separately on the test sentences
from IIT-Kanpur and IIIT-Hyderabad MT system.
The results are given in Table 8.

We see that the METEOR-Hindi correlated bet-
ter (as compared to BLEU) with the judgement
of Human annotators. Human annotators as well
as METEOR-Hindi had given greater score to the
IIIT-H system, while BLEU gave greater score to
IIT-K system.

We present some of the examples where
METEOR-Hindi performed better than BLEU.

English Sentence : I grabbed the book
Reference : m{\n� p� -tk ko pkXA
Test : m{\n� EktAb ko pkXA
Gloss : m{\n�:I, p� -tk , EktAb:book, ko:object-
marker, pkXA:grabbed

n-gram matches : unigrams : 3/4 ; bigrams :
1/3 ; trigrams : 0/2 ; 4-grams : 0/1
BLEU Score : 0.0
METEOR-Hindi Score5 : 0.875
Human Score : 1.0

English Sentence : The ten best Aamir Khan
performances (Ramanathan et al., 2007)
Reference : aAEmr KAn kF ds svo
�m
prPom�
nss

5Using 4 features : Exact, Stem, Synonym, POS

Test : ds svo
�m aAEmr KAn prPom�
nss
Gloss: aAEmr KAn:Aaamir Khan, ds:ten,
svo
�m:best, prPom�
nss:performances, kF:of

n-gram matches : unigrams: 5/5; bi-grams:
2/4; trigrams: 0/3; 4-grams: 0/2
BLEU Score : 0.0
METEOR-Hindi Score6 : 0.8708
Human Score : 0.9

8 Conclusions

In this paper, we presented METEOR-Hindi, an
automatic evaluation metric for a machine trans-
lation system where the target language is Hindi.
METEOR-Hindi is a modified version of the
metric METEOR, containing features specific to
Hindi. We made appropriate changes to ME-
TEOR’s alignment algorithm and the scoring tech-
nique.

In our experiments, we observed that
METEOR-Hindi achieved high correlation of
0.703 with human judgments significantly out-
performing BLEU that had a correlation of only
0.271. We have highlighted the issues using
BLEU for English-Hindi MT evaluation. Also,
linguistic features have been identified as being
useful in evaluation. We plan to train METEOR-
Hindi on a large amount of high-quality data and
using features like paraphrase match to achieve
better correlation.
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