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Abstract—For understanding an environmental variable in a
given geographical space, finding the optimal number of nodes
is a tedious task. For this purpose, a framework is proposed
in this paper based on hierarchical agglomerative clustering
along with geographical distance based cluster representation.
The proposed framework helps remove the redundant nodes in a
practical IoT network by choosing the optimal nodes based on the
target reconstruction error in the spatially interpolated map. The
approach is employed on the data collected by an IoT network
of ten particulate matter (PM) nodes on the campus of IIIT
Hyderabad, India. The performance of the proposed approach
is also compared with that of the brute force approach, which
provides the lower bound on the reconstruction error. The results
show that the proposed approach performs very closely to the
brute force approach in terms of the reconstruction error with
much fewer computations.

Index Terms—Clustering Analysis, Cluster Representative,
Optimal Nodes, Particulate Matter, Spatial Sampling

I. INTRODUCTION

IoT based monitoring networks help us understand the
spatio-temporal variation of the parameters of interest. The
environmental parameters like particulate matter (PM) vary on
a small spatio-temporal scale from the emission site, as shown
in [1] and [2]. Deciding how fine this spatio-temporal scale
is required for a tolerable error in the spatially interpolated
map is a challenging task. On the one hand, if the monitoring
sensors are sparsely placed, it would not give a good spatio-
temporal understanding of the measured parameter. On the
other hand, if the monitoring sensors are large in number, it
will increase the volume of data transmitted and the processing
capability required at the sink or cloud. In most sensor
deployment cases, the number of nodes is determined by
intuition or resource constraints or domain knowledge or any
evidence-based understanding of the environment.

Previous works on determining the number of optimal nodes
in a sensor network vary from using analytical approaches
to simulation-based and geometric-based approaches [3]–[6].
Mathematically, environmental phenomena in a space can be
modeled as a spatio-temporal random field. Now the problem
becomes sampling the assumed random field. In [3] and [4],
the random field is modeled as a Gaussian process, and
the sampling strategies are discussed accordingly. Within a
spatial setting, we use geometrical arrangements like Voronoi
tessellation [5] for deciding the optimal location of nodes.
In [6], the Monte-Carlo simulation-based approach is used to
decide the sensor nodes. However, there are issues with these

approaches. None of the approaches are data-centric and do
not use an already existing sensor network. In [3] and [4], the
main issue is how the approaches depend on the nature of the
process. The issue with the approach in [5] is that the envi-
ronmental parameters are not always in convenient geometric
arrangements. The approach in [6] needs many computations
and iterations. Also, there is a dearth of a complete end-to-
end framework that includes clustering the nodes and choosing
cluster representative (removing redundant nodes) followed by
performance evaluation using spatial interpolation, which is
the focus of this paper.

Specific contributions of this paper are:

• A framework is proposed based on hierarchical agglom-
erative clustering and geographical distance based cluster
representation for selecting the optimal number of sensor
nodes in an IoT network. The proposed approach trades-
off the number of nodes required in an IoT network with
the desired reconstruction error in the spatial interpolated
map.

• The framework is employed on the IoT network of ten
PM nodes in the IIIT-H campus for different cases of
linkages and distance metrics. Spatial interpolation is
used to improve the spatial resolution with the obtained
number of sensors at each hierarchy.

• The proposed approach is compared with the brute force
approach in terms of root mean square error (RMSE) after
the reconstruction. The variability in the spatial data with
the change in the number of nodes considered is presented
to visualize the trade-off between the reconstruction ac-
curacy and the nodes used.

Unlike the clustering approaches in [3]–[6], which are not
data-centric, hierarchical agglomerative clustering is a data-
driven approach with no initial assumptions. It does not
dependent on geographical arrangements and allows us to
decide the number of clusters required based on an acceptable
error threshold. It works well when the availability of data
points is less [7]. Also, note that none of the approaches [3]–
[6] use an already existing sensor network as is done in this
work.

The rest of the paper is organized as follows. Section
II presents the details of IoT network deployment followed
by basic data processing. Section III presents the proposed
framework in detail. Section IV present the results while
Section V concludes the paper.



Fig. 1. Deployment and Node Locations

II. METHODOLOGY

A. Sensor Network

Fig. 1 shows the IoT network for PM monitoring considered
in this paper. Ten nodes are deployed in the IIIT-H campus,
Hyderabad, India with area of 66 acres (0.267 km2). The
sensor nodes are developed at IIIT-H using ESP8266 based
NodeMCU microcontroller, SDS011 PM sensor, and DHT22
sensor for temperature and relative humidity as shown in [1].
SDS011 PM sensor gives the values of PM2.5 (particulate mat-
ter with aerodynamic diameter 2.5 micrometers and smaller)
and PM10 (particulate matter with aerodynamic diameter 10
micrometers and smaller). The microcontroller samples the
data at an interval of 15 seconds and sends it periodically via
WiFi to ThingSpeak[8], which is a cloud-based IoT platform
for storing and processing data using MATLAB.

B. Data cleaning and Preprocessing

The following tasks are done to convert the raw data from
the ten sensor nodes into a usable dataset:
• The first task is to remove outliers or extreme values,

which may otherwise further processing. The outlier re-
moval is done using a clustering-based unsupervised tech-
nique, a density-based clustering algorithm (DBSCAN)
[9].

• The second task is to average data so that to observe the
significant trend in the dataset containing random fluctu-
ation. Since a single dataset with the same timestamps
is required, the data points are averaged into a single
timestamp within every minute timeframe giving a dataset
with 1 minute sampled data points.

• The third task is to remove unreliable sensor values. The
sensor SDS011 used for measuring PM2.5 and PM10 is
affected by high relative humidity values. So, the data
points at which the relative humidity RH � 75% are
dropped.

• The fourth task is to keep data points only for those
time instances, where data is available for all sensors

simultaneously, which is necessary for the problem con-
sidered in this paper. The ten sensor nodes did not
work simultaneously in several instances due to different
failures related to network, power supply connection, sen-
sors or micro-controller. After considering the instances
where ten simultaneous values for PM2.5 and PM10 are
available, the dataset is reduced to 9,737 data points
denoted by N and each node’s data as x i of length 1� N
for PM2.5 and PM10 separately. The data matrix X of
dimensions 10 � N is formed by stacking x i as rows
separately for PM2.5 and PM10.

III. PROPOSED FRAMEWORK

Fig. 2 shows the framework proposed. The framework
includes three sections, hierarchical agglomerative clustering,
cluster representative selection, and spatial interpolation and
performance evaluation. The initial step is to perform hierar-
chical agglomerative clustering on the data matrices of PM2.5
and PM10. Here, cophenetic correlation is used to select
the best clustering solution. The dendrogram and cophenetic
distances corresponding to the chosen solution and the priority
order calculated using the geographical distance matrix are
used in the next step for cluster representative selection. For
performance evaluation, spatial interpolation is done using the
selected nodes from the previous step, and reconstruction error
is calculated.

A. Hierarchical Agglomerative Clustering

Hierarchical clustering offers a flexible and non-parametric
approach to cluster data [7]. It presupposes very little in the
way of data characteristics or prior knowledge on the part
of the analyst. The primary motivation for using hierarchical
clustering is its ability to partition the data, which has its
corresponding hierarchy. The agglomerative approach suits our
problem of identifying similar nodes as it gives a better under-
standing of the hierarchy of grouping the nodes. It considers
each point as a partition of equal hierarchy and then moves
forward with joining the least dissimilar clusters. We use a
distance metric to determine the least dissimilar two points or
clusters and group them as a cluster at the following hierarchy
using specific linkage criteria. The hierarchy of clusters is
expressed in the form of a dendrogram [7] for graphical
representation. The quality of the solution is measured using
cophenetic correlation [10]. This measure can be used to
compare alternative cluster solutions obtained using different
algorithms. The data matrices of PM2.5 and PM10 are the
inputs to this stage. The above steps are explained in detail
below:

1) Distance or Dissimilarity: To group data, we need a
measure for quantifying the similarity relative to each other.
Many times a dissimilarity measure also called a distance
measure, is defined, which is minimized. We calculate the
dissimilarity matrix for the input data X as D i;j = dist(x i ; x j )
where x i and x j denote the the i th and j th rows of the matrix
X and dist is the dissimilarity measures used. The dissimilarity
measure used in this paper are










