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Abstract—Locally recoverable codes (LRCs) are known to reduce the repair locality, i.e., the number of nodes accessed during node repair, in distributed storage systems. Regenerating codes, on the other hand, offer a decreased repair bandwidth, which is the repair traffic incurred during node repairs. Locally regenerating codes (LRGCs), which are constructed via intertwining regenerating codes of smaller block lengths, simultaneously offer a small repair locality and repair bandwidth. In this letter, we construct a family of LRGCs where the constituent codes are bandwidth-efficient, minimum bandwidth cooperative regenerating codes. The newly constructed LRGCs are optimal with respect to both minimum distance and rate.

Index Terms—Locally regenerating codes (LRGCs), cooperative regenerating codes, locally minimum bandwidth cooperative regeneration (MBCR) codes, uniform rank accumulation (URA) codes.

I. INTRODUCTION

The explosive growth in the amount of data generated necessitates storing data in a distributed manner, across multiple storage units. A commonplace occurrence in such distributed storage systems (DSSs), is the failure of an individual storage unit (node). In order to combat node failures, a naive approach is to replicate data across multiple nodes. However, erasure coding techniques, in comparison to the data replication approach, offer lower storage overheads, without compromising on the reliability. Typically, in order to apply erasure codes to reliably store data in DSSs, a given data file will be broken into $k$ fragments. An additional $n-k$ parity fragments are then generated using the erasure code and the resultant $n$ fragments are stored across $n$ different nodes to better protect against node failures. If the erasure code of choice here is a maximum distance separable (MDS) code having dimension $k$ and block length $n$, the DSS will tolerate up to any $n-k$ node failures without data loss.

In spite of being storage-efficient, traditional erasure coding techniques fall short in efficiently handling node failures in terms of metrics such as repair bandwidth and repair locality; repair bandwidth is the total amount of data download needed to repair a failed node, whereas repair locality is the number of helper nodes contacted for repair of a failed node. Clearly, it is desirable to minimize both the quantities. In response, researchers have come up with two different classes of codes, namely, regenerating codes [1] and locally recoverable codes (LRCs) [2], which are designed to reduce the repair bandwidth and repair locality, respectively. In this letter, our focus will be on a third class of codes, termed as locally regenerating codes (LRGCs) [3], [4], that is capable of reducing both repair bandwidth and repair locality, simultaneously.

A. Locally Recoverable Codes (LRCs)

For integers $a, b$, we use the notation $[a : b] = \{ i : a \leq i \leq b \}$. Let $C$ denote an $[n, k]$ linear code of block length $n$ and dimension $k$ over the finite field $\mathbb{F}_q$. The $i$-th code symbol $c_i$, $i \in [0 : n-1]$, of $C$ is said to have $(r, \delta)$-locality, if there exists a punctured code $C_i$ (obtained by restricting $C$ to some subset of coordinates, $S_i \subseteq [0 : n-1]$, where $i \in S_i$) such that $|S_i| \leq r + \delta - 1 \triangleq n_t$ and minimum distance of $C_i$ is at least $\delta$. The punctured code $C_i$ will be referred to as a local code. A code where there exist $k$ information symbols, all of which have $(r, \delta)$-locality, will be referred to as a code with $(r, \delta)$-information locality. Furthermore, if all the $n_t$ code symbols have $(r, \delta)$-locality, the code will be termed an $(r, \delta)$-LRC. By virtue of the locality property, even in the presence of $\delta$ erasures, every code symbol of an $(r, \delta)$-LRC can be recovered by accessing at most $r$ other code symbols. The following upper bound for minimum distance ($d_{\text{min}}$) of a code with $(r, \delta)$-information locality is provided in [2], [3]:

$$d_{\text{min}} \leq n - k + 1 - \left( \frac{k}{r} - 1 \right) (\delta - 1).$$

B. Cooperative Regenerating Codes

In an $(n, w, d, t)$ cooperative regenerating code, a file comprised of $K$ message symbols from a finite field $\mathbb{F}_q$ is encoded into a set of $n \alpha$ code symbols and they are stored across $n$ nodes in the network with each node storing $\alpha$ code symbols. The parameter $\alpha$ is called the subpacketization level of the code. A data collector can reconstruct the whole file, i.e., $K$ message symbols, by connecting to any $w$ nodes. In the event of $t$ node failures, node repair is carried out in two phases. In the first phase, each of the replacement node contacts any $d \leq n - t$ nodes among the $n - t$ surviving nodes and downloads $\beta_1 \leq \alpha$ symbols from each node. In the second phase, the $t$ replacement nodes exchange data among themselves. Every replacement node downloads $\beta_2$ symbols from every other replacement node. Hence, the repair bandwidth per replacement node is given by:

$$\gamma \overset{\Delta}{=} d \beta_1 + (t - 1) \beta_2.$$

For fixed values of $(n, w, d, t)$ and file-size $K$, there exists a tradeoff between $\alpha$ and $\gamma$. This is referred to as storage-repair bandwidth tradeoff. The point on the tradeoff where storage
per node, \( \alpha \) is minimum, is referred to as minimum storage cooperative regeneration (MSCR) point and the point where the repair bandwidth, \( \gamma \) is minimum, is referred to as minimum bandwidth cooperative regeneration (MBCR) point. The parameters of the MSCR and MBCR points are given below:

\[
\text{MSCR: } (\alpha, \gamma) = \left( \frac{K}{w} \frac{K(d + t - 1)}{w(d + t - w)} \right),
\]

(2)

\[
\text{MBCR: } (\alpha, \gamma) = \left( \frac{K(2d + t - 1)}{w(2d + t - w)}, \frac{K(2d + t - 1)}{w(2d + t - w)} \right).
\]

(3)

Cooperative regenerating codes reduce to regenerating codes by setting \( t = 1 \). MSCR and MBCR points become minimum storage regeneration (MSR) and minimum bandwidth regeneration (MBR) points, respectively, when \( t = 1 \). A formal study of the cooperative regenerating codes initially appeared in [5]–[8]. Explicit MBCR codes have been constructed in [9], [10]. Constructions of MSCR codes have been presented in [10]–[12].

### C. Locally Regenerating Codes (LRGCs)

While LRCs tradeoff storage for repair locality, regenerating codes tradeoff storage for repair bandwidth. LRGCs are vector generalizations of LRCs (as we will see in the following discussion), where the local codes are regenerating codes themselves. The presence of local codes, as in the case of LRCs, ensures that LRGCs have a small repair locality. Furthermore, in LRGCs, repair bandwidth is low when repairing within the local code, as local codes are regenerating codes. LRGCs and cooperative regenerating codes belong to a general class of codes known as vector codes.

1) Vector Code: An \([n, K, d_{\text{min}}, \alpha]\) linear vector code \( C_{\text{vec}} \) is a \( K \)-dimensional vector space over \( \mathbb{F}_q \). Each element in \( C_{\text{vec}} \) (referred to as a codeword of \( C_{\text{vec}} \) from hereon) takes the form \((C_0, C_1, \ldots, C_{n-1})\), where \( C_i \in \mathbb{F}_q^n \), for some \( \alpha \geq 1 \). Naturally, each \( C_i \) will be referred to as a vector-code symbol. The minimum distance \( d_{\text{min}} \) of \( C_{\text{vec}} \) is the minimum number of vector-code symbols in which any two codewords differ or equivalently, minimum Hamming weight (at vector-code-symbol-level) among all non-zero codewords of \( C_{\text{vec}} \). When \( \alpha = 1 \), we refer to a vector code as a scalar code (e.g., LRCs are scalar codes). Clearly, an \([n, K, d_{\text{min}}, \alpha = 1]\) scalar code is nothing but an \([n, K]\) linear code having minimum distance \( d_{\text{min}} \). Henceforth, we use the terms \([n, k]\) linear code and \([n, k]\) scalar code, interchangeably.

It is straightforward to note that, associated with \( C_{\text{vec}} \), there exists an \([n\alpha, K]\) scalar code \( C_{\text{vec}}^{\alpha} \), which is obtained by expanding each vector-code symbol of a codeword in \( C_{\text{vec}} \) as \( \alpha \) scalar symbols in a prescribed order.

2) Uniform Rank Accumulation Code: Let \( C_{\text{vec}}|S \) denote the restriction of \( C_{\text{vec}} \) to the coordinates \( S \subseteq [0 : n - 1] \). \( C_{\text{vec}} \) is said to be a uniform rank accumulation (URA) code with rank accumulation profile \((a_1, a_2, \ldots, a_n)\) if dimension of \( C_{\text{vec}}|S \), denoted by \( \text{dim}(C_{\text{vec}}|S) \), where \( |S| = s \), is independent of the choice of \( S \) and \( \text{dim}(C_{\text{vec}}|S) = \sum_{j=1}^{s} a_j \). It has been shown in [13] that MSR and MBR codes are URA codes.

3) Locally URA Codes: Recall the definition of \((r, \delta)\)-locality introduced in Section I-A, in the context of LRCs (which are scalar codes). The definition naturally extends to vector codes as it is. A vector code \( C_{\text{vec}} \) is said to be a locally URA code if for every coordinate \( i \in [0 : n - 1] \), there exist an \( S_i \) satisfying \( i \in S_i \) and \( |S_i| = \ell_t \), such that \( C_{\text{vec}}|S_i \) is a URA code. Clearly, it follows from the definition of \((r, \delta)\)-locality that \( i \)-th vector-code symbol of \( C_{\text{vec}} \) has \((n_t - d_{\text{min}}(C_{\text{vec}}|S_i)) + 1, d_{\text{min}}(C_{\text{vec}}|S_i))\)-locality.

4) Minimum Distance Bound for Locally URA Codes: Let \( C \) denote a locally URA code with parameters \([n, K, d_{\text{min}}, \alpha]\). The local codes are all assumed to be identical, URA codes with parameters \([n\ell, K_t, d_{\text{min}}, \alpha] \) and rank accumulation profile \((a_1, a_2, \ldots, a_{n\ell}) \). In order to state the minimum distance bound for \( C \) obtained in [3], we first define a function \( P(\cdot) \) based on the rank accumulation profile \((a_1, a_2, \ldots, a_{n\ell}) \) of the URA code. Construct the semi-infinite sequence \( b_1, b_2, b_3, \ldots \), where \( b_{i+jn\ell} = a_i \), for \( 1 \leq i \leq n_t \) and \( j \geq 0 \). For \( s \geq 1 \), let

\[
P(s) \triangleq \sum_{i=1}^{s} b_i.
\]

(4)

For \( x \geq 1 \), set \( P^{(\text{inv})}(x) = y \), where \( y \) is the smallest integer such that \( P(y) \geq x \). The minimum distance of \( C \) is then upper bounded as [3]:

\[
d_{\text{min}} \leq n - P^{(\text{inv})}(K) + 1.
\]

(5)

A code satisfying (5) with equality is said to be minimum-distance-optimal. Note that \( K \leq P(n - d_{\text{min}} + 1) \). Thus, a locally URA code is defined to be rate-optimal if \( K = P(n - d_{\text{min}} + 1) \). Locally URA codes where the local codes are MBR codes have been constructed in [3], [14]. Locally URA codes where the local codes are MSR codes have been presented in [3], [4], [14]. We will refer to these two classes of codes as locally MBR codes and locally MSR codes, respectively. Partial MDS codes where the local codes are MSR codes have been constructed in [15]. Locally MSR codes possessing distributed parities across local codes are presented in [16]. These codes allow for node repairs with lower repair locality even when the number of failed nodes are beyond the correction capability of local codes.

### D. Our Contributions

In this letter, we present a family of minimum-distance-optimal, rate-optimal, locally MBR codes (these are locally URA codes, where local codes are all MBR codes) for all feasible values of \( t \geq 1 \). Our construction improves upon the existing works [3], [14] as follows:

- The letters [3], [14] construct locally MBCR codes for the special case of \( t = 1 \). It can be inferred from (3) that for a given file-size (dimension) \( K_t \), \( (n_t, w, d, t > 1) \) MBR codes offer a smaller storage per node (\( n_t \)) and repair bandwidth (\( \gamma \)) compared to an \( (n_t, w, d, t = 1) \) code. Hence, by opting for \( t > 1 \), both storage and repair become more efficient.
- The present construction requires a finite field size only linear in block length and thus, generalizes the results...
in [14]. The letter [3], on the other hand, requires a field size quadratic in code length at best.

II. PRELIMINARIES

A. Product-Matrix MBCR Codes

In this section, we give a summary of the product-matrix-based construction [10] of an MBCR code with parameters \( (n_\ell, w, d, t) \), \( \beta_1 = 2, \beta_2 = 1 \) and \( \alpha = 2d + t - 1 \). We refer the reader to [9] for the proof of data reconstruction and repair properties of the code. Consider a message matrix \( M \) formed of \( w(2d - w + t) \) message symbols as follows:

\[
M \triangleq \begin{bmatrix}
A_{n \times w} & B_{w \times (d-t-w)}
\end{bmatrix}_{(d-w) \times (d-t-w)}.
\]

(6)

Let \( \Gamma \triangleq \{ \gamma_0, \gamma_1, \ldots, \gamma_{n_\ell-1} \} \) denote a set of \( n_\ell \) distinct non-zero elements drawn from the finite field \( \mathbb{F}_q \). For \( I \in [0 : n_\ell - 1] \), the \( \ell \)-th vector-code symbol consists of the following \( 2d + t \) scalar symbols:

\[
d \text{ symbols: } u_I = M[1 \gamma_i \gamma_1^2 \ldots \gamma_i^{d-1-t}]^T,
\]

\[
d + t \text{ symbols: } v_I = M^T[1 \gamma_i \gamma_1^2 \ldots \gamma_i^{d-1-t}]^T.
\]

There is a linear dependence relation among the \( 2d + t \) scalar code symbols within each vector-code symbol as given by:

\[
[1 \gamma_i \gamma_1^2 \ldots \gamma_i^{d-1-t}]u_I = [1 \gamma_i \gamma_1^2 \ldots \gamma_i^{d-1-t}]v_I.
\]

Hence, it suffices to store \( \alpha = 2d + t - 1 \) scalar code symbols as the \( \ell \)-th vector-code symbol. However, in this letter, for simplicity in exposition, when we refer to the \( \ell \)-th vector-code symbol, we consider all the \( 2d + t \) symbols, i.e., \( C_{\ell} \triangleq [u_I^T \ v_I^T]^T \).

It is shown in [9] that an \((n_\ell, w, d, t)\) MBCR code is a URA code with rank accumulation profile given by:

\[
a_i = \begin{cases} (d - i + 1)\beta_1 + (t - i)\beta_2, & 1 \leq i \leq w, \\ 0, & (w + 1) \leq i \leq n_\ell. \end{cases}
\]

(7)

Interpretation Based on Polynomial Evaluations: For convenience of notation, let entries of \( M \) in (6) be given by \( m_{i,j}, 0 \leq i \leq d - 1, 0 \leq j \leq d - t - 1 \), where clearly \( m_{i,j} \triangleq 0 \), if \( i \geq w, j \geq w \). We denote row polynomials formed of the rows of the message matrix as follows: \( p_i(x) = \sum_{j=0}^{d-t-1} m_{i,j}x^j \), \( 0 \leq i \leq d - 1 \). Similarly, we denote column polynomials formed of the columns of the message matrix as follows: \( q_j(x) = \sum_{i=0}^{d-t-1} m_{i,j}x^i \), \( 0 \leq j \leq d - t - 1 \). It is straightforward to see that the \( d \) entries of \( u_I \) are evaluations of the \( d \) polynomials \( \{p_i(x)\} \) at \( x = \gamma_I \). Similarly, entries of \( v_I \) are essentially evaluations of the \( d + t \) polynomials \( \{q_j(x)\} \) at \( x = \gamma_I \). Thus, we say the product-matrix-based MBCR code is obtained as evaluation of a message matrix \( M \) at \( \Gamma \).

B. Tamo-Barg Codes

In this section, we describe the construction of a family of \((r, \delta)\)-LRCs, which is minimum-distance-optimal, i.e., these codes satisfy (1) with equality. Let \( n, k \) respectively denote the block length and dimension of the code. We set \( \nu \triangleq \frac{d}{r - \delta + 1} \). Let \( \{A_0, \ldots, A_{n_\ell - 1}\} \) be a partition of a set \( A \subset \mathbb{F}_q \), where \(|A| = n, |A_i| = r - \delta + 1 \triangleq n_\ell, 0 \leq i \leq \nu - 1 \),

Consider a polynomial \( g(x) \) which satisfies the following two properties:

- \( g(x) \in \mathbb{F}_q[x] \) has degree \( n_\ell \) and \( g(x) \) evaluates to a constant \( \mu_i \) on each set \( A_i \), i.e., \( g(a) = \mu_i, \forall a \in A_i \).

The \( k \) message symbols are arranged as coefficients of a ‘message polynomial’ as follows:

\[
m(x) = \sum_{i=0}^{k-1} m_i g(x)[\nu_1 x]^{i \mod n_\ell}.
\]

The message polynomial is then evaluated at all the \( n \) elements in \( A \) to obtain the length-\( n \) codeword corresponding to the \( k \) message symbols. This completes the description of the code. One natural choice of the polynomial \( g(x) \) and the sets \( A_i \) is as follows. Let field-size \( q \) be such that \( n \) divides \( q - 1 \) and \( \zeta \) be a primitive \( n \)-th root of unity in \( \mathbb{F}_q \). The sets \( \{A_i\} \) can now be set to be: \( A_i \triangleq \zeta^i \{1, \ldots, \lambda^\nu - 1\}, 0 \leq i \leq \nu - 1 \), where \( \lambda \triangleq \zeta^\nu \). The polynomial \( g(x) \) can be chosen to be \( g(x) \triangleq x^{n_\ell} \).

Note that \( a^{n_\ell} = \text{constant} \triangleq \mu_i, \forall a \in A_i \). We will consider this version of the Tamo-Barg code in making a connection to our construction of locally MBCR code in the next section.

III. CONSTRUCTION OF OPTIMAL LOCALLY MBCR CODES

In this section, we will present our construction of locally MBCR codes. The construction is both minimum-distance-optimal and rate-optimal (Section I-C defines these notions of optimality). In our construction, each local code is an MBCR code obtained using the product-matrix-based construction (see Section II-A). A summary of notation is provided below.

- Let \( C \) denote the locally MBCR code to be constructed. \( C \) takes parameters \( [n, K, d_{\min}, \alpha] \).

- Each local code \( C_{\ell} \) is an \((n_\ell, w, d, t)\) MBCR code with dimension \( K_{\ell} \leq K \). Thus, as per the vector code notation, the parameters of \( C_{\ell} \) are \([n_{\ell}, K_{\ell}, d_{\min}, \alpha]\).

- We assume that \( n_{\ell} \) divides \( n \). Let \( \nu \triangleq \frac{n}{n_{\ell}} \). \( C \) consists of \( \nu \) disjoint local codes, which cover all the \( n = \nu n_{\ell} \) nodes. Thus, \( K \leq \nu K_{\ell} \).

From Section II-A, we have \( \alpha = 2d + t - 1, \beta_1 = 2, \beta_2 = 1 \) and \( K_{\ell} = w(2d + t - w) \).

Construction 3.1: Let dimension \( K \) of \( C \) be expressed in terms of dimension \( K_{\ell} \) of \( C_{\ell} \) as \( K = aK_{\ell} + b \), where \( 1 \leq a \leq \nu - 1, 1 \leq b \leq K_{\ell} \). Here, \( b \) is of the form \( b = s(2d + t - s) \), \( 1 \leq s \leq \nu - 1 \). Let field-size \( q \) be such that \( n \) divides \( q - 1 \) and \( \zeta \) be a primitive \( n \)-th root of unity in \( \mathbb{F}_q \). Recall the definitions \( \lambda \triangleq \zeta^\nu, A_i \triangleq \zeta^i \{1, \ldots, \lambda^{\nu - 1}\}, 0 \leq i \leq \nu - 1 \). We will describe the locally MBCR code construction in three steps. The construction can be interpreted as obtained by stitching together Tamo-Barg code and product-matrix MBCR code. We will make the connection more precise after describing the construction.

Step-1 Construction of global message matrices \( \{\tilde{M}(l)^{(i)}\}^{\nu_{\ell}-1}_{i=0} \).

Let \( \tilde{M}(l)^{(i)} = [\tilde{M}_{i,j}^{(l)}]_{0 \leq l \leq \nu - 1, 0 \leq i \leq d - 1, 0 \leq j \leq d - t - 1} \). We set \( \tilde{M}_{i,j}^{(l)} = 0 \) if \( \{i, j, l\} \) satisfies at least one of the following three cases: (i) \( l > a \) (ii) \( 0 \leq l < a, w \leq i \leq d - 1, 0 \leq j \leq d - t - 1 \) (iii) \( \{l = a, s \leq i \leq d - 1, s \leq j \leq d - t - 1\} \). It can now be inferred that there exist \( K \triangleq aK_{\ell} + b \).
non-trivial (i.e., not trivially zero) entries in total among all \(\{M^{(l)}\}\), since \((a+1)(d)(d+t)-a(d-w)(d+t-w)-(d-s)(d+t-s) = aw(2d+t-w)+s(2d+t-s) = aK_t + b = K_t\).

These \(K_t\) non-trivial entries of \(\{M^{(l)}\}\) will be assigned the \(K\) message symbols.

Step-2 Construction of local message matrices \(\{M^{(l)}\}_{l=0}^{\nu-1}\): Let \(\mu_l \triangleq \zeta_l^{m_i}\). The local message matrix \(M^{(l)}\) corresponding to the \(l\)-th local code, \(0 \leq l \leq \nu - 1\) is obtained as \(M^{(l)} = \sum_{i=0}^{\nu-1} \mu_i^l M_i\).

Step-3 Evaluation of local message matrices: The \(l\)-th local code will be obtained via evaluating the associated \(d\) row polynomials and \(d+t\) column polynomials of \(M^{(l)}\) at the \(n_E\) points given by \(A_l\). This completes the construction.

We will make a precise connection of the above code with the Tamo-Barg codes. For \(0 \leq i \leq d-1, 0 \leq j \leq d+t-1\), let \(p_i^{(l)}(x), q_j^{(l)}(x)\) respectively denote the \(i\)-th row polynomial and \(j\)-th column polynomial corresponding to the local message matrix \(M^{(l)}\). The collection of \(n = n_E\) code symbols \(\{p_i^{(l)}(x), q_j^{(l)}(x)\}\) obtained via evaluating \(i\)-th row polynomials, and similarly, the \(n\) symbols \(\{p_i^{(l)}(x), q_j^{(l)}(x)\}\) obtained via evaluating \(j\)-th column polynomials, can be shown to result in Tamo-Barg codes.

**Example 1:** Here, we consider the construction of a locally MBCR code with parameters \(n = 18, K = 31\). Let the local MBCR code be specified as follows: \(n_E = 6, w = 2, d = 3, t = 2\) and \(K_t = 12\). As \(K = 31\) and \(K_t = 12\), we have \(K = 2K_t + 7\). Thus, \(a = 2\) and \(b = 7\). The rank accumulation profile of the MBCR code with parameters given above is \((7, 12, 12, 12, 12)\). Thus, we have \(s = 2^{12}\).

The \(n\) local code symbols can be verified to be distinct elements of \(\mathbb{F}_q\).

The \(\nu\) global message symbols holding the \(K\) message symbols take the following form:

\[
M^{(l)} = \begin{bmatrix}
\hat{m}^{(l)}_{0,0} & \hat{m}^{(l)}_{0,1} & \hat{m}^{(l)}_{0,2} & \hat{m}^{(l)}_{0,3} & \hat{m}^{(l)}_{0,4} \\
\hat{m}^{(l)}_{1,0} & \hat{m}^{(l)}_{1,1} & \hat{m}^{(l)}_{1,2} & \hat{m}^{(l)}_{1,3} & \hat{m}^{(l)}_{1,4} \\
\hat{m}^{(l)}_{2,0} & \hat{m}^{(l)}_{2,1} & 0 & 0 & 0 \\
\end{bmatrix}, \quad l = 0, 1, 2.
\]

**Theorem 3.2:** The code \(C\) obtained via Construction 3.1 is a locally MBCR code having dimension \(K\), where the local MBCR codes have parameters \((n_E,w,d,t)\) and dimension \(K_t\).

**Proof:** In order to show that \(C\) indeed has dimension \(K\), we first recall that the total number of message symbols embedded in the \(\nu\) global message matrices \(M^{(l)}\), \(0 \leq \ell \leq a\) is \(K\). Note that \(\{\mu_l\}_{l=0}^{\nu-1}\) can be verified to be distinct elements of \(\mathbb{F}_q\) and hence, the following \(\nu \times \nu\) Vandermonde matrix \(\Lambda\) is non-singular:

\[
\Lambda = \begin{bmatrix}
1 & \mu_0 & \cdots & \mu_0^{\nu-1} \\
1 & \mu_1 & \cdots & \mu_1^{\nu-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \mu_{\nu-1} & \cdots & \mu_{\nu-1}^{\nu-1}
\end{bmatrix}.
\]

From the non-singularity of \(\Lambda\), it follows that the mapping from \(\{M^{(l)}\}_{l=0}^{\nu-1}\) to \(\{M^{(l)}\}_{l=0}^{\nu-1}\) is a bijection. Given the vector-code symbols belonging to a local code-\(l\) (which is obtained via evaluating row and column polynomials of \(M^{(l)}\) at \(A_l\)), the coefficients of row and column polynomials of \(M^{(l)}\) can be recovered. As these coefficients are nothing but entries of the message matrix \(M^{(l)}\), the mapping of evaluating \(\{M^{(l)}\}\) to create local codes is another bijection. It follows that the code \(C\) has dimension \(K\).

In order to prove that the local codes are MBCR codes, we note that each \(M^{(l)}\) has the structure depicted in (6). Together with the linearity of the code, it follows that each local code is a subcode of an \((n_E,w,d,t)\) MBCR code. We just need to show that as the K message symbols that \(C\) can encode vary over the \(q^K\) choices, \(M^{(l)}\) takes all \(q^K\) possible realizations. In order to see this, consider the entry \(m_{i,j}^{(l)}\) of \(M^{(l)}\), where \(0 \leq i \leq d-1, 0 \leq j \leq d+t-1\) and \(i, j\) are not both \(\geq w\). It is noted that \(m_{i,j}^{(l)} = 0\). We have:

\[
m_{i,j}^{(l)} = \sum_{k=0}^{\nu-1} \mu_k^l \tilde{m}_{i,j}^{(k)}.
\]

It can be verified from Step 1 of Construction 3.1 that the global-message-matrix \(M^{(0)}\) can take all the possible \(q^K\) realizations (since \(K \geq K_t\)). Thus, for each \(i, j\) (in the non-trivial range) \(\tilde{m}_{i,j}^{(0)}\) can independently take any value in \(\mathbb{F}_q\).

Combining this property of \(\tilde{m}_{i,j}^{(0)}\) and (11), it follows that for a fixed \(l\), \(m_{i,j}^{(l)}\) can independently take any value in \(\mathbb{F}_q\). Thus, \(M^{(l)}\) lies in a space of dimension \(d(d+t)-(d+t-w)(d-w) = w(2d+t-w) = K_t\).

**A. Distance and Rate Optimality of Locally MBCR Codes**

In this section, we will prove that the locally MBCR code constructed in the previous section is minimum-distance optimal, i.e., it achieves the bound in (5) with equality. Also, we argue that the codes are rate-optimal.

**Theorem 3.3:** The code given in Construction 3.1 is minimum-distance-optimal, i.e.,

\[d_{\min} = n - P^{in}(K) + 1 = n - an_E - s + 1.\]

In addition, the code is also rate-optimal.

**Proof:** From (5), it is clear that the minimum distance of the code given in Construction 3.1 is upper bounded as:
$d_{\min} \leq n - P^{inv}(K) + 1 = n - an + s + 1$. In order to prove that $d_{\min} = n - P^{inv}(K) + 1 = n - an + s + 1$, we will show that the Hamming weight (at vector-code-symbol-level) of every non-zero codeword in $C$ is at least $n - an + s + 1$.

For $i \in [0 : d - 1]$, consider the evaluation of the $i$-th row polynomial of $M^{(i)}$ at some $\theta_i \in A_i$:

$$p_i^{(i)}(\theta_i) = \sum_{j=0}^{d+t-1} \left( \sum_{h=0}^{\nu-1} \bar{m}_{i,j}(h) \mu^{(h)} \right) x^j \mid x=\theta_i,$$

where we used the fact that $\mu_i = \theta_i^{m_{ij}} \forall \theta_i \in A_i$.

Similarly, for $j \in [0 : d + t - 1]$, the evaluation of $j$-th column polynomial of $M^{(i)}$ at some $\theta_j \in A_i$ can be expressed as:

$$q_j^{(i)}(\theta_j) = \sum_{l=0}^{\nu-1-d-t} \sum_{i=0}^{n-d-1} \tilde{m}_{i,j}(l) x^{ln_i+j} \mid x=\theta_j,$$

(13)

Consider any non-zero codeword $c \in C$. For the given codeword $c$, recall that each vector-code symbol is obtained as evaluations of $d$ row polynomials and $d + t$ column polynomials corresponding to some $M^{(i)}$ at some $\theta_i \in A_i$. For any fixed $i \in [s : d - 1]$, select from each vector-code symbol belonging to the $l$-th local code and associated with the evaluation point $\theta_l$, the scalar symbol $p_i^{(i)}(\theta_l)$. Let the $n$ scalar symbols obtained from $n$ vector-code symbols be arranged as a length-$n$ scalar codeword $\mathcal{C}_{p,i}$. From Step-1 of Construction 3.1, we have that $\hat{m}_{i,j}^{(h)}(0) = 0$ when $h' > a, i' \in [0 : d - 1], j' \in [0 : d + t - 1]$. Also, $\tilde{m}_{i,j}(0) = 0$ when both $s \leq i' \leq d - 1$ and $s \leq j' \leq d + t - 1$ are true. Thus, for any $i \in [s : d - 1]$, the largest possible degree polynomial in (12) can take is $an + s + 1$. Hence, evaluations of (12) at $n = |U_{i=0}^{s-1}A_i|$ points results in at most $an + s + 1$ zeros or else, all the coefficients of (12) are zeros. These $n$ evaluations of (12) are precisely the entries of $\mathcal{C}_{p,i}$. Thus, $\mathcal{C}_{p,i}$ has a Hamming weight of at least $n - (an + s + 1) = n - P^{inv}(K) + 1$ or else, all the coefficients of (12) are zeros.

Now, we can assume that $\hat{m}_{i,j}^{(h)} = 0$ if $i' \in [s : d - 1]$, as otherwise, from the previous case, we know that the codeword $\mathcal{C}$ has a Hamming weight (at vector-code-symbol-level) of at least $n - P^{inv}(K) + 1$. Fix a $j \in [0 : d + t - 1]$. Together with the fact that $\hat{m}_{i,j}^{(h)}(0) = 0$ for $h' > a, i' \in [0 : d - 1], j' \in [0 : d + t - 1]$ by design, it can now be easily verified that for (13), the largest degree possible is $an + s + 1$. Hence, $\mathcal{C}_{q,i,j}$ (analogous to $\mathcal{C}_{p,i}$, obtained by selecting the scalar symbol corresponding to $q_j^{(i)}(\theta_j)$ from each vector-code symbol) has a Hamming weight of at least $n - (an + s + 1) = n - P^{inv}(K) + 1$, or else, all the coefficients of (13) are zeros.

Hamming weight (at vector-code-symbol-level) of $\mathcal{C}$ is also at least $n - P^{inv}(K) + 1$.

Rate-Optimality: As our codes are designed to be minimum-distance-optimal, we have: $P^{inv}(K) = n - d_{\min} + 1 \implies K \leq P^{inv}(K) = P(n - d_{\min} + 1)$. It follows that the minimum-distance-optimal $C$ can be rate-optimal (iff $K = P^{inv}(K)$). Since we have chosen $b = s(2d+t-s)$, we have that $P(s) = b$ and hence it follows that $P^{inv}(K) = K$.

Thus, the codes constructed are rate-optimal.

IV. CONCLUSION

This letter presents the first-known family of locally MBCR codes. Compared to locally MBR codes, these codes are more efficient in terms of storage and repair bandwidth. However, it is to be noted that the repair process in locally MBCR needs more coordination among failed nodes, because of the 2-step repair process inherent to MBCR codes. As a future direction, it is an open problem to construct optimal locally MSCR codes.
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