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Abstract—Smart cities play a vital role in limiting the ill-effects
of rapid urbanization on the environment without compromising
on benefits such as improving infrastructure, standard of living,
and productivity. However, the collection, storage, and sharing
of data from the plethora of sensor networks in a typical
smart city deployment warrants a well-defined data platform
architecture. In this paper, we propose a multi layer architecture
compliant with the oneM2M standards and the Indian Urban
Data Exchange (IUDX) framework. The proposed architecture
consists of Data Monitoring (DML), Data Storage (DSL), and
Data Exchange (DEL) layers. The DML employs oneM2M as
the middleware platform to achieve interoperability. The DSL
uses a multi-tenant architecture with multiple logical databases,
enabling efficient and reliable data management. The DEL
utilizes standard data schemas and open APIs of IUDX to
avoid data silos, and enables secure data sharing. Further, we
present a proof-of-concept implementation of our architecture
deployed in a university campus using OM2M, PostgreSQL, and
Django. Finally, simulations mimicking real-time data insertion
and retrieval showed that the DML can handle 600 concurrent
users with an average latency under 100 milli seconds. The DSL
improved the latency compared to a single database architecture
and the DEL could handle 100 concurrent users with zero failed
requests.

Index Terms—smartcity; data platform architecture; oneM2M;
IUDX; IoT

I. INTRODUCTION

A. Motivation

According to reports [1] from the United Nations Depart-
ment of Economic and Social Affairs (UN DESA), about 55%
of the global population live in urban areas as of 2018, which
is projected to reach 68% by 2050. While urbanization of
such magnitude vastly improves the Gross Domestic Product
(GDP) of any nation and the quality of life of its citizens,
it also has the potential to inflict irreversible changes on the
environment. Hence, the strategy of urbanization should focus
on efficient use of resources and monitoring environmental
impact in addition to improving infrastructure, quality of
services, and standard of living. The concept of a Smart
City conforms to these goals, and Internet of Things (IoT)
plays a pivotal role in this transformation [2]. Accordingly,
metropolitan cities around the world are transforming into
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smart cities. Parameters such as traffic, weather, and pollution
are being monitored in Aarhus (Denmark) [3]. The trajectories
of taxis [4] and air quality [5] are being monitored in Beijing
(China). Bike sharing data is being monitored in New York
and Chicago (USA) [6] while water table level, air quality, etc.
are being monitored in Barcelona (Spain) [7]. This data can
be used to detect and reduce air pollution, undertake measures
to conserve ground water and other natural resources, and
reduce traffic congestion. However, sensor networks deployed
on a smart city scale produce huge datasets, complicating
data accumulation, storage, secure sharability and analytics.
Therefore, a well-defined data platform to perform these tasks
is a vital requirement in any smart city.

B. Related works

Multiple architectures targeting smart city applications have
been proposed in recent years. Cheng et al. [8] proposed a
live City Data and Analytics Platform (CiDAP). The platform
employs Aeron, an open source IoT broker, to collect data
from multiple sources, a NoSQL database for storage, and
a REpresentational State Transfer (REST) based Application
Programming Interface (API) to grant access to external appli-
cations. Gomes et al. [9] proposed a five layer architecture that
utilizes the Pentaho platform for data integration and analytics.
The Kettle tool provides the Extraction, Transformation, and
Loading (ETL) engine to cleanse the captured data and store
it in a uniform format. The subsequent layers include an
Apache Cassandra database, an R environment for statistical
computing, etc. Liu et al. [10] developed their own ETL tool
as part of a data management framework that additionally
categorizes data based on sensitivity and adopts different
processing (ex: anonymization for private data) and publishing
strategies for each level. However, these architectures are
designed to efficiently process and store the heterogeneous
data gathered from various sensor networks, which is also
their primary drawback. Eventually, the lack of standard data
formats, particularly at the scale of a typical smart city
deployment, would lead to data silos.

To resolve this problem, Datta et al. [11] used sensor
markup language (SenML) to standardise sensor metadata in
a oneM2M based architecture. SenML provides a structured
way to encode sensor measurement and additional attributes
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of a typical IoT device, whereas oneM2M acts as a horizontal
service layer that provides common service functions (CSFs)
such as data and device management, discovery, security, etc.
Additionally, serialized representation of metadata in SenML
allows parallel parsing, resulting in efficient oneM2M servers.
Jeong et al. [12] leveraged Next Generation Service Interfaces-
Linked Data (NGSI-LD) compatible data models and APIs
to define a modular Data Platform Architecture (DPA), that
mainly aims to provide semantic interoperability. The authors
also detail two proof-of-concept implementations including a
parking availability prediction system and a COVID support
system based on this architecture.

While NGSI-LD, oneM2M, etc. enable semantic and cross-
domain interoperability respectively, a smart city oriented
DPA should ideally be compatible with a Data Exchange1,2

framework as well. This provides external APIs for seamless
and secure data sharing between various stakeholders.

C. Contributions of this work

In this paper, we propose a multi layer DPA that is
compliant with the Indian Urban Data Exchange (IUDX)1

framework and oneM2M standards. The architecture con-
sists of a oneM2M-based Data Monitoring Layer (DML) for
seamless data accumulation from various sensor networks of
a smart city such as air quality [13], water quality [14],
and energy monitoring [15]. This data is stored in the Data
Storage Layer (DSL) using a multi-tenant architecture [16]
with multiple logical databases, enabling efficient and reliable
data management. Finally, the Data Exchange Layer (DEL)
enables secure data sharing in a standardised format compliant
with IUDX vocabulary. The rest of the paper is organised
as follows: Section II describes each layer of the DPA and
Section III details our proof-of-concept implementation. We
use OM2M [17], an open source service platform compliant
with the oneM2M standards in the DML. A PostgreSQL
database server is used in the DSL and a Django server acts as
the DEL. Further, each layer is deployed on a discrete physical
server, enabling independent data transactions (insertion, sub-
scription, retrieval). Finally, the latency and throughput results
mimicking real-time data insertion and retrieval are presented
in Section IV followed by the conclusion and the future scope
in Section V.

II. PROPOSED ARCHITECTURE

The proposed architecture consists of a DML, DSL, and a
DEL as illustrated in Fig. 1. Multiple IoT nodes post data to
the DML at predefined intervals depending on the parameters
being monitored. The DML forwards this data using the
subscription-notification CSF of oneM2M to the DSL, where
it is parsed and ingested into a database. The data can be
subsequently accessed by registered clients through the APIs
defined in the DEL.

1https://iudx.org.in/
2https://www.atis.org/scde/

Fig. 1. Illustration of the proposed multi-layered data platform architecture

A. Data Monitoring Layer - DML

The data monitoring layer is based on oneM2M stan-
dards. It uses the inbuilt CSFs to accumulate data from
various IoT nodes. For instance, every data point gener-
ated by a certain water quality node can be stored as
a <contentInstance> resource inside the respective
<container> resource. Multiple such containers can
act as child resources to an Application Entity (<AE>)
resource, which corresponds to the entire water quality
sensor network. Further, these <container> resources
can be managed in groups by defining a <group> re-
source. Data forwarding to the DSL is enabled through
<subscription> resources. Every non-ACP resource is
linked to an <accessControlPolicy> (ACP) resource
via an <accessControlPolicyID> (ACPI) attribute.
ACPs govern the set of allowed operations that can be per-
formed by a specific user in a given circumstance (time, IP
address).

oneM2M also enables discovery and retrieval of resources
with options to filter based on type, labels, and content
size. Further, each <container> resource consists two
unique attributes ol, and la whose values act as Uniform
Resource Identifiers (URIs) to retrieve the oldest and the latest
<contentInstance> respectively. The DML is the first
layer to receive any data point, preserving the highest degree
of data freshness in the DPA. Hence, every latestData retrieval
request received by the DEL exploits the la attribute provided
by oneM2M.
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Fig. 2. A sample format of a resource item. This metadata corresponds to an
air quality node deployed in IIIT-Hyderabad

B. Data Storage Layer - DSL

The data storage layer uses a multi-tenant architecture with
multiple logical databases. This helps in efficient virtualization
of available hardware resources across databases. A typical
smart city scenario has numerous IoT sensor networks acting
as data tenants. Separate logical databases help achieve better
data isolation and efficient data management between these
sensor networks. Further, they also reduce the impact of data
corruption, increase data privacy, and isolate system failures
as data transactions such as insertion, deletion, and retrieval
are handled separately for each logical database.

C. Data Exchange Layer - DEL

Data exchange layer is based on the IUDX framework for
data retrieval using APIs based on NGSI-LD standards. The
DEL consists of a Catalogue Server (CS), an Authorization
Server (AS), and a Resource Server (RS). The CS and AS are
centralised common servers maintained by IUDX and the RS
is customised by the data provider.

1) Catalogue Server: The CS maintains the information of
the resource groups and resource items. A resource group is
a collection of all the resource items associated with it where
a resource item refers to an IoT node. A sample format of a
resource item is shown in Fig. 2. The CS framework uses a
structured vocabulary3 derived from the Resource Description
Framework (RDF) as the base context. The metadata has
many user defined attributes such as name, which identifies

3https://voc.iudx.org.in/

Fig. 3. Data retrieval based on the OAuth 2.0 framework

the unique device name, label and description, which are
used for simple description of the device, followed by device
static attributes such as location and tags. Finally, the provider
attribute identifies the RS paired to the resource item and
group.

2) Authorization Server: The AS handles user registration,
access policy creation/deletion, and token generation for data
retrieval based on the OAuth 2.0 framework. This is detailed
in Fig. 3. The data requester must register on the AS to access
the IUDX APIs and get the JSON Web Token (JWT) required
for data retrieval. To retrieve the data of an open resource,
a data consumer can get a token by registering on the AS.
However, in case of a secure resource, the registered data
consumer can get a JWT only if the data provider has already
created the required data policy for the consumer. This allows
the data provider to restrict access to secure resources. Fig. 4
illustrates a sample decoded JWT for a secure resource. The
data-retriever is given access to APIs, which is denoted by the
value of the consent i.e., <cons> key in the decoded JWT.

3) Resource Server: The RS is developed and owned by
the data provider. It is primarily responsible for handling
data retrieval requests and token verification to prevent unau-
thorised access. The RS verifies the issuer <iss>, audi-
ence <aud>, assign <iat> and expiration <exp> time,
resource id <iid>, token requester’s role <role> and
consent <cons> given to the data consumer in the data
access policy in the case of a secure-resource of the received
token. The consumer can use the latest API to retrieve the
latest data of a resource item, temporal API for historical data,
and meta-info API for metadata of a particular IoT node.

III. IMPLEMENTATION

Fig. 5 illustrates the proposed DPA implemented at IIIT-
Hyderabad. The DPA handles the monitoring, storage, and
retrieval of the data accumulated from various heterogeneous
sensor networks and IoT nodes elaborated below.
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Fig. 4. A sample decoded JWT for a secure resource

A. Deployed Sensor Networks

1) Air Quality Monitoring: Several air quality parameters
such as particulate matter (pm2.5 and pm10), temperature,
relative humidity, and CO concentration are monitored through
densely deployed sensor nodes to increase the spatio-temporal
resolution of air quality data as detailed in [18].

2) Crowd Monitoring: This sensor network monitors
crowding of people to check the number of mask violations
to avoid a COVID-outbreak inside the campus.

3) Energy Monitoring: Several energy parameters such
as the individual phase currents and voltages, power factor,
frequency, energy consumption, apparent and real power are
monitored to understand the usage patterns and provide faster
resolutions to power outages as detailed in [19].

4) Water Quality Monitoring: Water quality parameters
such as total dissolved solids (TDS), and temperature are being
monitored to avoid health problems caused by poor quality
water, as detailed in [20].

5) Smart Room Monitoring: Occupancy state and energy
consumption of a room are monitored to adjust the air condi-
tioning, lighting, and ventilation dynamically.

6) Solar Monitoring: Parameters such as energy generated
in a day, signed active power, instantaneous frequency, output
power factor, voltage, and current are monitored to efficiently
analyse the solar energy generated by solar panels.

7) Weather Monitoring: Multiple weather monitoring sta-
tions are deployed to monitor parameters such as solar ra-
diation, temperature, relative humidity, wind direction, wind
speed, gust speed and dew point. This data is used for weather
forecasting.

B. Data Monitoring Layer

Data monitoring layer uses OM2M, an open-source imple-
mentation of the oneM2M standard to collect data from all
IoT nodes seamlessly. The horizontal service layer of OM2M
enables data interoperability and eases the application devel-
opment process independent of the underlying communication
technologies. The developed resource tree is illustrated in Fig.
6. It consists of an IN-CSE, the root or parent for all the re-
sources in the resource tree. IN stands for Infrastructure Node

Fig. 5. Implementation of the proposed DPA at IIIT-Hyderabad

and CSE stands for Common Service Entity. The IN-CSE has
multiple <AEs> and <cnts>, each <AE> corresponding
to a sensor network, and each <cnt> to an IoT node. The
<cnt> describes the node’s data attributes and stores the
incoming live data. Each sensor network has a unique <ACP>
to enable controlled data inputs.

For instance, in Fig. 6, AE-CM is the application entity
belonging to the Crowd Monitoring (CM) sensor network,
which contains six nodes, CM-MG00-00 to CM-VN91-00.
These nodes use the acp-crowd access control policy for
publishing the data. Other sensor networks publish data to
the correspondng AEs in a similar manner.

C. Data Storage Layer

Django, an open-source framework for backend web appli-
cations based on Python, is used to develop the data insertion
APIs in the data storage layer. PostgreSQL, a robust relational
database, is integrated with Django to store historical data. The
Django API layer subscribes to each IoT node’s data container
on the OM2M platform using the <subscription> re-
source. As soon as the OM2M platform receives the data from
an IoT node, it forwards the data as a server sent event (SSE)
to Django. This data is then parsed to extract the information
such as node name, sensor network ID, values of monitored
parameters, and timestamp.

As illustrated in Fig. 5, using a multi-tenant multiple logical
database architecture, each sensor network has a unique Post-
greSQL database instance where the parsed data gets stored.

D. Data Exchange Layer

We developed a resource server based on the IUDX frame-
work in the data exchange layer. The catalogue and authoriza-
tion servers are standardized central servers for all Indian smart
cities maintained by the IUDX organization. The resource
server uses Django’s REST-API framework to implement five
different data retrieval APIs. Fig. 5 illustrates the flow of
the data retrieval requests of different APIs as the part of
RS implementation. The latest data API request fetches data
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Fig. 6. Illustration of Smart Campus, IIIT-H resource tree, built on the
OM2M platform

from the DML through the RS to preserve data freshness.
Three temporal data API variants of the RS use the DSL
for historical data. Standard temporal API fetches the data
based on the timestamps, followed by temporal API with
parameter filtering that can filter the requested data for specific
parameters. Finally, temporal API with limit-offset acts as a
pagination feature for the standard temporal API. The fifth
API is the meta-info API which helps the user understand the
device information such as sensors, accuracy, and resolution.

Further, in both DSL and DEL, Apache, an open-source,
cross-platform web server, is used to host Django along with
the mod-WSGI. Apache provides an access control mecha-
nism, web server security, and a high-performance mechanism
required for large-scale implementations. The python-based
WSGI package acts as a web server gateway that provides an
Apache module for communicating and exchanging requests
between Django and Apache.

IV. RESULTS AND DISCUSSION

Performance analysis has been conducted to evaluate the
feasibility, sustainability, and scalability of each layer in the
proposed DPA. We have tested the implementation by varying
the number of parallel users and evaluating the latency in
milliseconds, i.e. the time to process a request, and throughput,
i.e. the number of requests served per second, as defined in
Equation (1). The experiments were conducted on a computer
with an Intel Core-i5-8400 2.80 GHz processor, 8 GB of RAM,
and a 64-bit Ubuntu 18.04 operating system.

T hroughput (s�1) =
1000

Latency (ms)
(1)

Fig. 7. OM2M retrieval performance characteristic

A. Data Monitoring Layer

The primary purpose of this experiment was to mimic the
DML’s real-time data insertion and retrieval scenarios. A 12-
hour performance test has been conducted on the DML, and
the analysis revealed that it could handle 8 parallel users in the
data-insertion scenario. As seen in Fig. 7, the retrieval latency
increased proportionally with the increasing parallel users, and
DML was able to handle upto 600 parallel users with zero
downtime in the data-retrieval scenario, while keeping latency
well under 100 milliseconds.

TABLE I
THROUGHPUT ANALYSIS OF DATA EXCHANGE LAYER

Type of API
Latest Temporal Temporal with Temporal with Meta-Info

Parameter Filtering Limit-Offset
Throughput 3.37 1.91 4.46 4.79 82.17

B. Data Storage Layer

The impetus for this assessment was to highlight the ad-
vantages of the proposed DSL architecture for a multi-sensor
network scenario. This is reflected by the increased throughput
in the standard temporal API scenario. As shown in Fig. 8,
the analysis is conducted with two variable parameters: the
parallel user count and data points per request. The parallel
user count is varied in steps of 25 users, and within each
parallel user set, the requested data points are varied from
200 to 600 in steps of 200. The retrieval performance test for
all such permutations are conducted on a single database and
proposed DSL, where each request effectively retrieves data
of three sensor networks simultaneously using the standard
temporal API. Clearly, the proposed multi-tenant architecture
with multiple logical databases has higher throughput when
compared to a single database, as seen in Fig. 8.

C. Data Exchange Layer

Table I summarises the throughput analysis of the different
APIs implemented in DEL. The meta-info API outperformed
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Fig. 8. Throughput analysis of the architecture using single and multiple logical databases.

other APIs because it consists of static device information,
followed by the temporal API with filters due to lesser
effective data output. The latest data API outperformed the
standard temporal API and this can be attributed to the larger
data that is retrieved in the temporal API.

V. CONCLUSION AND FUTURE SCOPE

In this paper, we propose a multi-layer data platform
architecture for smart city applications consisting of a Data
Monitoring Layer (DML), a Data Storage Layer (DSL), and
a Data Exchange Layer (DEL). The DML accumulates data
from various sensor networks using a horizontal service layer
based on oneM2M standards. The DSL stores this data in
a multi-tenant architecture with multiple logical databases to
reduce data corruption and isolate system failures. The DEL
based on the IUDX framework provides five different APIs to
retrieve data. We demonstrate interoperable data management
through a proof of concept implementation of the proposed
architecture. We evaluated the feasibility and sustainability
by analysing latency and throughput of different layers. In
the future, a data analysis layer can be integrated into the
architecture to gain valuable insights from the collected data.
Further, a distributed platform such as Apache Kafka can be
integrated to improve the scalability of the architecture.
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