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Abstract

We address the development of explainable Question Answering (QA) systems for Indic
languages, focusing on the unique challenges posed by resource scarcity and the complex-
ities of multilingual processing. The research begins by categorizing QA systems based
on context, domain, conversational requirements, and answer types, emphasizing the im-
portance of text-based QA for cognitive development. A comprehensive literature review
highlights advances in factoid and non-factoid QA, the rise of Transformer-based models,
and the critical role of retrieval mechanisms for handling extended contexts. Our work also
identifies significant gaps in resources for Indic languages, particularly for non-factoid QA,
and underscores the necessity for efficient, explainable, and retrieval-augmented models. To
address the lack of structured knowledge extraction tools for low-resource languages, the
thesis introduces IndIE, an Open Information Extraction (OIE) system designed for Hindi.
IndIE employs a multilingual pretrained transformer, fine-tuned on chunk-annotated data
from English and five Indic languages, to generate triples from unstructured sentences. In
sequence labeling tasks (like chunking), it was found that the mean of subword token em-
beddings is more beneficial than other approaches. The system leverages chunk tagging and
Merged-Phrase Dependency Trees, achieving a 0.51 Fl-score on a benchmark of 112 Hindi
sentences and producing more granular triples than existing multilingual approaches. The
underlying methodology demonstrates potential for extension to Urdu, Tamil, and Telugu,
given the generalizability of the chunker and the language-agnostic nature of the triple

extraction rules.

Recognizing the challenge of resolving references to the same entity across text, the
thesis present TransMuCoRes, a multilingual coreference resolution dataset spanning 31
South Asian languages. Using automated translation and word alignment, TransMuCoRes
fills a critical resource gap for coreference tasks in these languages. Two coreference models,
trained on a combination of TransMuCoRes and manually annotated Hindi data, achieve
LEA F1 and CoNLL F1 scores of 64 and 68, respectively, on a Hindi test set. The work
also critiques current evaluation metrics, advocating for improved measures to handle split
antecedents. Building on these foundational tools, the thesis introduces MuNfQuAD, a
multilingual non-factoid QA dataset comprising over 578K question-answer pairs across

38 languages, including numerous low-resource languages. Questions are derived from in-



terrogative sub-headings in BBC news articles, with corresponding paragraphs serving as
silver-standard answers. Manual annotation of 790 pairs reveals that 98% of questions are
answerable using the provided context. An Answer Paragraph Selection (APS) model, fine-
tuned on this dataset, achieves 80% accuracy and 72% macro F1 on the test set, and 72%
accuracy and 66% macro F1 on the golden set, outperforming baseline methods and demon-
strating effective context reduction.

The thesis further investigates explainability in QA and related tasks. Through exper-
iments on the HateXplain benchmark, it compares three post-hoc interpretability meth-
ods for transformer-based encoders in hate speech detection. Notably, Layerwise Relevance
Propagation (LRP) underperforms, sometimes even less informative than random ratio-
nale generation, due to its tendency to focus on initial tokens. This finding highlights the
limitations of LRP for explaining fine-tuned transformer predictions. To enhance QA perfor-
mance for long contexts, especially in Indic languages, the thesis explores various context-
shortening strategies based on OIE, coreference resolution, and APS. Experiments with
three popular Large Language Models (LLMs) on Hindi, Tamil, Telugu, and Urdu show
that these techniques improve semantic scores by an average of 4% and token-level scores
by 47% without fine-tuning, and by 2% with fine-tuning, while also reducing computational
demands. Explainability analyses using LIME and SHAP indicate that APS-selected para-
graphs concentrate model attention on relevant tokens. However, the study notes persistent
challenges for LLMs in non-factoid QA requiring reasoning, and finds that verbalizing OIE
triples does not further enhance performance.

As a retrospective epilogue of the thesis, we also present a Hindi chatbot for maternal
and child health queries. Using a curated FAQ database and an ensemble of rule-based,
embedding-based, and paraphrasing classifiers, the system covers 80% of user queries and
retrieves at least one relevant answer in the top three suggestions for 70% of cases. Collec-
tively, this work advances the state of explainable QA for Indic languages by developing
novel resources, tools, and evaluation frameworks, and by demonstrating the effectiveness
of context-shortening and interpretability techniques in low-resource, multilingual settings.
Future work in QA systems for Indic languages includes expanding benchmarks like Hindi-
BenchlIE to other low-resource languages for standardized evaluation of triple extraction
methods, thus advancing multilingual OIE. The release of TransMuCoRes checkpoints of-
fers a baseline for multilingual coreference resolution research. Using APS models as reward
models for LLM alignment may improve answer accuracy for complex queries. Additional
directions involve deploying chatbots in real-world settings, refining OIE and coreference
models, expanding multilingual QA datasets, and enhancing explainability. Evaluating sys-
tems on longer contexts and integrating advanced alignment strategies will foster robust,

transparent QA frameworks for Indic languages.
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Chapter 1

Introduction

|
Question-Answering (QA) has long played a crucial role in facilitating knowledge acquisi-
tion for humans. The advancement of QA systems has significantly impacted information
retrieval and comprehension, making them a fundamental component of artificial intelli-
gence research. This work aims to trace the evolution of QA systems, emphasizing their
growing importance and transformative potential. To ensure a comprehensive understand-
ing, this chapter introduces key terminologies frequently used in the domain of automated
question-answering. Additionally, we articulate the rationale for selecting the specific modal-
ity addressed in this study, with a particular emphasis on the challenges and opportunities
associated with Indic languages. Furthermore, this chapter provides an overview of the
thesis structure, delineating its core contributions. A summary of the research outcomes,

including key publications resulting from this work, is also presented.

Unicorn bull seal []



Chapter 1. Introduction

The ability to ask questions is considered one of the highest cognitive faculties in humans,
distinguishing us from other animals. There have been significant efforts to communicate
with various great apes using sign language [] Through extended interactions, humans
have successfully engaged in conversations with apes, eliciting responses to questions re-
garding their dietary habits [@], behaviors [@], and even abstract concepts such as death
[@] In some instances, apes have formulated instructions (e.g., requests such as “give me
Brazil nuts” or “bring my leash”) in a manner resembling queries [] However, to date,
there is no documented evidence of an ape independently posing an information-seeking
question to a human interlocutor [, @]

During the Second World War, humanity endured numerous harrowing experiences.
However, one notable outcome of this period was the inception of the field of Natural Lan-
guage Processing (NLP), primarily aimed at developing mechanical methods for translating
Russian to English [@, @] Within less than two decades, QA emerged as a subfield of
NLP, focusing on the automatic generation or extraction of answers to posed questions [@]
The earliest QA system was designed to answer questions specifically related to baseball
games. It processed questions read from punch cards, and representing them in the form of
attribute-value tuples. Missing attributes were retrieved from associated data dictionaries.
For instance, a punch card containing the question ‘ Where did the Yankees play on Septem-
ber 10 in 19607’ is depicted in Figure @ The corresponding extracted attributes and their

values would be as follows:

Place = 7 Team = Yankees
Month = September Day = 10
Year = 1960
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Figure 1.1: An image of a punch card carrying the question “Where did the Yankees play
on September 10 in 19607”. Image generated by https://www.masswerk.at/keypunch/.


https://www.masswerk.at/keypunch/
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Alan Turing identified the efficacy of the QA methodology as a means to assess whether
‘machines can think’ [@] The proposed evaluation, termed The Imitation Game, involved a
human evaluator interacting with both a machine and a human through a series of questions
to determine which participant was the machine. This test later became widely known as
the Turing Test. Recent advancements in the fields of NLP and Artificial Intelligence (AI)
have enabled the development of models that have successfully passed this Turing Test [@]
The study of QA tasks holds significant importance, as learning through questioning has
been shown to effectively enable models to grasp complex nuances across various modalities,
including text [@], video [@], and audio [@] In this work, we have focused specifically on
the text modality.

1.1 Modality

Our motivation for selecting the text modality arises from the recognition that written
text has played a fundamental role in the advancement of human knowledge. In the bi-
ological domain, information is primarily transmitted across generations through genetic
inheritance. While parents can impart limited knowledge to their offspring during their
lifetime, ancestral information is predominantly passed down through genetic mutations.
For instance, voles (a species of rodent) inhabiting prairie environments experience lower
food availability and population density compared to their counterparts in mountainous
regions [@] Consequently, the vasopressin receptor gene in prairie voles has evolved to be
longer than that in mountain voles, leading to strict monogamous behavior in the former
[@] However, humans have circumvented the reliance on genetic mutations for intergen-

erational knowledge transfer by developing a system commonly referred to as ‘writing’ [EI]

29,086
Barley
37 months
m
Kushim m

Figure 1.2: A tablet carved in clay (right) discovered from Uruk, Mesopotamia (now Iraq)
belonging to the time period of 3400-3000 BCE. The tablet is an accounting record of food
grain (left) [1].
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Figure @ illustrates one of the earliest records of human-written information. The written
text modality facilitated the creation of manuscripts, books, and other forms of recorded
knowledge, significantly accelerating the progress of human understanding. Therefore, this
work focuses on the text modality for QA systems. QA systems based on textual data can

be categorized into different groups based on their distinct features.

1.2 QA Features

Early text-based QA systems relied on hand-crafted rules to recognize patterns [31]. How-
ever, modern QA systems leverage models trained on labeled Question-Answering datasets
(QuADs). The specific characteristics of any QA system are inherently influenced by the
QuAD on which it has been trained [32, B3|. Figure E presents some common features of
QA tasks within the text modality. The key characteristics of QuADs are outlined in the

following subsections.

1.2.1 Domain

In a given QuAD, questions may pertain to a specific subject, field, or domain. Such datasets

are categorized as closed-domain QuADs, whereas datasets containing questions derived

Open-Domain Closed-Domain

Conversational

ourse

¥

Memory-less

Answer Type

Short-span Paragraphs/sentences
(factoid) (non-factoid)

Figure 1.3: Common features of different Question-Answering (QA) systems, categorized
based on key aspects such as domain, context length, discourse style, and answer type. QA
systems can be either open-domain or closed-domain, depending on their scope of knowledge.
They may also vary in context usage, ranging from no context to short or long contexts.
Additionally, discourse styles can be conversational or memory-less, influencing how follow-
up questions are handled. Lastly, QA systems produce different types of answers, either

short-span factoid responses or longer, non-factoid paragraph-style answers.
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from open-web sources or news portals are classified as open-domain QuADs. The advantage
of closed-domain QA systems is their ability to provide reliable answers using a structured
knowledge base [34]. Conversely, Large Language Models (LLMs) pre-trained on extensive
text corpora from the web are better suited for handling open-domain question-answering
tasks [B5]. Examples of closed-domain QA systems include those designed for baseball [23]
and healthcare [36]. In contrast, QA systems trained on open-domain QuADs, such as

SQuAD [37], are classified as open-domain QA systems.

1.2.2 Discourse

Certain QA systems are designed to incorporate the context of previously asked questions
and their corresponding answers to generate responses for the current query. These sys-
tems function as conversational agents, commonly referred to as chatbots. Training such
QA systems requires a QuAD containing conversational data. Conversely, QA systems that
process each question independently, without considering prior interactions, are character-
ized as memory-less discourse systems. For instance, the ChatGPT web interface operates
as a conversational QA system by integrating previously asked questions and their answers
with the current query [3§]. Initially, this functionality did not persist across different chat
sessions; however, in a recent update, ChatGPT has been enhanced to maintain a global
memory across sessions, incorporating prior interactions into its responses [39]. Generally,
QuADs are memory-less unless explicitly designed otherwise. Examples of conversational
QuADs include CoQA [40] and TopiOCQA [41].

1.2.3 Answer Type

Certain questions can be adequately answered with just a few words or a short phrase.
For instance, the question “Who was the first Prime Minister of India?” can be sufficiently
answered with the phrase “Jawaharlal Nehru.” In the field of Natural Language Processing,
such questions are classified as factoid questions. In contrast, questions that necessitate
comprehensive, multi-sentence responses are referred to as non-factoid questions. For ex-
ample, the question “How did Jawaharlal Nehru become the first Prime Minister of India?”
requires a detailed, explanatory answer.

In our analysis of the Natural Questions (NQ) dataset [42], which includes manual
annotations distinguishing questions that cannot be answered with a factoid response, we
observed clear differences between factoid (short) and non-factoid (long) answers. Out of the
dataset, 78K questions had short, factoid answers, while 38K required true long, non-factoid
answers. Syntactically, factoid answers were much simpler, with an average dependency tree
depth of 2.6 (ranging from 1 to 15), compared to a much deeper average of 8.0 (ranging
from 2 to 333) for non-factoid answers. Furthermore, the composition of Part-Of-Speech
(POS) tags differed notably: in short answers, proper nouns, common nouns, and numerals
(PROPN+NOUN+NUM) made up 72% of the answer tokens, whereas in long answers,



1.2. QA FEATURES Chapter 1. Introduction

‘ Name ‘ Source ‘ Domain ‘ Context ‘ Answer Type Discourse ‘ #QA ‘
losed
MedQuAD Ben Abacha and Demner-Fushman A, [@] ¢ OA%‘( No Non-factoid Memory-less 47K
(Medicine)
Closed
LiteratureQA A, [@] % Short Factoid Memory-less | 150K
(Literature)
(0)
ELI5 7 [@] (V\/pckl)]) Short Non-factoid Memory-less | 270K
e
Ope
CoQA , [@] o™ f:nl ) Short Factoid Conversational | 127K
Iultiple
(0]
TopiOCQA Adlakha et al , [@] pen Long Factoid Conversational | 50K
(Wikipedia)
SQuAD bo1d, (B4 Open 100K
Tultinl Short Factoid Memory-less
SearchQA o1, [5d] (Multiple) 140K
NaturalQA bo1d, (1 Open 300K
Search Enei Long Both Memory-less
MS MARCO Nguyen et al] o1d, (51 (Search Engine) 182K
TriviaQA Bo17, (54 95K
NewsQA Ro17, [54] Open , 100K
Multinl Long Factoid Memory-less
HotpotQA bo1s, (54) (Multiple) 113K
NarrativeQA o1, [64) 47K

Table 1.1: Popular Question-Answering Datasets (QuADs) with their corresponding fea-
tures. The aforementioned works in the table have been collectively cited in more than 22K

research papers.

these tags accounted for only 41%. These findings highlight that factoid answers tend to be
short, syntactically simple, and dominated by entity or number tokens, while non-factoid
answers are longer, structurally complex, and more lexically diverse.

Historically, the development of factoid QuADs has been more prominent, with well-
known examples including SQuAD [@] and NaturalQA [@] However, there has also been
significant progress in the creation of non-factoid QuADs, as exemplified by works such as
NLQuAD [4].

1.2.4 Context

A question posed to a QA system may be accompanied by a text or document from which
the system is expected to extract or generate an answer. This differs from closed-domain QA
systems, as the questions and their associated contexts can originate from any domain. An
extension of QA is the task of extracting or generating answers based on a provided context,
commonly referred to as Machine Reading Comprehension (MRC) [] The accompanying
context may be either short or long. In the absence of a universally accepted definition
for a long context, this study adopts a threshold of 512 tokens to classify a context as
long. This threshold is primarily chosen because it aligns with the default input limit of
transformer-based encoder architectures, such as BERT [@] and RoBERTa [@], which are
widely utilized in QA models [@]
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1.3 Non-factoid

Factoid questions, which can be answered with short spans of text, have been extensively
studied in the field of QA [56]. Recent advancements in QA systems indicate that factoid
questions can often be addressed with near-human performance [57]. Furthermore, Weis-
senborn et al. [58] demonstrated that answering factoid questions frequently relies on simple
lexical heuristics between the question and its corresponding context.

In contrast, non-factoid QA has received comparatively less attention since the early
stages of QA research [59]. Non-factoid QA systems are crucial for applications such as
generating responses for voice assistants like Amazon Alexa [60]. Additionally, non-factoid
questions are prevalent in web forums [61], and search queries requiring long descriptive an-
swers are commonly observed in search queries on Bing [51)]. Table @ presents a selection of
widely used English QuADs in the text modality along with their respective features. Unlike
modalities such as images and videos, text-based modalities are inherently dependent on
the underlying natural language and script. It has been observed that a significant propor-
tion of available data resources are in English [33]. This study focuses on the development
of QA systems and related resources for underrepresented languages within computational

linguistics.

1.4 Indic Languages

India constitutes 2.4% of the world’s land surface while supporting 16% of the global pop-
ulation and 23% of the world’s languages [62, 63]. However, research suggests that the
number of speakers of a language is not as significant a factor in language preservation as
the natural process of intergenerational transmission [64]. Technology plays a crucial role
in Indigenous Language Revitalization (IVR) by fostering a sense of pride in cultural and
linguistic heritage [65]. Despite India’s longstanding tradition of studying natural languages,
the scarcity of computational resources for Indic languages remains an important avenue
for exploration [57].

The Astadhyay1 (JTETEIRAY, pronounced ash-tha-dhya-yee), authored by the sage Panini,
stands as evidence that scholarly efforts to understand the structure of natural languages
have been ongoing in the Indian subcontinent since the 5th century BCE. Furthermore, it
continues to be an active subject of study in contemporary linguistics [66, 67, 68]. In the
late 16th century, the Mughal emperor Akbar authorized language deprivation experiments,
wherein mute wet nurses were instructed to raise orphaned children without linguistic expo-
sure [69]. This initiative was driven by the pursuit of identifying an innate human language,
reflecting the longstanding inquisitive tradition within the Indic subcontinent to empirically
investigate the nature of human languages.

One possible approach to addressing the resource limitations of low-resource languages

is to translate the input into a high-resource language, leverage existing NLP tools, and
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subsequently back-translate the output into the original low-resource language. Some studies
have explored this direction [70]. However, as discussed later in this thesis, this approach
has several limitations. To illustrate why translation cannot serve as a permanent solution,
we highlight the fundamental constraints of translation itself through the following example.

In 1989, a Malayalam-language comedy-crime-thriller film titled Ramji Rao Speaking was
released. The film featured a scene in which the three male lead actors engage in a fistfight,
during which the 1oinc10thE of one character falls off without his realization. At that moment,
an unknown woman enters the scene. One of the other men whispers into the ear of the man
whose loincloth has just fallen, saying @36ng (mundu), which means ‘loincloth’ in Malayalam
but is also colloquially used to mean ‘talk.’ The listener misinterprets the statement and
responds, "1 do not know her! You talk to her!”—resulting in a humorous situation. In 2000,
the film was remade in Hindi under the title Hera Pheri. A direct translation of the scene
into Hindi would not have been effective, as the words for ‘talk’ and ‘loincloth’ in Hindi
are entirely distinct. Instead, in the Hindi adaptation, the actor whispers, 33T 5l (utha le!,
meaning ‘pick up’ or ‘lift’), to which the half-clad character misunderstands and responds,
“How can I lift her! I barely know her! Moreover, she must weigh 40-50 kilograms!” [71].

The challenges of translation extend beyond linguistic polysemy; cultural nuances em-
bedded in language further complicate the process. For instance, consider the Hindi word
SIST (joo-tha), which is typically translated as food that has been tasted by someone else.
However, within Indian cultural contexts, the term carries a deeper connotation. If a chef
samples a dish to check for seasoning and spice balance, this act is referred to as TG
(tasting), not SIGI. The word 3T bears a negative connotation, as it signifies a form of
contamination where human contact (especially through saliva) renders the food or utensil
impure. Historically, the term has also been employed as a tool for caste-based discrimina-
tion in certain parts of India, where individuals from lower-caste communities were deliber-
ately given S[3T (leftover) food as an act of humiliation [72]. However, a contrasting cultural
representation of this concept appears in a 1987 television adaptation of the ancient San-
skrit epic Ramayana. In one scene, Lord Ram is depicted consuming berries offered by his
devoted follower, Shabri, an elderly tribal woman. In her desire to serve only the sweetest
berries to Lord Ram, Shabri first tasted each berry, thereby inadvertently making them SgI.
Nonetheless, Ram willingly ate the berries, recognizing the sincerity and devotion behind
her gesture. Notably, this specific incident does not appear in any of the five authoritative
written versions of the Ramayana but was incorporated into the television series based on
Hindi-Urdu theatrical adaptations performed in northern India [73].

Therefore, to address a question such as Y™ q ot & 31\’3 R R GRP (Why did Ram
eat Shabri’s leftover berries?), any QA model must first understand the cultural nuance
of the term S[3T, which does not always directly translate to “leftover”. For instance, the
sentence H7 38 ST fHAT 81 (I have made it JBT) translates to “I have made it impure.” A

Loincloth (dhoti) is a traditional men’s garment in the Indian subcontinent, made of unstitched cotton,

wrapped around the waist and legs, and secured by tucking or tying.
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comprehensive understanding of such terms can only be achieved if QA models are trained
on Indic language resources that frequently use the term. These examples underscore the
fundamental limitations of translation, further emphasizing the necessity for developing
dedicated tools and resources for low-resource languages.

Another motivation for developing tools and resources for Indic languages is that this
work has been partially supported by the University Grants Commission (UGC) of India
under the Junior Research Fellowship (JRF) scheme. This initiative is funded by the cen-
tral government of India, which is elected through nationwide general elections held every
five years. The authors believe that since nearly one billion people contribute, directly or
indirectly, to supporting this research, it is imperative to work toward the development of
their languages. Throughout the course of this thesis, the need to develop tools for Indic
languages has become evident, particularly for problems such as Open Information Extrac-
tion and coreference resolution, which serve as essential supporting tasks in the proposed
QA framework.

We hear many people saying that our languages are not rich enough
(e in words to express our highest thinking. Gentlemen, this is no fault
of the language. It is for us to develop and enrich our language.

- Mahatma Gandhi, 1917 [[74]

1.5 Open Information Extraction

Open Information Extraction (OIE) aims to extract structured information, commonly rep-
resented as subject-predicate-object triples, from unstructured text without relying on a
predefined ontology or schema. Unlike traditional information extraction methods that re-
quire a fixed set of relationships or entity types, OIE systems operate in an open-domain
setting, enabling them to identify and extract relationships and facts from any text source.
The objective is to transform free-form text into a structured format that can be efficiently
processed and queried by machines. For example, from the sentence “Elon Musk founded
SpaceX in 2002”7, an OIE system would extract the triples (Elon Musk, founded, SpaceX)
and (SpaceX, founded in, 2002). In this case, the system identifies the entities “Elon Musk”
and “SpaceX” and the relationships "founded” and ”founded in” without requiring prede-
fined rules about companies, founders, or dates. This adaptability makes OIE valuable for
tasks such as knowledge graph construction, question answering, and information retrieval

from large and diverse text corpora.

1.6 Coreference Resolution

It is a NLP task that involves identifying and linking different text spans that refer to

the same object or action in real-world. It aims to resolve pronouns, noun phrases, and
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other referring expressions to their correct antecedents, thereby improving the coherence
and understanding of a text. For example, in the sentence “Elon Musk founded SpaceX
in 2002. He aimed to reduce the cost of space travel,” a coreference resolution system
would identify that “He” refers to “Elon Musk.” Effective coreference resolution enhances
various downstream NLP applications such as machine translation, information extraction,
question answering, and summarization. In question answering, resolving coreferences helps
the system maintain context across multiple sentences, while in summarization, it ensures
that references to entities are consistent and clear. Coreference resolution is also critical
in dialogue systems, where understanding user context and maintaining coherence over

multiple conversational turns depends on correctly resolving references.

1.7 Problem Statement

The objective of this thesis is to develop a framework for Non-Factoid Automated QA in
Indian languages by generating an explainable, query-specific short context from a longer
context. This is achieved through the integration of multiple supporting tasks, including
OIE, Coreference Resolution, and Information Retrieval. The problem statement has been
visualized in Figure @

Open
f
Information [ Crc:er;aotlaurggse ] ‘ Retrieval-based
Extraction
Non-factoid Explainable ] (

Question-Answering Long-context ]

=HES short-context | |
in Indic Languages

Answer ] [ Question 1

Figure 1.4: A visual representation of the problem statement, illustrating the process of
developing a Non-Factoid Automated QA system for Indic languages. The framework aims
to generate an explainable, query-specific short context from a longer context to improve

answer retrieval.
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1.8 Motivation

In the initial phases of our research, we observed that numerous significant works had been
conducted on factoid-based QA within a small-context setting. While search engines like
Google can index the open web and retrieve relevant sources for a given query, they are
unable to index and process local documents. Some architectural innovations were proposed
to extend the capability of existing methods to handle longer contexts; however, English data
was primarily used by these models for pretraining. There was a notable scarcity of tools
capable of processing long documents in Indian languages and enabling users to ask queries
based on such documents. This gap led us to explore the possibility of developing a method
for automatically answering questions based on long documents in Indian languages. Given
the challenging nature of non-factoid questions and their prevalence in real-world scenarios,
we decided to focus specifically on non-factoid QA.

As our research progressed, we identified the necessity of certain NLP techniques for
building an effective framework for non-factoid question answering. Key examples include
OIE and Coreference Resolution. The unavailability of such tools for Indian languages fur-
ther motivated us to develop these methods ourselves. Additionally, incorporating explain-
ability into a black-box QA system enhances its reliability, particularly in sensitive domains
such as medical record queries. Therefore, the broad applicability of non-factoid QA sys-
tems and the lack of NLP resources for Indic languages were the primary motivations for

pursuing this research direction.

1.9 Thesis Outline

We have structured the thesis into nine chapters, each organized to begin with a motivation
outlining the significance of the chapter, followed by a description of the topics covered. Each
chapter concludes with a summary that encapsulates its key points. Appendix is included
at the end of the thesis, providing supplementary results related to our work. Additionally,
the cover pages of the chapters feature illustrations of seals excavated from Indus Valley
Civilization (IVC) sites, serving an aesthetic purpose while also representing some of the

earliest known written text evidence from the Indian subcontinent.

e Chapter 1 provides an introduction to the overarching theme of the thesis, em-
phasizing its significance and motivation. Additionally, it familiarizes readers with
fundamental terminologies associated with QA systems, particularly in the context of

non-factoid questions.

e Chapter 2 presents a comprehensive review of the literature relevant to the core
themes of this research. It examines foundational studies in question answering and
its associated tasks while identifying key research gaps encountered during the course
of this study.

11
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Chapter 3 details the development of a triple extraction method for unstructured
text in Indian languages. It highlights the limited research efforts in this area and
critically evaluates the shortcomings of existing methods based on empirical obser-
vations. A comparative analysis is conducted between baseline approaches and the
proposed method, which leverages dependency relations and handcrafted rules. The
chapter concludes by summarizing key findings and outlining directions for further

research.

Chapter 4 addresses the scarcity of resources for automatic coreference resolution
targeting South Asian languages. It introduces a multilingual dataset constructed
by automatically translating and aligning widely used English-language resources.
Furthermore, it discusses the limitations of existing coreference evaluation metrics
for multilingual datasets. The chapter concludes by summarizing the findings and

providing motivation for subsequent research.

Chapter 5 examines the scarcity of multilingual Question-Answering Datasets and
emphasizes the need for resources tailored to non-factoid question answering. It de-
scribes an automated approach for constructing a non-factoid QuAD through heuristic-
based web scraping from a news portal. The performance of baseline models is eval-
uated and compared with the proposed Answer Paragraph Selection (APS) model,
which is fine-tuned on the newly developed dataset. The chapter concludes by sum-

marizing key findings and outlining directions for subsequent research.

Chapter 6 investigates the effectiveness of various post-hoc Explainable AI (XAI)
methods by benchmarking them on a text classification task using manually annotated
rationales. It provides a review of the existing literature comparing different XAI
techniques while highlighting the lack of studies that evaluate these methods on the
given benchmark. The chapter concludes with a discussion of the findings and potential

avenues for further research.

Chapter 7 evaluates the state of QA systems in Indic languages following the advent
of multilingual LLMs. It synthesizes the methodologies and resources introduced in
previous chapters to assess the most effective techniques for enabling automated non-

factoid question answering in Indic languages using various LLMs.

Chapter 8 offers retrospective epilogue to the thesis. It outlines the initial work
undertaken in developing a chatbot designed to assist rural healthcare workers by
answering queries related to maternal health. The chapter discusses the challenges
inherent in this domain and explores a potential solution based on the available re-
sources. It concludes by summarizing key findings and providing a motivation for

subsequent work.

Chapter 9 concludes the thesis by discussing the potential applications of the re-

search findings. It also acknowledges the limitations of the study and explores possible

12
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directions for future work to further advance the field.

1.10 Contributions

Our research endeavors aim to push the boundaries of existing knowledge and explore new
frontiers within the domain. To systematically address the overarching research problem
outlined in this thesis, we have identified and formulated several subproblems, each targeting
a specific aspect of the broader challenge. The methodologies employed in our investigations
were carefully designed, drawing inspiration from an extensive review of existing literature
and informed by prior empirical findings. These methodological choices were guided by
the need to bridge identified research gaps and enhance the effectiveness of the proposed

solutions. The key contributions of our research efforts can be summarized as follows:

1. We propose a greedy algorithm for extracting triples from unstructured text in four
Indic languages, leveraging dependency parsing and chunking. Our study highlights
the most effective strategies for obtaining token-level embeddings from transformer
encoders in sequence labeling tasks. Furthermore, we introduce the first automated

evaluation method for triple extraction in Hindi.

2. A large-scale multilingual coreference resolution dataset has been released, constructed
by translating and aligning data from widely used English-language coreference res-
olution datasets. Additionally, we introduce the first-ever publicly available model
checkpoint for multilingual coreference resolution. Furthermore, we highlight the lim-
itations of existing evaluation metrics in assessing the effectiveness of coreference

resolution across multiple languages.

3. We present the largest multilingual non-factoid Question-Answering Dataset (QuAD),
comprising more than 578K question-answer pairs across 38 languages. In addition,
we release model checkpoints for APS models, fine-tuned on a corpus exceeding 100

million training instances.

4. We conduct a comparative analysis of three post-hoc XAI methods using a benchmark
dataset with manually annotated rationales. Our findings reveal that fine-tuned trans-
former models exhibit a tendency to encode the majority of the textual information

within the first few tokens of an input sequence.

5. We explore the effectiveness of retrieval-based methods, triple extraction, and coref-
erence resolution in reducing the context length for a given question. Our results
indicate that retrieval-based methods achieve the best performance. Furthermore, we
integrate explainability into the retrieval-based approach by leveraging insights from
our previous work. We also release fine-tuned model checkpoints for the IndicGenQA
framework. Additionally, we propose a novel metric for the automatic evaluation of
Semantic Text Similarity for Multilingual Text (STS-MuTe).

13
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6. We develop a FAQ-based QA system tailored for rural healthcare workers in India,
built on a manually curated database of frequently asked questions. Our findings
demonstrate that an ensemble approach combining rule-based methods, sentence em-
beddings, and paraphrase classification yields optimal performance. Additionally, we
establish that fine-tuning on in-domain data followed by open-domain adaptation pro-
duces the best results. As part of this work, we release the largest Hindi paraphrase

classification dataset, comprising over 17,000 positive examples.
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lations through e-challan system in metropolitan cities (workshop paper).” In 2020
IEEE Sixth International Conference on Multimedia Big Data (BigMM), pp. 485-493.
IEEE, 2020.

1.12 Chapter Summary

QA has been one among many foundational tasks in the field of NLP. QA systems can be
classified based on several key characteristics, including: (a) the nature of the contextual
information they process, (b) the subject domain of questions, (c) whether a question is
self-contained or requires conversational context for comprehension, and (d) the expected
type of the answer. This research focuses on developing an explainable QA framework for
Indic languages, specifically in the text modality since it plays a fundamental role in the
cognitive evolution of humans. In pursuit of this goal, the thesis also evaluates several sup-
porting tasks essential to QA, namely Open Information Extraction, coreference resolution,
and information retrieval. The chapter concludes by presenting an outline of the thesis, high-
lighting its primary contributions, and summarizing the key publications resulting from this

work.
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Chapter 2

Literature Survey

Building upon the foundational understanding of QA systems, we provide a comprehen-
sive literature review to contextualize the challenges and advancements in QA research,
particularly for Indic languages. Given the growing reliance on QA models in real-world
applications, it is imperative to examine existing methodologies, their limitations, and po-
tential research directions. This chapter explores factoid and non-factoid QA systems, the
evolution of Transformer-based models, retrieval-augmented approaches for long-context
understanding, and the role of OIE in enhancing explainability. Special emphasis is placed
on the challenges of developing QA systems for Indic languages, including resource scarcity
and the applicability of LLMs. Furthermore, the chapter discusses multilingual coreference
resolution and retrieval-based context reduction as potential strategies to improve QA per-
formance. By identifying key research gaps, this review lays the groundwork for developing

an explainable and efficient QA framework for Indic languages.

Pashupati seal [
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The task of automatically generating answers to human-posed queries has been an area
of research since the early 1960s [@] One of the earliest natural language processing pro-
grams, ELIZA [@], was designed to simulate human-like conversation. It employed pattern-
matching techniques and scripted responses to mimic a psychotherapist. However, it lacked
genuine comprehension or reasoning capabilities, as it could not process meaning beyond its
predefined scripts. As illustrated in Figure Ell, there has been substantial growth in research
publications addressing QA over the years. Readers are referred to Appendix EI for details
on reproducing the data presented in Figure @ A considerable body of QA research has
emerged from various modalities, including images [@] and videos [@] However, this thesis

focuses on QA systems operating within the text modality.

2.1 Foundational Works in QA

Woods [@] discusses advancements in natural language understanding through its applica-
tion in lunar geology, specifically focusing on the development of a QA system for geologists.
The system, termed LUNAR, allows users to retrieve and analyze data related to lunar sam-
ples using natural language queries. This research underscores fundamental challenges in
semantic processing and knowledge representation, serving as a foundation for subsequent
studies in computational linguistics and domain-specific QA systems.

The TREC QA Track was established in 1999 as part of the Text REtrieval Conference
(TREC) to promote research in open-domain question answering [@] Initially, the track

concentrated on factoid questions, where systems were tasked with retrieving short, precise
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Figure 2.1: Decade-wise distribution of research papers containing the terms “question” and
“answering” in their titles. The figure highlights a significant rise in publications dealing

with QA methods and resources.
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answers from extensive text corpora [80]. Over time, its scope expanded to include list
questions, which require multiple correct answers, as well as definition questions, which
demand more detailed explanatory responses. By the mid-2000s, the QA Track had further
evolved to address complex and interactive question answering, moving beyond simple fact
retrieval to incorporate reasoning and the synthesis of information from multiple sources
[B1]. Since then, the track has continued to advance, taking on increasingly sophisticated
challenges that extend beyond factoid QA [82, 83].

Ravichandran and Hovy [84] proposed a method for learning surface text patterns from
large corpora to enhance answer extraction in question-answering systems. The primary
advantage of this approach was its ability to automatically derive patterns from labeled
data, thereby reducing dependence on manually crafted rules. However, the method faced
challenges related to data sparsity and generalization, as the extracted patterns were highly
dependent on the training data and often failed when encountering unseen variations. Her-
mann et al. [85] introduced a large-scale cloze-style Question Answering Dataset (QuAD)
derived from news articles, facilitating the training of deep neural models for machine read-
ing comprehension. While this approach enabled the development of robust models, it relied
heavily on synthetic question-answer pairs, which limited its capacity to generalize to more
complex, real-world QA tasks that require reasoning beyond simple pattern matching. Table
EI provides an overview of widely used QuADs along with their respective QA features.

The Stanford Question Answering Dataset (SQuAD) [37] represented a significant mile-
stone in QA research by introducing a large-scale, human-annotated dataset comprising
passage-based factoid questions. Vaswani et al. [86] introduced the Transformer architec-

ture, which revolutionized NLP by enabling efficient context modeling. Building on this, De-
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Figure 2.2: Pipeline for context-based span-extraction QA using the BERT model. In the
figure, d denotes the hidden dimension of the BERT encoder (768), n represents the number
of tokens in the given text, and N corresponds to the number of subtokens. The feed-forward

neural network is denoted as FFNN.
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vlin et al. [44] proposed BERT (Bidirectional Encoder Representations from Transformers),
which achieved state-of-the-art performance on SQuAD, substantially improving answer
span detection. Figure @ illustrates the BERT-based QA pipeline for datasets similar to
SQuAD. Subsequently, models such as RoBERTa [87], ALBERT [88], and SpanBERT [89]
refined pretraining methodologies, enhancing robustness in extractive QA. Despite these ad-
vancements, these models exhibit limitations when handling non-factoid questions, which ne-
cessitate complex reasoning, multi-hop inference, and opinion-based responses—challenges

that persist in contemporary QA systems.

2.2 Non-factoid QA

The existing literature indicates that non-factoid questions have been addressed through
FAQ databases [61, 90, 91]. Agichtein et al. [92] proposed a query transformation technique
followed by document ranking to resolve non-factoid queries. However, their approach does
not provide a clear mechanism for extracting concise answers from the highest-ranked docu-
ments. Similarly, Jijkoun and de Rijke [61] and Surdeanu et al. [59] employed answer ranking
as an initial step. Studies further highlight that traditional semantic retrieval techniques,
such as BM25, perform inadequately when applied to non-factoid questions [93]. Merely
retrieving relevant sentences or paragraphs from documents has been shown to be insuf-
ficient for effectively addressing such queries [94]. Moreover, for queries requiring implicit
reasoning, the retrieval process itself needs to be disentangled [95]. In order to mitigate
hallucinations, the integration of external knowledge into the QA pipeline has also been
identified as essential [96]. Recent work further suggests that incorporating non-factoid
question type classification during preprocessing enhances the performance of non-factoid
QA systems [97]. LLMs have emerged as critical tools for generating comprehensive and con-
textually appropriate responses. Nonetheless, evaluating LLMs in the context of non-factoid
QA presents unique challenges, as discussed by Fan et al. [9§].

Singh et al. [99] introduced a QA benchmark for Indic languages by aggregating all
publicly available QuAD datasets in Indic languages and supplementing them with syn-
thetic data. However, the representation of non-factoid questions within multilingual QuAD

datasets remains an area that requires further investigation.

2.3 QA in Indic Languages

Weston et al. [100] introduced a collection of synthetic tasks in Hindi aimed at evaluating
machine learning models’ reasoning and natural language understanding capabilities in a
QA setting. MMQA was developed as a framework for multi-domain, multilingual question-
answering in English and Hindi, encompassing six domains: tourism, history, geography,
environment, diseases, and economics [101]. Clark et al. [102] introduced TyDi QA, a large-

scale QA dataset consisting of 204,000 question-answer pairs across 11 typologically diverse
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languages, including two Indic languages, Bengali and Telugu. Artetxe et al. [103] manually
translated a subset of SQuAD into ten languages, resulting in the XQuAD dataset, which
was designed to study the cross-lingual transferability of monolingual representations by
training a masked language model in one language and adapting it to others. With the
emergence of LLMs pretrained on extensive multilingual corpora, these models have become
the state-of-the-art benchmarks for evaluating QA systems in Indic languages [[104, 105, [106].
However, due to the increasing computational demands of LLMs with growing context
sizes, there has been a renewed interest in hybrid approaches that integrate retrieval-based
methods with answer generation in a unified pipeline. Chada and Natarajan [107] reframed
QA as a sequence-to-sequence generation task using encoder-decoder architectures such
as BART and T5, where the answer is masked in the input. This paradigm later evolved
into what is known as instruction tuning, where multiple NLP tasks are formulated in a
similar sequence-generation manner [108]. Notably, the authors observed that even in a few-
shot setting—using as few as two examples—the model outperformed MuMLM-based QA
systems fine-tuned on the MRQA dataset [109], which is a standardized aggregation of 18
English QA datasets.

Continuing the focus on cross-lingual QA, Asai et al. [110] introduced a shared task us-
ing XOR-TyDi and MLQA datasets, complemented by a newly created Tamil QA dataset
comprising 350 expert-translated questions and machine-translated answers. Their results
underscored the critical role of improving multilingual retrievers and highlighted that XOR-
TyDi lacks boolean (Yes/No) questions. Vemula et al. [111] introduced TeQuAD, a Telugu
QA dataset derived from translating SQuAD using Google Translate. They employed fuzzy
matching and answer markers to locate answer spans in the translated text. The dataset
comprises 82K QA pairs, supplemented by a manually annotated set of 947 pairs for eval-
uation. However, the authors noted quality issues in existing Telugu QA datasets such as
Telugu-TyDi, particularly due to a high prevalence of numerical answers. In another line of
work, Limkonchotiwat et al. [112] proposed a model based on multilingual Universal Sen-
tence Encoder (mUSE) and contrastive loss, yet the approach failed to yield performance
gains on Hindji, likely due to insufficient pretraining on Hindi texts. Ekram et al. [113] ad-
dressed resource gaps in Bangla by releasing a manually annotated dataset with over 14K
QA pairs. Their findings highlighted that fine-tuning models on gold annotations leads to
better performance on translated test sets, reinforcing the value of high-quality supervi-
sion. Kumar et al. [114] revealed that contrastive learning techniques are more beneficial
for Dravidian languages than for Indo-Aryan languages. Muller et al. [115] developed Gen-
TyDiQA by re-annotating TyDi to allow for abstractive answers, finding that monolingual
QA models in Bengali outperform cross-lingual systems, mainly due to poor translation
quality. Verma et al. [116] introduced a method to extract deep semantic roles, or “®Rd
(Kaarak)”, as features to improve answer sentence retrieval in Indic languages. However,

the underlying architecture of the Kaarak extractor is not thoroughly described.

In a similar effort, Arif et al. [117] created UQA by inserting answer markers into
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SQuAD contexts and translating them into Urdu. Ruturaj et al. [118] addressed Marathi
QA by aligning answer spans using semantic similarity, noting challenges such as case sen-
sitivity, abbreviations, and special characters in translations. Progress in Urdu QA suggests
narrowing the context to a few relevant sentences before answering enhances performance
[119]. Similarly, Shafayat et al. [120] presented BenQA, a bilingual Bengali-English MCQ
dataset. Chain-of-thought prompting significantly improved reasoning-based QA, especially
when English translations were included in the prompt. In Tamil, Mallikarjuna and Sivane-
san [121] demonstrated that predicting the answer type prior to extraction improves QA
performance.

Shen et al. [122] created a product QA dataset in Hindi and Tamil with expert anno-
tations, leveraging English product descriptions for candidate reranking and multilingual
answer generation. The findings underscore the utility of fine-tuning directly on the target
language rather than relying on English models and machine translation post-processing.
Multiple studies emphasize that manual annotations are costly [123, 115, 124], and that ma-
chine translation is not a reliable strategy for building QA datasets in under-represented lan-
guages [125]. Bandarkar et al. [126] developed a highly multilingual dataset of 900 multiple-
choice questions in 122 languages, all human-translated. Their findings highlight that even
compact MuMLMs pretrained on balanced corpora outperform large LLMs in multilingual
understanding. Native script usage consistently led to better performance, while models like
LLaMA showed weak results for Dravidian languages when under 20 billion parameters.
Ralethe and Buys [127] demonstrated that aligning Knowledge Base triples in English with
their low-resource language equivalents improves QA performance over zero-shot baselines.
Meanwhile, proprietary LLMs have shown superior results in Urdu [128] and Hindi [129],
though issues such as boundary detection and translation mismatches persist. Notably, non-
factoid questions remain more challenging, and token-level metrics tend to undervalue LLM

outputs, reinforcing the need for semantic or human-centered evaluations [129, 130].

2.4 Retriever-aided QA

Li et al. [131] demonstrated that contemporary language models, such as Mamba, which
do not rely on the Transformer architecture, exhibit inferior performance compared to
Transformer-based LLMs in tasks requiring long-context understanding. Similarly, Wang
et al. [132] explored open-domain non-factoid question answering, commonly referred to as
long-form question answering, and found that retrieval-based methods consistently outper-
form direct generative approaches in this setting. The effectiveness of retrieval techniques
in open-domain QA was further emphasized by Karpukhin et al. [133]. Additionally, Huo
et al. [134] argued that integrating text retrieval can help mitigate hallucinations in LLMs
when addressing long-context questions in open-domain scenarios. Tang et al. [135] pro-
posed dividing the large external context associated with a query into smaller documents,

followed by hierarchical summarization, and subsequently performing retrieval over a doc-

21



2.5. QA WITH OPEN INFORMATION EXTRACTION Chapter 2. Literature Survey

ument graph with human preference alignment through a mode-seeking loss.

2.5 QA with Open Information Extraction

The use of triples and knowledge bases to enhance question-answering pipelines has been
widely explored in the literature [136, 137]. K-BERT [138] incorporated knowledge extracted
from Open Information Extraction (OpenlE) triples to improve performance across vari-
ous NLP tasks, including question answering. Similarly, Fader et al. [139] leveraged both
synthetic and gold-annotated triples from diverse knowledge bases to answer open-domain
user queries. Studies such as Baek et al. [140] and Sen et al. [141] have demonstrated that
retrieving knowledge base triples, verbalizing them, and incorporating them as contextual
information significantly enhances LLM performance. Furthermore, Khot et al. [142] utilized
OpenlE triples in conjunction with the tabular reasoning framework proposed by Khashabi

et al. [143] to determine the correct answers in multiple-choice question-answering tasks.

2.6 Coreference Resolution and QA

Zhang et al. [144] and Bai et al. [145] highlighted the limitations of contemporary LLMs
in handling English and Chinese QA tasks when the context length approaches that of a
novel. However, Liu et al. [146] demonstrated that integrating coreference resolution as a
preprocessing step before query-specific short-context retrieval significantly enhances LLM
performance, even for QA tasks involving extensive contexts. Additionally, Chai et al. [147]
proposed a pipeline that leverages OIE triples and coreference resolution to improve QA
performance. Their approach further incorporated post-hoc XAl techniques, such as LIME
[148] and SHAP [149], to interpret the generated answers. However, this pipeline was not

evaluated on a large-scale dataset.

2.7 Explainability in QA

Marcinkevic¢s and Vogt [150] observed that while the terms “interpretable” and “explain-
able” are often used interchangeably, a distinction can be made: interpretability pertains to
white-box or, at minimum, grey-box models, whereas explainability focuses on generating
explanations for outputs produced by black-box models.

Answers generated using structured knowledge bases inherently provide a degree of
explainability within the QA pipeline [151, 152]. Yang et al. [b4] introduced an English QA
dataset containing manually annotated explanations or supporting facts for each answer.
Similarly, FeedbackQA [153] and CoS-E [[154] include manually annotated explanations for
each question-answer pair. However, the development of such resources is constrained by
the substantial financial costs associated with their creation. Fan et al. [155] introduced

a method to enhance explainable question-answering systems by constructing structured

22



Chapter 2. Literature Survey 2.8. RESEARCH GAPS

entailment trees. These trees illustrate the reasoning process from known facts to the derived
answers, thereby providing explainability. Furthermore, fact retrieval from a knowledge tree
has been demonstrated to achieve state-of-the-art performance in providing reasoning ability
within LLM-based QA pipelines [156].

Several studies have demonstrated that the attention mechanism alone is insufficient
to provide explanations for the output of QA models, whether based on recurrent neu-
ral networks (RNNs) [157, [L58] or pretrained transformers [159]. Some approaches have
sought to enhance the interpretability of QA models by instructing them to generate both
an answer and the reasoning behind it [160]. Additionally, triple extraction has been em-
ployed as a method to improve the interpretability of QA systems [161]. Thayaparan et al.
[162] incorporated coreference resolution as a preprocessing step before constructing a docu-
ment graph, which facilitated the explanation of the generated answers. Existing literature
suggests that explainability in QA models has primarily been explored in the context of
questions requiring multi-hop reasoning.

A widely adopted approach to develop Explainable QA (XQA) models involves gener-
ating both an answer and its corresponding evidence from the provided context [163, 164].
Jiang et al. [165] employed a tree search paradigm for this task, while Tu et al. [166] imple-
mented sentence-level prediction to identify the specific sentences that justify the generated
answer. Schuff et al. [130] underscored the difficulty of evaluating the quality of explanations

produced by QA models that generate answers alongside their justifications.

2.8 Research Gaps

We adopted a systematic methodology to conduct a comprehensive literature survey on
key research directions within the broader domain of QA. Figure @ presents a visual
representation of the studies reviewed in this chapter. Based on the insights gained from

this survey, the following research gaps have been identified:

1. Non-factoid questions are more frequently encountered than factoid-based questions.

However, the development of resources for non-factoid QA systems remains limited.

2. Research on Indic QA systems has been largely constrained by the scarcity of language-
specific resources. FAQ-based systems present a viable starting point for addressing

this limitation.

3. The effectiveness of LLMs pretrained on extensive multilingual corpora in develop-
ing Indic QA systems requires further investigation. Additionally, techniques such as
quantization and low-rank adaptation are promising approaches for enabling LL.Ms in

low-compute environments.

4. QA systems leveraging OIE triples offer inherent explainability to the QA pipeline,
warranting further exploration. Furthermore, the development and evaluation of OIE

tools tailored for Indic languages are equally critical research areas.
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Figure 2.3: A citation network visualization of academic papers, illustrating the evolu-
tion of research in a specific domain. Each node represents a paper, with its position
determined by publication year (X-axis) and citation count (Y-axis). Larger nodes in-
dicate highly cited works, while edges represent citation relationships between papers.
This visualization highlights influential studies and the progression of research over time.
An interactive version of the figure is available at https://app.litmaps.com/shared/
a7f673ad-c444-4444-8786-0e0c48bfab7b.

5. The integration of multilingual coreference resolution as a preprocessing step could
facilitate the generation of triple chains for QA pipelines. This approach has not been

extensively explored in modern QA systems.

6. Retrieval-based context reduction techniques for long-context QA systems represent

a promising direction for Indic QA research.

7. A comparative analysis of various post-hoc explainable Al techniques would be valu-
able for identifying the most effective method for interpreting QA pipelines that em-

ploy retrieval-based context shortening.

2.9 Chapter Summary

This chapter presents a comprehensive literature survey on various aspects of QA research,
highlighting key advancements and persisting challenges. It covers factoid and non-factoid
QA, the evolution of Transformer-based models, and the role of retrieval mechanisms in
improving long-context understanding. The survey also examines QA systems in Indic lan-

guages, noting the scarcity of resources and the potential of FAQ-based approaches. The
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impact of LLMs pretrained on multilingual corpora is discussed, emphasizing the need for
quantization and low-rank adaptation for low-compute environments. OIE-based QA is
identified as an area with inherent explainability, necessitating further exploration, particu-
larly in Indic languages. The integration of multilingual coreference resolution and retrieval-
based context reduction is recognized as a promising direction for improving answer gener-
ation in long-context settings. Additionally, the chapter underscores the need for evaluating
post-hoc explainable AI methods to enhance the interpretability of QA pipelines. The identi-
fied research gaps emphasize the need for improved non-factoid QA resources, efficient Indic

language processing techniques, and advancements in retrieval-augmented and explainable
QA models.
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Chapter 3

IndIE: A Multilingual Open
Information Extraction Tool For

Indic Languages

It has been observed that representing knowledge from low-resource languages in a struc-
tured format could enable the development of more advanced knowledge-based QA systems.
However, the lack of publicly available tools for triple extraction from unstructured text
posed a significant challenge, motivating this work. This chapter explores advancements in
multilingual OIE and presents our contributions in this domain. We introduce and release
an OIE benchmark dataset for Hindi, fine-tune a transformer-based chunker model for In-
dic languages, and propose IndIE, a greedy algorithm for extracting structured triples from
unstructured text. These efforts aim to enhance the accessibility of structured knowledge,

facilitating the development of robust QA systems for Indic languagesﬂ.

Seven sages seal []

!Content of this chapter is adapted from our paper published in the Findings of AACL-IJCNLP, 2023
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India exhibits significant linguistic diversity, with six of its native languages ranked
among the world’s top 20 most spoken languages [169, 170]. Although spoken by many,
numerous Indic languages are considered low-resource because of the scarce availability of
annotated datasets and the lack of robust automated tools [171]. Consequently, there is a
notable scarcity of tools made to extract structured information in Indian languages, largely
attributed to the lack of dedicated works in this domain [172, 173].

The concept of Information Extraction (IE), introduced in the mid-1960s, derives struc-
tured information from raw text in unstructured natural language [174]. When such ex-
traction is performed independently of a predefined ontology or schema, it is referred to as
Open Information Extraction (OIE). A widely adopted representation for extracted facts is
the triple format <head, relation, tail>. A relation signifies a connection between the head
and tail. For instance, given the sentence “PM Modi to visit UAE in Jan marking 50 years
of diplomatic ties,” a valid triple representation is <PM Modi, to visit, UAE>.

The main strength of OIE tools is their capability to identify and extract triples from
extensive text corpora without relying on supervised learning [175]. Additionally, OIE is
utilized as an initial step in the construction or enrichment of knowledge graphs derived
from unstructured text [176, 177]. While Relation Extraction has been identified as the
most prevalent application of OIE, advancements in OIE have also contributed to fields
such as Ontology Construction and Fact-Checking [178]. Furthermore, OIE tools have been
employed in various downstream applications, including Question-Answering [179], Text
Summarization [180], and Entity Linking [181].

Triples can be extracted through various approaches, influenced by the syntactic struc-
ture of the target language and the desired granularity of the extracted information. For
example, from the sentence John sliced an orange with a knife, two plausible extractions
include: (i) <John, sliced, an orange with a knife> and (ii) <John, sliced, an orange>, as
well as <John, sliced, with a knife>. Although both forms represent the same underlying
event, they differ in the specificity and scope of the captured details.

In languages with free word order, such as Hindi [182], a single fact can be expressed
through multiple rearrangements of the three components within a triple. For example,
consider the triples <¥T9 =&, |TEAT, UTh &> [<rAm ne, khAya, ek seb>]E and <U&
g, 99T, TH 9F> [<ek seb, khAya, rAm ne>] conveys the same information as a triple
in English: <Ram, ate, an apple>. However, since Hindi employs postpositions (kaarak)
instead of prepositions [183], word permutations that separate the postposition from its
associated subject word are not permissible, as they alter the semantic information of the
triple. For instance, if the triple is <U® &, TF AT, TH> [<ck seb, ne khAya, rAm>]
then it inaccurately depicts the information of <An apple, ate, Ram>.

This chapter primarily focuses on the automatic extraction of triples from Hindi sen-

2Text in italics enclosed within square brackets denotes the ITRANS transliteration, while text in italics
within parentheses provides the English translation of the corresponding Hindi expression or sentence. We

follow this convention in this chapter.
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tences, since the primary investigators of this study were proficient in Hindi. However, the
developed tool is also capable of extracting triples when it is fed a text from other low-
resource Indian languages, including Urdu, Telugu, and Tamil. The key contributions of

this work are listed as follows:

1. We propose Hindi-BenchlE to automatically evaluate triples extracted from Hindi
sentences. To the best of our knowledge, this is a novel benchmark designed to ac-
commodate the free-word-order characteristic of Hindi language and diverse triple

extractions produced by various OIE systems.

2. A model based on pretrained transformer that is fine-tuned on manually labeled se-
mantic chunks in six Indic languages (Hindi, English, Urdu, Nepali, Gujarati, and
Bengali). The resulting model demonstrates the ability to perform chunking on lan-

guages unseen during the fine-tuning phase.

3. It has been noted that during the fine-tuning of a pretrained encoder for sequence
labeling tasks like chunking, either averaging the subword embeddings or utilizing
the final subword embedding tends to yield better performance than the traditional
method of relying solely on the first subword embedding.

4. We introduce an algorithm based on hand-crafted rules for extracting triples from raw
text in Hindi language. We release the resources and code-base will be made publicly
available at https://github.com/ritwikmishra/IndIE.

Research in this direction is motivated primarily by us to commence the creation of an
OIE tool for Indic languages, which would result in the generation of additional resources for
resource-deficient Indic languages. Additionally, a novel path for the progression of research
in the domain of Indic-NLP is strongly believed by us to be provided by applications of
OIE for other subsequent operations (such as ontology building, entity connection, truth

verification, and so on).

3.1 Related Work

A combination of manually crafted rules and shallow parsing has been utilized by previ-
ous studies to extract significant entities from English-language text [184, 185, 186, [187].
Mausam et al. [188] developed OLLIE using shallow parsers and hand-crafted rules to iden-
tify relations involving phrases such “is the president of” and extracted triples from English
sentences. OLLIE achieved results at par with triple extractors that are based on SRL mech-
anism. While facts in the form of triples were dealt with by most of the works, Akbik and
Loser [189] developed KrakeN to extract N-ary tuples as facts using dependency parsing.
The property of extracting, whereby triples could only contain words verbatim present in

the sentence, was a drawback of earlier rule-based OIE methodologies. Hence, appositive
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relationshipsE were not extracted by such tools [190]. In section , the method used by
us to extract such appositive relationships is discussed.

ClauslE, extracted OIE tuples by identifying the semantic clauses using rules from
English language, was developed by Del Corro and Gemulla [191]. Numerous works have
employed dependency parsing of the given raw text to extract facts [192, 193, 175, 194] in
order to identify the relations or entities. Generated as an improvement to ClauslE, much
more fine-grained and concise facts were generated by the MinIE [195] tool as compared
to ClauslE. Key-value pairs having information about certainty, knowledge source, and
polarity were contained in the triples generated by MinlE. Various OIE works based on
neural architectures in English have been made possible due to the availability of gold data.
The process of triple extraction involves the following two steps: (a) Relation capturing
and (b) Argument (head/tail) extraction with the help of features from the step (a) [196].
The task of sequence labeling aided the span selection to extract OIE relations and their
corresponding arguments[190].

Building OIE frameworks for non-English languages is hindered by the demand for
annotated resources that are publicly available. However, the domain of language-agnostic
(multilingual) OIE commenced in 2015 primarily by two works. The first technique was
developed by Manaal and Kumar (Mé&K) [197], in which the authors first translated the
source language into English via Google Translate, followed by the extraction of triples
using the OLLIE tool.The English triples were mapped back to their original language using
word alignments. It was capable of handling as many languages as Google can translate,
but machine translation has not been considered a viable solution for OIE due to errors
in translation [178]. The second technique triple extracted based on hand-crafted rules
known as ArgOFE [[194]. To generate triples, it required a dependency parse tree of the given
raw text. However, the extracted triples encompass merely verb-mediated relations. White
et al. [192] introduced PredPatt which also worked on a dependency parsing and manually-
created rules that captured predicate-argument structure present in the raw text. Another
technique called Multi201E modeled the issue of capturing predicate-argument construction
by two sequence-labeling tasks utilizing multilingual BERT embeddings with multi-head
self-attention units [[196]. First the predicates in the given raw text are identified, and then
arguments for each predicate are identified. A limitation of this method is its shortcoming
in capturing predicates that are overlapping in nature. For example, consider the following
sentence “Nehru became the prime minister of India in 1947”. Depending on the degree of
granularity, examples of a few predicates which might be extracted from various acceptable
options are “became” and “became the prime minister”.

A novelty in the domain of multilingual OIE, which employs Natural Language Genera-
tion (NLG) paradigms with cross-lingual projections, was introduced by Kolluru et al. [70].

Overlapping relations (predicates) and their corresponding arguments were effectively cap-

3Tt is a syntactic structure in which two noun phrases are placed next to one another to provide supple-

mentary information. For instance: My brother, Bob, likes ice cream
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Off-the-shelf sentence segmentation and
dependency parser by Stanford Output
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Figure 3.1: The IndIE tool’s general framework. (a) Chunk label forecasting, (b) Construc-
tion of the Consolidated-phrases Dependency Graph (CDG), and (c) Triplet production are
the three main phases. By the Stanza library [2], each separated sentence is processed by

these three phases.

tured by the proposed method. However, the proposed AACTrans algorithm needed parallel
corpora for fine-tuning, and machine translation tool was utilized in their experiments. We
evaluate the performance of IndIE against the five methods mentioned which are highlighted
previously (M&K, ArgOE, PredPatt, Gen20IE, and Multi2OIFE). They have been taken in
the form of baselines because the underlying use case aligns with this work.

A major deficiency in earlier multilingual OIE works was their ability to extract text
only in verbatim manner, i.e., triples could contain words that are explicitly mentioned in
the given raw text. Thus, appositive relationships were missed by the tools inconsideration
[190]. Our method is able to capture such appositive relationships by simply identifying the
pair of phrases that are connected by dependency relations, such as appositional modifier

(appos) and nominal modifier (nmod), in the Merged-phrases Dependency Tree (explained

in section ) .

3.2 Methodology

Raw text is accepted as input by our method, and sentence segmentation and dependency
parsing are executed utilizing the Stanza library [2] (version 1.1.1). The principal reason for
the employment of the Stanza library was its capacity to conduct shallow parsing across
various Indic languages. The overall procedure of generating triples is depicted by Figure @
It is separated into the following three main phases: (a) the execution of chunking and the
identification of the semantic phrases within the provided sentence, (b) the creation of a
Merged-phrases Dependency Tree with the help of dependency parse trees, and (c) the
generation of triples via our custom-designed rules. The three phases are discussed in more

detail in the subsequent subsections.

30



Chapter 3. IndIE 3.2. METHODOLOGY

3.2.1 Chunking

Semantic chunking (or simply chunking) can be explained as the capture of non-overlapping
multi-token text spans within a sentence with their classification in accordance to various
syntactic phrases[198]. Sequence modeling is the underlying task which performs chunking
whereby a single chunk tag is produced for each token from given text. All chunk tags
comprises (i) a boundary label, and (ii) a chunk label. The chunk labels are commonly
categorized into diverse syntactic classes, such as Verb-Phrases (VP), Noun-Phrases (NP),
Adjective-Phrases (JJP), etc. [199]. Conversely, different notations, like BIOES or BIO, can
be utilized to signify the non-overlapping boundary labels. The BI notation is used by us
to mark boundary labels, given that prior studies have demonstrated its superior precision
compared to alternative notations [200, 201].

Before delving into the experimental results, it is essential to provide a detailed de-
scription of the dataset and the model architecture employed in this study. The following
subsections outline the characteristics of the dataset used for the chunking task, including
its source, annotation scheme, and relevant statistics. Subsequently, we present the model
configuration, highlighting the key components and methodologies adopted for sequence la-
beling. This comprehensive overview ensures clarity and reproducibility of our experimental

setup.

Dataset

A multilingual chunking tool is developed by us through pre-trained transformer encoder
models fine-tuned on chunk annotated texts in multiple Indic languages. The developed
chunker is fine-tuned on gold labels from Bhat et al. [202]H and Jha [203]5. The later data
source encompasses T0K chunk-labeled sentences in each of Bengali, English, Hindi, Nepali,
and Gujarati, while the former data source contains 5K and 16K chunk-labeled sentences
in Urdu and Hindi, respectively. Our motivation for utilizing two different data sources is
to possess the largest quantity of labeled data for fine-tuning. A total of 0.37 million chunk

annotated sentences were yielded by the two data sources.

Model

By means of the transformers library [204], diverse pretrained transformer-based models are
fine-tuned by us for the chunking task, given that many prior studies have demonstrated
their effectiveness to achieve state-of-the-art results on shallow parsing tasks [205, 206, 207].
All subword (or subtoken) embeddings of a word (or token) are averaged in unweighted
manner to acquire the word embeddings. To evaluate the performance of a transformer-based
chunker, a Conditional Random Field (CRF) model is trained by us utilizing the scikit-learn
[208] library. Furthermore, Viterbi decoding was used with a second-order Hidden Markov

*from https://universaldependencies.org/
Sfrom http://tdil-dc.in
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Model (HMM) to predict the chunk tags. Both models are considered standard techniques
employed for perform automated chunking in Indic languages [209]. The implementation
details for the baseline models are contained within Appendix .

A provided text is parsed by the Stanza library [2], by which sentence segmentation,
dependency parsing, and POS tagging are performed. Our chunker takes the segmented
sentences, by which the chunk tags are predicted for each token. All non-overlapping phrases
(or multi-word expressions) are identified by the predicted chunk tags. By concatenating
each attribute of its constituent tokens, a syntactically rich phrase was constructed. In order
of its occurrence in the sentence, each phrase is stored in a list. Next stage takes the list of

phrases, by which the Merged-phrases Dependency Tree is created.

3.2.2 Merged-phrases Dependency Tree (MDT)

In OIE, shallow parsing have been utilized extensively to assist in the generation of triples
from raw text [175, 191, 192, 193, 194]. Traditional shallow parsing tools generates a de-
pendency tree at a token level, that is, leaf nodes of the tree are the tokens from the given
text, and the dependency relation between the two tokens is represented by the edges con-
necting them. A Merged-phrases Dependency Tree (MDT) would represent a coarse tree
where each node is a phrase or a multi-word expression from the given text. The difference
is illustrated very well by an online tool by explosion.aia. As shown in Dobrovolskii [12]
one head is identified from each phrase, and the dependency relation shared between two
corresponding phrases is utilized as the dependency relation between the two heads of the
phrases. We used the token-level dependency tree as a guiding tool to recognize the depen-
dency relationships between the phrases identified in the chunking stage. A comparison of
traditional dependency tree with a generated MDT is shown in Figure @ using a Hindi
sentence as an example. Constituency tree differs from MDT as the syntactic relationships
between the head and the remaining tokens present in each phrase are not preserved. To the
best of our knowledge, a MDT parsing tool and a constituency parsing tool is unavailable
publicly for sentences in Indic languages. Hence, we developed a rule-based algorithm to
generate MDT using a traditional dependency tree.

The occurrence of complex predicates (CPs) are prevalent in a South Asian language
like Hindi, wherein a solitary action or verb is depicted through a verb-verb combination
(termed compound verbs) or a combination of noun-verb (termed conjunct verbs) [210, 211].
More utility is proven by an MDT in the representation of a sentence in which the parsing of
CPs in languages like Hindi is failed by the conventional dependency tree. For instance, the
sentence YTXTH& GITATIRr &7 AT o7 f& ‘1’23"1' FEE H Fg H & [prarambhik khagolvido
ka mAn-na tha ki prithvi brahm-And ke kendr me hae] (Early astronomers believed that Earth
is in the center of the universe) is considered, wherein the event of believed is depicted
by a compound verb HTTAT 4T [mAn-na tha] in Hindi. When we analyze the token-level

dependency tree of the same sentence, the following parent — child structure is produced:

Shttps://explosion.ai/demos/displacy/
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R dsfie fars
[bhArtiye badminton khilAri]
(Indian badminton player)

saina nehwal (
Saina Nehwal (

SeH: 2l AT 2380 )
Jjanm:17 mArch 1990 )
born:17 March 1990 )

Figure 3.2: For the supplied Hindi statement, a parallel is drawn between a Merged-phrases

Dependency Tree (right) and a standard dependency graph (left): ®TEAT TdFeara (

ST 9\ AT 9%%0)  MTEAIT SsfHewd faarsr & | [saina nehwAl ( janm 17
mArch 1990 ) bhArtiye badminton khilAri hae] which is translated as Saina Nehwal (
birth:17 March 1990) is (an) Indian badminton player . where Noun Phrase (NP) ,
Verb Phrase (VP) , and Miscellaneous (BLK) are the predicted chunk tags.

b
T [tha] (past-tense inflection) ———2% HTAT [mAn-na) (to believe), whereas it is an erroneous

association; a correct construction would appear as ATIAT [mAn-na] (to believe) “— 9T [tha]
(past-tense-inflection). The identification of compound verbs in the form of a singular Verb
Phrase is done by the chunker module, thereby a semantically coherrent MDT is generated.
We have also observed that in the absence of a Multi-word Entity Recognition tool, any
identification of triple arguments is made difficult by the sole use of dependency parsing
[175]. The degradation of performance in parsing a dependency tree for natural languages

possessing free word-order has also been shown by Gulordava and Merlo [212].

3.2.3 Triple generation

From the MDT of a sentence, the head, relation, and tail are captured through the use of
hand-crafted rules. Similar to Mesquita et al. [213], we studied all the recorded dependency
relations in HindiB to build the hand-crafted rules. We carefully analyzed 80 examples of

Hindi sentences, covering 26 out of 27 possible dependency relations in Hindi, to construct

"https://universaldependencies.org/treebanks/hi_hdtb/index.html
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the rules. One dependency relation, vocative, is not covered in our chosen Hindi sentences.
Among 16K dependency-annotated sentences it is observed only in 6 sentences in the data
by Bhat et al. [202]. It was noted that even the Stanza dependency parsing tool is unable to
predict vocative dependency relation in Hindi sentences. Among the dependency annotated
dataE of other Indic languages such as Telugu, Tamil, and Urdu, the percentage of nodes
connected to their parents with a Hindi dependency relation are 98%, 96%, and nearly
100%, respectively. Therefore, authors firmly believe that wide coverage is possessed by
triple extraction rules based on Hindi dependency relations, and their applicability could
be found in other Indic languages. There were over 100 decision-making statements (if-else
blocks) in the resultant hand-crafted rules. Therefore, for the sake of brevity, all the triple
extraction rules will not be explained here. An abstracted algorithm illustrating the triple
extraction procedure is contained in Appendix .

Capturing appositive relationships between two text spans is a novel property of the
proposed hand-crafted rules. Such appositive relationships were unable to be captured by
earlier multilingual methods. We take the following sentence as an example, SITHTAT 23T
F 9 g% AT G &7 Far = =5 J¥ERTL [sharmila taegore ke bete saef ali khAn ko
mila padm shri puraskAr] (Son of Sharmila Tagore, Saif Ali Khan, was awarded Padma
Shri). Between the text spans of Saif Ali Khan and Son of Sharmila Tagore, an appositive
relationship exists (is-a). Appositive relationships of these kinds are expressed by apposi-
tional modifier (appos) and nominal modifier (nmod) dependency relation in the MDT. We
captured such relations in our rules. We select the child of such relations as <tail>, and the
parent as <head> of the triple. It was observed that researchers used the auxiliary verb ‘be’
from English to denote the <relation> for appositive relationships [213].

In our work, we used & [hae] (is/be), an auxiliary verb in Hindi, to represent the <rela-
tion> inside a triple containing an appositive relationship for sentences in Hindi. The flow
of information in the developed architecture has been highlighted in Appendix with

the help of a couple of sentences in Hindi.

3.3 Triple Evaluation

By employing native speakers of a language and asking them to annotate the extracted
triples the quality of generated triples is generally evaluated. However, this process is time
and cost intensive. Moreover, in the manual evaluation process, a hurdle is created by
the lack of availability of Indic language annotators. On the other hand, the various ways
to extract different and yet meaningful triples is not considered by automatic evaluation
methods based on gold annotations (like CaRB [214]). Therefore, by extending a work titled
BenchIE [215], we develop an automatic triple evaluation method, Hindi-BenchIE, based
on numerous manually annotated triples in order to mechanically evaluate the quality of

Hindi triples extracted by different OIE methodologies.

8from https://universaldependencies.org/
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sent_id:1 He served as the first Prime Minister of Australia and became a
founding justice of the High Court of Australia .

1--> Cluster 1:

He --> served as --> [the] [first] Prime Minister [of Australia]

He --> served --> as [the] [first] Prime Minister [of Australia]

1--> Cluster 2:

He --> served as [the] [first] Prime Minister of --> Australia

He --> served as [the] [first] Prime Minister --> of Australia

1--> Cluster 3:

He --> became --> [a] [founding] justice

He --> became --> [a] [founding] justice of [the] High Court [of Australia]
1--> Cluster 4:

He --> became [a] [founding] justice of --> [the] High Court [of Australia]
He --> became [a] [founding] justice --> of [the] High Court [of Australia]
1--> Cluster 5:

He --> became [a] [founding] justice of [the] High Court of --> Australia
He --> became [a] [founding] justice of [the] High Court --> of Australia

Figure 3.3: For the following English declaration, an instance of BenchIE gold labeling:
He was employed as Australia’s initial Prime Minister and was established as a founding
arbiter of Australia’s Supreme Tribunal. The terms enclosed in square brackets are regarded

as optional.

Hindi-BenchlFE

In any natural language text, one or more facts are commonly present. In the initial study
of BenchIE [21§], various triples were curated by hand (named golden triples) by which a
solitary fact present in the sentence was represented. For a provided sentence, a cluster is
deemed satisfied if by the given OIE tool, at least one of its triples is produced. As True
Positives (TP), the count of produced triples present in any cluster of that sentence is known.
Similarly, as False Positives (FP), the count of produced triples absent from any cluster of
that sentence is known. As False Negatives (FN), the count of clusters left unsatisfied is
known. For instance, by gold annotations from Figure @, if by an OIE tool the following
triples are produced (i) <He, served, as the Prime Minister of Australia>, and (ii) <He,
became, founding justice of the High Court of Australia>, its recall, precision, and F-score
become 0.4, 1.0, and 0.57 respectively. The reason behind such low scores is the fact that
by the existing work of BenchlF, no interdependence between triples is assumed. In Hindi-
BenchIE, a benchmark we proposed, the BenchIFE notations are extended, by proposing
the following two subcategories of golden triples: (a) compensatory-triples and (b) essential-
triples. A triple that encapsulates all the semantic information required to represent a
fact is an essential-triple. In an essential-triple, some phrases might exist without which the

remainder of the triple remains meaningful. Such phrases are designated by us as vulnerable-
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| Model || Hindi | English | Urdu | Nepali | Gujarati | Bengali |
XLM | 78% | 60% | 84% | 65% | 56% | 66%
CRF | 67% | 56% | 71% | 58% 53% 53%

Table 3.1: A comparison of (fine-tuned) CRF chunker and XLM chunker is presented with
one language omitted from the training-set. Represented by the numbers is the accuracy
calculated for each model when sentences from the selected language are utilized solely in
the test-set. Our observation highlights that XLM chunker consistently performs better on

languages that were unseen during the fine-tuning stage.

phrases in our proposed work. However, any best possible OIE benchmark should ensure that
in the automatically produced triples, no information is lost. Moreover, if any information
is lost, then for it, any OIE technique should get a lower score. Therefore, the information
not present in the loss of a vulnerable-phrase inside the produced triple is contained by a
compensatory-triple. Moreover, by Hindi-BenchlE, the interchangeability of tail and head
inside a triple is supported because free-word order property is common in Hindi language.
These modifications facilitate manual labeling process, as by hand extracting multiple triples
from a text in a free word-order language, significant human effort would otherwise be
required.

In order to distinguish relationships like apposition, an explicit keyword named ‘property’
is used by us as a relation. In this study, 112 Hindi sentences were used to generate golden-
triples in different clusters. A single annotator extracted them manually. We release the
Hindi sentences and their corresponding golden tm’plesa, since in the field of multilingual
OIE [178], such resources are scarce.

The count of False Positives and True Positives is computed across all the golden-triples
from the corresponding sentence (much like the BenchIE). Our research considers compu-
tation of False Negatives as the count of absent essential-triples, and the count of absent

compensatory-triples that corresponds to a missing vulnerable-phrase (if any).

3.4 Results

For the purpose of comparing traditional methodologies for chunking with our fine-tuned
chunker, the chunk annotated data was partitioned into a test-set and a training-set in a
50:50 ratio. It was noted that the average accuracy of our neural chunker fine-tuned with
xlm-roberta-base [216] encoder was superior (91%) in comparison with other baselines of
CRF (84%) and HMM (12%). The diminished performance of HMM is attributable to the
sparsity in the emission matriz due to Out Of Vocabulary (OOV) terms. On numerous
random splits, it was noted that the test-set word bigrams were lacking in the HMM train-

ing set in more than 80% of instances. Because of the substandard performance exhibited

9https://github.com /ritwikmishra/hindi-benchie
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by HMM, a decision was made to utilize only the CRF for subsequent comparisons. To
assess the multilingual prowess of our fine-tuned chunker, language-specific test-sets were
curated, and they were omitted from the training-set. The given methodology aligns with
the paradigms of the Leave One Language Out (LOLO) strategy which is a documented
technique in various prior research works [, ] Compared to CRF, enhanced accuracy
was given by the fine-tuned chunker even on the languages that had never been seen by it
while it was fine-tuning on chunk annotated data from other languages. Table @ highlights
the comparison between CRF chunker and our fine-tuned chunker.

It was also observed that optimal chunking accuracy was given by an unweighted mean
of subword embeddings and a single linear layer . It is important to note, however, that a
temporal overhead is introduced into the chunking process by the employment of subword

embedding averaging.
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sent id:1 Ig 3iTETOrAT & Ugel TUTH FAY o T & FRRA & AR O™ F 3T ~I=Terd F TS ~Irarefier a1 |
[veh Ostraliya ke pehle pradhAn mantri ke rUp me karyrat the Or Ostraliya ke uchch nyay-alya ke sansthApak nyay-dhlsh bane]
(He served as the first Prime Minister of Australia and became a founding justice of the High Court of Australia .)
------ Cluster 1 ------
qE --> FRRT & --> [3iTeoT F)fa) [Fga] Tt F7:t & FT F
[veh --> karyrat the --> [Ostraliya ke]{a} [pehle] pradhAn mantri ke rUp me]
(He --> served --> as [the] [first] Prime Minister [of Australiaj{a})
TE --> ol > [TETOIAT & ITT ~ATATT H]{b} [HEUTIH] ~ITITeNeT
[veh --> bane --> [Ostraliya ke uchch nyay-alya ke]{b} [sansthApak] nyay-dhlsh]
(He --> became --> [founding] justice [of the High Court of Australiaj{b})
{a} 3TETRT & --> property > [Tgol] T FHAT & &I F |OR| TE --> [Tgel] T HAT o FT 7 HRRT F --> 3ecfor &
[{a} Ostraliya ke --> property --> [pehle] pradhAn mantri ke rUp me |OR| veh --> [pehle] pradhAn mantri ke rUp me karyrat the --> Ostraliya ke]
({a} of Australia --> property --> as [first] Prime Minister |OR| He --> served as [the] [first] Prime Minister --> of Australia)
{b} [3TETT FH{c} 3T =TT & --> property --> [GEATIh] ATATHA |OR| T8 --> [HEATIR] =TT Fo --> [T e} 3T =aamed &
[{b} [Ostraliya ke]{c} uchch nyay-alya ke --> property --> [sansthApak] nyay-dhlsh |OR| veh --> [sansthApak] nyay-dhlsh bane --> [Ostraliya ke]{c} uchch nyay-alya ke]
({b} of High Court [of Australia]{c} --> property --> [founding] justice |OR| He --> became [founding] justice --> of High Court [of Australiaj{c})
{c} 3T & --> property --> 3T =ATATAT H
[{c} Ostraliya ke --> property --> uchch nyay-alya ke]
({c} of Australia --> property --> of High Court)
------ Cluster 2 ------
TqE --> [TEl] T F F & & FRRA I --> reefoar &
[veh --> [pehle] pradhAn mantri ke rUp me karyrat the --> Ostraliya ke)
(He --> served as [the] [first] Prime Minister --> of Australia)
qE --> [TEUTIH] ~IIATENeT §af --> [3iTe T H]{a} 3Ta =TT &
[veh --> [sansthApak] nyay-dhilsh bane --> [Ostraliya kej{a} uchch nyay-alya ke]
(He --> became [founding] justice --> of High Court [of Australia]{a})
{a} 3T & --> property --> 3T =TT F
[{a} Ostraliya ke --> property --> uchch nyay-alya ke)
({a} of Australia --> property --> of High Court)

Figure 3.4: An illustration of the Hindi-BenchlIFE gold annotations for the Hindi rendition of the sentence depicted in Figure @ is presented
as a figure caption. Optional are the terms inscribed within square brackets, devoid of subsequent curly braces. For demonstrative reasons,
the essential-triples are emphasized in yellow , and the compensatory-triples are accentuated in red . The vulnerable-phrases are noted in
blue color. Excluded from the Hindi-BenchlE terminology are the indented transliterations and translations.
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3.4. RESULTS

ArgOFE | Multi2OIE | MéK | PredPatt | Gen20IE | IndIE

Precision | 0.17 0.005 0.07 0.22 0.23 0.49
Recall 0.04 0.01 0.08 0.05 0.35 0.53
F1-score 0.07 0.008 0.08 0.09 0.28 0.51

Table 3.2: Performance of different OIE methods on the Hindi-BenchlFE golden set is shown.
Observed is that IndIFE outperforms other methods on the Hindi-BenchIE golden set.

As an ablation to the unweighted average, it was noted that the last subword embedding
being taken is consistently superior to the conventional practice of the first subword em-
bedding being taken, a practice suggested by [44] for the Named Entity Recognition (NER)
problem, which is analogous to semantic chunking as both are sequence labeling tasks. For
an overarching presentation please refer to Appendix for the results derived from our

chunker ablation studies.

3.4.1 IndIE vs Others

To assess the effectiveness of our triple extractor (IndIE), the given five baselines were
utilized: (i) ME&K [197)], (ii) ArgOFE [194], (iii) PredPatt [192], (iv) Multi20IE [196], and (v)
Gen20IFE [70], due to their underlying multilingual characteristics. The code-base for M&K
is not accessible to the public; however, a dataset comprising sentences and corresponding
triples, produced by their method, has been released by the authorsE. Sentences were
sampled randomly from MéK to construct the benchmark Hindi-BenchIE. A selected seed

was employed to ensure the reproducibility of the random sampling.

It must be conveyed here that the PredPatt methodology is not constructed as a triple
extractor. An entity extractor is resembled by the output generated by the method. Given
a Hindi sentence the output of PredPatt, along with the rules devised to transform PredPatt
output into triples format, are displayed in Appendix .

Our method, IndIFE, surpasses other methods in performance on the Hindi-BenchlE
golden set. A comparison of the performance of different OIE methods is provided in Ta-
ble @ The recall value of a method is penalized in this metric by the failure to produce
not even a single triple on the provided text. In such instances, the minimum number of
essential-triples is added to the number representing False Negatives during the recall cal-
culation. Our overall findings demonstrate that a greater number of meaningful triples from
Hindi sentences were extracted by our proposed method, IndIF, than by other multilingual
OIE tools.

Ohttps://wuw.kaggle.com/shankkumar/multilingualopenrelations15
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ArgOE | Multi2OIE | M&K | PredPatt | Gen20IE | IndIE
# Triples 51 59 199 48 278 277
# Sentences with no triples 69 68 NA 66 0 2
Avg. Tokens in a Triple 12 7 10 12 10 7
Avg. Sentence Coverage of a Triple | 73% 49% 64% 76% 66% 46%
Triples with misplaced kaarak 1.9% 20% 44% 39% 16% 0.7%

Table 3.3: Triple statistics of different OIE methods on the Hindi-BenchlE golden
set of 112 sentences are given. Considered while counting the number of tokens in a
triple are non-unique tokens. Sentence coverage is calculated by 1 — |unique(sent) —
unique(triple)|/|unique(sent)|. Observed can be that IndIE triples have the least sentence

coverage and kaarak errors. Hence, more fine-grained triples than other methods are gener-
ated by IndIFE.

3.5 Discussion

Quantitative results into the extracted triples from different methods are presented in Table
@, motivated by qualitative observations. It was observed that more coarse triples were
generated by methods such as ArgOFE and PredPatt than other methods. A high sentence
coverage percentage is possessed by coarse triples. The primary action within the sentence
is identified while the residual text is added within the argument of the triple. Taking the
following example for illustrative purposes, 007 & RIRSECIE ) T yfag 7% @2‘ FATHIT T
" g’(-?l?hll' Tar H’Waﬁ’ q FﬁTrl‘\?' %‘I [007 ke nAm se prasidha yeh Ejant phleming ki
bArah pustakon va do laghukathaon me maaujUd hae] (Renowned by the name of 007, this
agent appears in twelve books and two short stories by Fleming.). In this case, the ArgOFE
method produces the following triple: <007 & RIRSEC IR T vfag g5 l\{\:l'c, %‘, FATHIT F
CIRES W Tar W T JﬁT{l\?> [<007 ke nAm se prasidha yeh Ejant, hae, phleming
ki bArah pustakon va do laghukathaon me maaujUd>] (< Renowned by the name of 007 this

agent, is, present in twelve books and two short stories by Fleming>). In order to create
a knowledge-base from raw text [219]. fine-grained triples are crucial, whereas overspecific

relations or entities could be the result of coarse triples.

The triple yield by the Gen20IF approach is superior to that of other methods. However,
the sentence-quantity for which the method returns no triples cannot be determined, due
to the unavailability of the MéK source code. Since triples are generated in English by
the M&K and Gen20IF methods, and then word alignments are utilized to acquire Hindi
triples, non-meaningful Hindi triples are frequently generated, as incorrect word alignments
split the postpositional word (kaarak) from the word that precedes it. Consequently, a
greater number of triples are extracted with misplaced kaarak. Taking an example in Hindi,
ST IS Haer TR BT ar faea T Th 8T T | [jab koi mataekya nahin hua to
vikram ne ek hal sochA] (When there was no consensus, Vikram thought of a solution.). The
Gen20IF approach produced a triple as <fa=he, E=T, T Td g > [<wikram, sochA, ne ek
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hal>] (Ungrammatical). Overlapped arguments in the extracted triples can be generated by
IndIE, similar to Gen20IFE. For example, the two triples generated for the given example
sentence H I[e& &I HATCHT THAST & e AT dd & IUAAT &LAT & | [main shabd ki
Atma samaghkar hee is shreshth tatv ki upAsna karta hun] (I worship this supreme element
after understanding the soul of the word.) are as follows <H IITEAT FYAT §',3'Fl' IY ad
> [<main, upAsna karta hun, is shrestha tatv ki>] (<1, worship, this supreme element>)
and < AT ToT % JITHAT FLAT & HHART &IATCHAT> [<is shreshtha tatv ki upAsna
karta hoon, samajhkar hee, Atma>] (<worship this supreme element, after understanding,
soul>).

In the experiments we conducted, poor performance on all metrics is exhibited by the
zero-shot Multi20IE method, a result expected since the production of erroneous facts by
neural methods is recognized when contrasted with rule-based methods [215]. Therefore,
the training of an OIE method based on neural architecture, grounded on the extractions
of a rule-based OIE tool for low-resource languages, constitutes a promising direction.

On a solitary GeForce RTX 3090 GPU, a chunking speed of 50 milliseconds (ms) per
sentence was observed for our transformer-based chunker, and a triple generation speed of 2
ms per sentence was found. In contrast, for ArgOFE and PredPatt, a triple generation speed of
40 ms per sentence was measured, encompassing the time required for dependency parsing
of the sentence. Although Multi20IF fails to produce meaningful triples in the majority
of instances, its triple generation speed, at 20 ms per sentence end-to-end, is less than all
other methods. The primary source of delay (40 ms) in ArgOFE, PredPatt, and IndIE was
the parsing of a sentence through the Stanza library. However, the triple generation speed of
our method remains less than other methods reliant on dependency parsing, such as ReVerb
(1100 ms per sentence) and EXEMPLAR, (1700 ms per sentence) [220)].

3.5.1 IndIE Limitations

The scalability and adaptability of the IndIE pipeline are constrained by the hand-crafted
rules utilized for triple extraction. Furthermore, despite providing a rationale to support the
applicability of our proposed IndIE tool in other Indic languages, a benchmark analogous
to Hindi-BenchlE could not be curated because of a deficiency of annotators for other Indic
languages. Therefore, the performance of the proposed methodology (IndIE) on other Indic
languages remains conjectural.

For the purpose of comparing the performance of various OIE methods, over 300 sen-
tences had to be annotated by each Hindi annotator to prepare the ground-truth for 112
unique sentences. It is acknowledged that the size of our ground-truth is nearly one-third
of that in previous works that conducted triple-level annotations [188, 213]. A significant
impediment to the creation of an extensive ground-truth for testing the performance of
Indic-NLP tools is the lack of availability of annotators for Indic languages. Growth of
Indic-nlp in India can be significantly benefited by a community of Indic-data annotators.

To the best of our knowledge, the solicitation of data from India is not supported by popular
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crowdsourcing websites such as Amazon Mechanical Turk.

Constraints on the versatility and scalability of the IndIE pipeline are imposed by the
utilization of manually created rules in the process of triple extraction. Additionally, while
a rationale supporting the future application of the IndIE methodology to other Indic lan-
guages is provided, various hurdles were encountered in the creation of a benchmark similar
to Hindi-BenchIE, owing to a paucity of human labelers for the languages of Indian sub-
continent. Consequently, the comparative performance of IndIE on other languages from
India remains a matter of speculation. The quantity of sentences in our proposed automatic
evaluation benchmark, Hindi-BenchlE, is considerably smaller than the BenchlE work. As
the manual generation of triples demands greater effort than manual triple extraction, the
single-annotator employed in Hindi-BenchlE was able to produce over 500 triples for only
112 Hindi sentences. Therefore, it is believed that the benchmark has the potential to be
further refined by the contributions of the Indic-nlp community. It is also acknowledged that
the multilingual property of IndIE is restricted to the intersection of the sets of languages

those supported by the Stanza library and on which xlm-roberta-base has been pre-trained.

3.6 Chapter Summary

By the limited resources possessed by Indic languages, the advancement of their NLP in-
struments has been hindered. In this study, an OIE instrument, IndIFE, was formulated
by us, by which triples are generated from unorganized Hindi sentences. For the provided
sentence, chunk tags are predicted initially, and subsequently, a MDT is constructed, by
which the triples are generated, using manually designed rules. A multilingual pretrained
transformer model was utilized by us and with chunk annotated sentences from English
and five Indic languages, it was fine-tuned. In sequence labeling tasks (like chunking), it
was found that the mean of subword token embeddings is more beneficial than other meth-
ods. Hindi-BenchIFE, a benchmark, was generated by us for automatically assessing Hindi
triples, on the basis of a collection of 112 Hindi sentences, for the purpose of comparing the
effectiveness of different multilingual OIE instruments. It was discerned that, than other

baselines, more informative and detailed triples are produced by the IndIE.

42



Chapter 4

Multilingual Coreference
Resolution in Low-resource South

Asian Languages

The previous chapter focused on extracting triples from unstructured text in Indic lan-
guages. However, a key challenge emerged—the difficulty of linking multiple text spans
referring to the same real-world entity. This limitation motivated the development of re-
sources and tools for multilingual coreference resolution tailored to Indic languages. In this
chapter, we introduce TransMuCoRes, a translated dataset for multilingual coreference res-
olution covering 31 South Asian languages, created using translation and word-alignment
techniques. Additionally, we release a fine-tuned coreference resolution model checkpoint
and critically examine the limitations of existing coreference evaluation metrics, particu-
larly in handling datasets with split antecedents. This work aims to enhance coreference
resolution capabilities for low-resource languages, facilitating better text understanding and

downstream NLP applicationsﬂ.

Tiger seal []

!Content of this chapter is adapted from our paper published in LREC-COLING, 2024 []
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Widespread in natural languages is the occurrence of alluding to a phrase previously
stated in a discussion. In the inscribed text, redundancy of phrases is avoided by it, and a
chain of consistent and linked sentences is generated. For example, the paragraph may be
considered: “John is a good student. He asks intelligent questions and helps others. No
wonder everybody loves the boy.” Linked are these sentences, as varied alluding phrases
(emphasized in bold) are utilized to refer to the identical entity designated “.John”. An
automated procedure that spots alluding phrases in a provided text and locates the nearest
phrase to which reference is made, is coreference resolution. As a helpful preliminary stage,
it functions and aids in many subsequent tasks such as entity linking [223], QA [224], and
chatbots [225].

Currently available are several complete coreference resolution instruments for English
[12], Arabic [226], and diverse European languages [227]. However, to the utmost of our
understanding, no such instrument exists to perform coreference resolution for any South
Asian language, notwithstanding the existence of numerous studies in this domain [228,
229, 230, 231]. On South Asian languagesa, our study is particularly centered, as native
to roughly 25% of the world’s populace they are, and three of the ten most commonly
uttered languages across the globe originate from this area [169]. Therefore, the principal

contributions of our effort are thus:

1. A Translated dataset for Multilingual Coreference Resolution ("[‘mnsMuCoRes)E in
31 South Asian Ianguagesg.

2. Checkpoints for two available coreference resolution models that have been fine-tuned
on the TransMuCoRes dataset and the manually annotated Hindi coreference resolu-
tion dataset by Mujadia et al. [8].

3. The shortcomings in present assessment metrics while assessing the resolved corefer-

ences with split antecedents.

4.1 Related Work

Constituency trees in Hobbs algorithm [232], semantic traits [233], and syntactic traits [234]
were utilized in prior endeavors in coreference resolution. A mention-ranking framework for
coreference resolution with the help of neural networks and pretrained word embeddings
was initially put forth by Lee et al. [235]. Through a text span of words (tokens) in the text,
each mention is represented. Equation @ was employed to compute a numerical value for
each supplied pair of text spans. The symbol € is used to represent a dummy antecedent, and

zero is invariably taken as the value of S(i,j = €). The weight of coreference link between

Zhttps://southasiaoutreach.wisc.edu/languages/
3pronounced trans-mew-cores
“https://github.com/ritwikmishra/transmucores
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Language Gujarati Dzongkha Hindi Kannada  Chhattisgarhi
Script Gujarati Uchen Devanagri ~ Kannada Devanagri

FLORES-200 code uj_ Gujr dzo_Tibt hin Deva kan Knda hne Deva

Language Awadhi Assamese Bengali Tibetan Bhojpuri
Script Devanagri Bangla Bangla Uchen Devanagari

FLORES-200 code | awa_Deva asm_Beng ben_ Beng bod_ Tibt bho_ Deva

Language Burmese Meitei Nepali Punjabi Odia
Script Burmese Bangla Devanagri  Gurumukhi Kalinga

FLORES-200 code | mya_ Mymr mni_Beng npi_Deva pan_ Guru ory_ Orya

Language Magihi Kashmiri Maithili Marathi Malayalam
Script Devanagari Arabic Devanagri  Devanagri Malayalam

FLORES-200 code | mag Deva kas Arab mai_Deva mar_ Deva mal_Mlym

Language Telugu Tamil Tajik Urdu Uyghur
Script Telugu Tamil Cyrillic Arabic Arabic
FLORES-200 code tel Telu tam_Taml tgk Cyrl urd_Arab uig_ Arab

Language Persian Pashto Santali Sindhi Sinhala
Script Arabic Arabic Ol Chiki Arabic Sinhala
FLORES-200 code | prs_ Arab pbt_Arab sat_Beng snd_ Arab sin_ Sinh

Language Uzbek
Script Latin
FLORES-200 code | uzn_ Latn

Table 4.1: A listing of South Asian languages backed by TransMuCoRes. Note: indigenous
speakers in Afghanistan as well have some Central Asian languages (Uzbek/Tajik) [[].

#mentions | #sents #coreference #singletons #split- #docs
clusters antecedants
Train 3821540 | 1839883 1135906 350017 93668 87946
TransMuCoRes | Development 472083 224911 148189 46399 10505 10890
Test 558093 255466 165664 59279 12944 11294
Train 10512 2839 3217 538 287 220
Mujadia et al. [§] | Development 1306 347 387 58 31 27
Test 1255 347 399 79 36 28

Table 4.2: Data characteristics of TransMuCoRes spanning 31 South Asian languages, along
with the statistics of the Mujadia et al. [§] corpus in Hindi. It can be observed that the
ratio of #split-antecedent to #mentions remains similar in both corpora, with proportions
of 2.4% and 2.7% for TransMuCoRes and the Mujadia et al. [8] dataset, respectively.
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the span j and 7 is represented by the score (S). In Equation @, the antecedent score
(sq) and mention score (s,,) are computed utilizing the representations of span, which are

acquired with the assistance of Bi-LSTM neural network and pretrained word embeddings.

S(l,]) = Sm(l) + Sm(]) + Sa(inj) (4'1)

The intention of the proposed methodology was to acquire a conditional probability dis-
tribution stated in Equation @ where the collection of all possible mention spans preceding
the i, span during the discourse is represented by Y (i).

es(iuyi)

P(yl) = Zyley(i) es(ﬁy/) (42)

A basis for many studies in the area of end-to-end coreference resolution has been the

method put forth by Lee et al. [235]. Significant performance enhancements were noticed
by Joshi et al. [236] when a pretrained transformer-encoder model [44], instead of word
embeddings indepedent of context, was applied for encoding of text. Moreover, an objective
based on text spans was utilized to pretrain a transformer-based model [89], which they
employed for coreference resolution and text encoding, adhering to the method by Lee et al.
[235]. Meanwhile, it was empirically demonstrated by Xu and Choi [237] that the Higher-
Order Inference (HOI) methodology put forward by Lee et al. [238] frequently has negligible,
and occasionally, even detrimental, effects in the coreference resolution task.

Regarding South Asian languages, numerous early studies have investigated Hindi coref-
erence resolution, encompassing the endeavor by Dutta et al. [239], which suggested a revised
Hobbs algorithm. Hand-crafted rules have been utilized by many studies to resolve corefer-
ences in Hindi [240, 241], Marathi [242], and Telugu [243]. Person-Number-Gender (PNG)
traits have been employed by some studies to identify mentions of an entity and a Condi-
tional Random Field (CRF) architecture to identify coreferential connections in Hindi [244]
and Tamil [245, 246]. Due to their unique inflectional system [247], incorporating PNG traits
for certain South Asian languages presents considerable hurdles. Different to European lan-
guages, verbs in many South Asian languages are inflected as per the actions present in the
text rather than the agents [248, 249]. Additionally, inflectional mistakes are widespread
in such languages [250]. Hence, neural methodologies for automated feature extraction are
crucial to advance multilingual coreference resolution. Anaphoras in Hindi were resolved by
Singh et al. [251] utilizing a Gated Recurrent Unit (GRU) along context-independent word
embeddings (static). However, for any of the previously mentioned studies in South Asian

languages, no public tool or source code is accessible.

4.2 Dataset

In this investigation, the following manually annotated English coreference resolution data

sets were incorporated by us: (i) LitBank which encompasses lengthier documents and
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NO LANGUAGE LEFT BEHIND
Driving inclusion through
machine translation

NLLB wvecn
Translated sentences in
— NLLB: machine translation tool Target language
CoNLL CoNLL formatted
formatted —_— Output in Target
Input in x language
Source ﬂ\\ I\\ (TransMuCoRes)
language .
Predicted
(OLr;:gl;lgltgs, Alignments

Awesome-align: word alignment tool

Figure 4.1: Overall pipeline used to construct the Translated dataset for Multilingual

Coreference Resolution (TransMuCoRes).

incorporates singleton mentions, i.e., mentions that arise solely once in the discourse [, @]
and (ii) OntoNotes, broadly acknowledged as a standard data set for coreference resolution
[, , ] Noteworthy is that OntoNotes lacks singleton mentions, which prompted us
to employ the LitBank data set in our research. It has been demonstrated by Kiibler and
Zhekova [256] and Yu et al. [] that the performance of a coreference resolution system

is affected by the detection of singleton mentions.

An overview of the pipeline employed for constructing individual samples within Trans-
MuCoRes is furnished by Figure @ To translate the English sentences to their target
language, the nllb-200-1.3B model [258] was utilized by us. Displayed are the languages
supported by TransMuCoRes in Table @ A sanity-check was maintained by us for the
generated translations, deeming it a failure if the translation chiefly comprised repeated
punctuation. Instances of failed sanity in generated translations of English sentences were
re-translated with the help of a more extensive facebook/nllb-200-3.3B checkpoint. Subse-
quently, we noted that merely 111 translations did not pass the sanity-check from a pool ex-
ceeding 3 million translations. Approximately 12% of the sanity-check failures corresponded
to the Sindhi language. The detailed distribution of sanity-check results across languages is
provided in Appendix @, within Table H

When an English sentence is translated into South Asian languages, the location of
mentions within the translated sentence can be altered due to the flexible word order char-
acteristics of these languages [] To exemplify this, an excerpt from a sentence in LitBank
may be considered: “.. suddenly a White Rabbit with pink eyes ran close by her.” This sen-
tence is translated into Hindi (... 3P W JTET 1ot Udh Tthe WM Iqb I Eﬁ@' sl
) and Bengali (... I51Q QIT (NN BITAT AT AFCIT BT FIRIBIE TS WIGT 1) using
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. suddenly a White Rabbit with pink eyes ran close by her .

(a) English to Hindi
. suddenly a White Rabbit with pink eyes ran close by her .

f%&éaﬁcmﬁmmm@mmwmw@|
(b) English to Bengali

Figure 4.2: Visualizations of word-alignments predicted by the fine-tuned multilingual check-
point by Dou and Neubig [3] in high-recall configuration. Observable is that the word-order

of Hindi and Bengali is dissimilar from English.

Mentions
Aligned | Misaligned | Non-Aligned
imali ith multi-
simalign with multi 53.7% 6.1% 40.1%
lingual BERT (mbert)
imali ith
simalign wi 58.5% 71% 34.3%
XLM-RoBERTa (xlmr)
-ali
awesome-align 66.7% 9.4% 23.8%
without high recall
-ali
awesome-align 72.5% 11.4% 16.2%
with high recall

Table 4.3: Alignment statistics from awesome-align [3] and simalign [§] on TransMuCoRes
indicate that the high-recall checkpoint of the awesome-align method yields the greatest

number of aligned mentions.

the NLLB model. A visual 1representautionE of the flexible-word nature of Hindi and Bengali
in these translations is provided by Figure @

To generate word-level alignments subsequent to the translation step, we utilized the
high-recall multilingual checkpoint from the awesome-align toolkit [3]. An aligned mention
is defined as a continuous sequence of words in the target language that maps to a mention
in the source (English) text. When a mention corresponds to a non-continuous set of words
in the target language, it is termed a misaligned mention. In cases where a mention does not
align with any word in the target language, it is identified as a non-aligned mention. In our
approach, misaligned and non-aligned mentions are excluded from mention annotations. It
was found to yield more aligned mentions compared to the results reported by Sabet et al.
[9]. A comparative analysis of both approaches is presented in Table @ Examples featuring

Hindi and Bengali translations are shown in Figure @, as these languages demonstrated

S5Visualizations created by https://vilda.net/s/slowalign/
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. ... suddenly [a White Rabbit with IIIsl]chooqn'S U%GGTJ&%]OS(\?:GUQ%
English n mya_ Mymr R C c ° K
pink eyes]; ran close by [her]; . oﬁ@"oooecmcm ope§0) e[_:]:c\nd]cooau
. .. IRIWT IGA Y ¢ AZS .. IS aBY [T B5F AT
mni__Beng asm__Beng
AR WAt I2F IS BT | I ], IR ST CfF HRA |
... 3T ATt ST TUeny Jar ... THIUeh 3 Tas e GRS | T Jelret
npi_ Deva awa_ Deva -
TR S, AR e | il & afem o [SHfe), armar |
... TS1R OBTB A BT STt .. [201Q @ 6EIRIAT 2IGR]s LIRS
ben_ Beng ory_ Orya ~ PPN X
I [OF], IS Gt T | QARG oI AIdlex 691G TR |
e e [ et nivt e ... I SaT [Tt ST 6 T aiha ]y
pan_ Guru . bho_ Deva
gete 3fe], [BRR]; &3 Sfmr. QRN 3N T SIS 377 |
AS . = GG o - . 2 G E L B E R R
pbt_Arab o7 B0 O U552 bod_Tibt -
> IS 9% 0 533 el . i iaakiiban: Aibaian )
Lidg a5 HlaSl SO LivgSys dubuw b | Frzzay (ﬁ'g’&?’g&'ﬁﬁum&' i?xa'rg)
prs__Arab dzo__Tibt Y me e ram Famar fam Sxoar
Oedzs slo Ghgo 4 S35 Oollly g5 ... (FYFPRARA) xRy (Jy) =R
...U7% ¥2& d2p 02 ¥2Q 2B d2P 02 UA® . . o VRS [ o]l Aivilatal],
sat__Beng guj__Gujr 1 . IS NN
OO0 b2ZAN ANAG THIA.D 22 A5E MUY [dl]; s el
N . a8 [ee0® aed aBli e3¢ . .. D [Tl SA Tl T
sin__Sinh hin_ Deva
A8 s aesE €D @ 8O . Hhe @], [SHP], U9 St U |
40> o fous X8 ... ITATD et ST} aret Hhe
snd__Arab P32 izl S0 521 fo R ,\,»)lS hne_Deva [W
OSSOl G2 > 98299 92399 .- TR |, SRER T SIS 37 |
G6uet 6v G T 5 ... 903,308 [Mend 333 DY
tam_ Taml v 61J61T6m6‘n: Lu U,-IT?%IT TS EBL-60T kan_ Knda 33,408 | ®
[o1euerflLib]; QBHHIS giguig) . BeoR)]s [9RY]; B33 LB .
o [a8 -89y 8 3E 308 9 i 3 53635 )3
tel__Telu EEETEN ok 3¢ kas__ Arab -ui!) Sl 681 s GgS,>
[eB] 56555 32306 gon G Gediz i ool ald S35
... KV HOTaXoH [AK Xaprylm cades 60 YalMOHM ... 3D T [eAe i arer
tgk Cyrl = = mag_ Deva
rynobmly 6a Hasavkvv [¥1i AaBnaa omag . Hhe RN, e T Shees |
. orialyg’ §9.8L « 85 Caringd . . ST [t Jerel-aif], ae
uig__ Arab N L mai_ Deva
8508l « 85 i) 3l .. TR SR o S [AA], |
o Sl SOl subw GieS)s (N8 LsaSST ... ©alOFMY BB} COIM SEMIGBISS
urd__Arab i . & mal_Mlym N o
S gilw Ouwll; S cuyd Slg LS ... eead S0g [@oaIses]; @RSIODY 60S] .
... [ungal; yaqinlashib ketayotgan gizg'al ... 3D [T ATt SIS SFeiell
uzn__Latn mar__Deva

ko'zli Oq quyon ko‘zidan o'tib qoldi . uiexT w41, [fA=an], Sae emae .

Table 4.4: Coreference data subsequent to processing the translated sentences and aligned
words. Coreference clusters for “Rabbit” and “Alice” are accentuated in green and pink
color, respectively. The English sentence in this table is an excerpt from a sentence in Lit-
Bank [[L0]. Translation inaccuracies are observable in dzo_ Tibt where words are reiterated.
Alignment inaccuracies are observable in ben_ Beng where the mention “a White Rabbit
with pink eyes” is misaligned despite flawless translation. Note: Arabic fonts are to be pe-
rused left to right due to issues in the IXTEX typefonts.

a higher frequency of aligned mentions. Detailed alignment statistics for each language are
provided in Appendix @, specifically in Table E

The designed TransMuCoRes framework was developed by incorporating the follow-
ing three fundamental elements: (i) generated translations, (ii) mapped mentions between

English texts and their corresponding translations, and (iii) manually curated mentions
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Mentions MUC B3 CEAFe LEA CoNLL

P R F1|P R F1|P R F1|P R F1|P R FIl F1

g dev | 62 77 69 | 57 67 61 | 42 55 47 | 37 55 44 | 36 49 42 51

& E test 64 79 7L |61 70 65 |42 56 48 34 53 41 |37 51 43 52

f 5 dev ‘ 67 77T 72|63 67 65| 49 55 52 ‘ 41 59 48 | 43 50 46 55

wl-coref " test 68 79 73 |66 71 69 |49 56 52 37 58 45 |44 51 48 55
2 T dev | 37 68 48 | 32 56 41 | 22 46 30 ‘ 20 45 28 | 18 40 25 33
%" E otest 30 T0 50 |34 59 44 |22 47 30 19 43 26 |18 42 2 33

% = dev ‘ 45 62 52 | 40 51 45 | 29 41 34 ‘ 25 45 32|25 36 29 37

Fogest 46 63 53 |42 54 47 |20 41 34 23 44 30 |25 37 30 37

T odev | 44 76 56 | 41 59 48 | 28 42 34 ‘ 18 55 27 | 24 36 29 36

fast-coref % T otest 46 76 58 |44 62 52 |20 42 34 17 53 26 |25 37 30 37
(1] % 5 dev ‘ 48 76 59 | 46 61 52 | 33 44 38 ‘ 21 59 31 |29 39 33 41
P gt 50 77 60 |49 64 56 |34 44 38 20 58 20 |30 40 34 41

Table 4.5: Performance of fine-tuned fast-coref [11] with xlmr encoder is superior to zero-
shot performance of wl-coref [12] on all the languages. However, wl-coref is discovered to be

performing well for the 5 languages on which it is fine-tuned.

and coreference groupings from the English corpus. For each target language, placeholder
dummy entries were utilized for the constituency parse structures and speaker metadata.
This approach was adopted due to the unavailability of publicly released tools capable of
producing constituency parses for South Asian languages, as well as the absence of speaker
annotations in the Litbank and Mujadia et al. [§] data sets.

Table @ underscores the translation and alignment errors identified within the Trans-
MuCoRes construction pipeline. Owing to inaccuracies in both translation and alignment,
we proceeded to train several pre-existing coreference resolution models using a manually
curated coreference resolution data set. We employed the Hindi coreference resolution cor-
pus proposed by Mujadia et al. [§], as it represents the only publicly available manually
annotated resource for coreference resolution in any South Asian language (Hindi). For de-
tailed statistics pertaining to both TransMuCoRes and the corpus by Mujadia et al. [§],
kindly consult Table @ Although we preserved the original train:dev:test partitions for
OntoNotes, we needed to define equivalent splits for LitBank and the corpus introduced
by Mujadia et al. [§]. These splits will be made publicly available as part of the released

resources to facilitate a standardized evaluation of future coreference resolution models.

4.3 Coreference Resolution Models

In this study, we employed the following pre-existing coreference resolution models: (i)
wl-coref [12], and (ii) fast-coref [11]. Our choice of these models was mainly driven by

the fact that they offer fine-tuning scripts compatible with newly prepared CoNLL-style
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Language fast-coref [L1] vs wl-coref [L2] on fine-tuned xlmr
Split | Mentions F1 | B F1 | MUC F1 | CEAFe F1 | LEA F1 | CoNLL F1 | Split | Mentions F1 | B? F1 | MUC F1 | CEAFe F1 ‘ LEA F1 ‘ CoNLL F1

awa_ Deva 50 vs 42 41vs 32 | 29vs 25 27 vs 28 23 vs 19 33 vs 28 51 vs 43 45 vs 33 | 28 vs 23 25 vs 26 23 vs 18 33 vs 27
asm_ Beng 45 vs 46 25 vs 24 | 38vs 35 22 vs 26 20 vs 18 28 vs 28 47 vs 46 25 vs 23 | 41 vs 37 21 vs24 20 vs 18 29 vs 28
dzo_ Tibt 18 vs 4 9vs2 15vs 3 5vs2 6vs 1 10 vs 2 19vsb 10 vs 2 16 vs 4 6vs3 Tvs2 10vs 3
tgk_ Cyrl 61 vs 16 37 vs 8 52 vs 11 33 vs 11 31vs 6 41 vs 10 62 vs 15 3Tvs T 55 vs 11 30 vs 10 32vs 5 [ 41 vs 10
pbt_ Arab 33 vs 29 18vs14 | 31vs21 15 vs 17 15vs 9 21 vs 17 36 vs 31 19 vs 13 | 34 vs 23 14 vs 17 16 vs 9 22 vs 18
ben_ Beng T4 vs T3 51 vs 52 | 67 vs 66 45 vs 48 46 vs 47 55 vs 55 76 vs 75 52vs 53 | T1vs 70 43 vs 46 48 vs 49 56 vs 56
mar_ Deva T2 vs T1 49 vs 51 | 65 vs 64 44 vs 47 44 vs 46 52 vs 54 T4 vs T2 50 vs 52 | 68 vs 68 40 vs 44 45 vs 4T 53 vs 54
uig_Arab 21 vs 25 9 vs 10 15 vs 13 9vs 15 6vs 5 11 vs 13 21 vs 26 8 vs 10 17 vs 16 8 vs 14 6vs6 11 vs 13
bho_ Deva 52 vs 41 3lvs24 | 46 vs 33 27 vs 26 26 vs 19 35 vs 27 54 vs 43 31vs24 | 49vs 35 25 vs 24 26 vs 19 [ 35 vs 28
npi_ Deva T4 vs T3 52 vs 53 | 68 vs 66 46 vs 49 47 vs AT 55 vs 56 76 vs 75 53vs 54| TlvsT0 44 vs AT 49 vs 49 56 vs 57
bod_ Tibt 63 vs 6 17 vs 2 44 vs 3 10 vs 3 12 vs 2 24 vs 3 64 vs 6 18 vs 3 48 vs 3 10 vs 4 14 vs 2 25 vs 3
guj_ Gujr T4 vs T3 50 vs 51 | 66 vs 65 45 vs 48 45 vs 46 54 vs 55 75 vs T4 50 vs 51 | 69 vs 68 42 vs 45 45 vs AT [ 54 vs 55
hin_ Deva 75 vs T4 52 vs 54 | 68 vs 68 46 vs 50 4T vs 49 55 vs 58 76 vs 76 52 vs 55 | Tl vs 72 43 vs 48 48 vs 51 55 vs 58
hne_ Deva E—' 48 vs 39 28 vs 21 | 41 vs 29 27 vs 24 23 vs 16 32 vs 25 48 vs 40 28 vs 21 | 43 vs 31 25 vs 22 23 vs 16 32 vs 25
kan_ Knda ; 73 vs 71 50 vs 50 | 65 vs 63 45 vs 48 44 vs 45 53 vs 54 T4 vs T3 50 vs 51 | 68 vs 67 42 vs 46 46 vs 46 53 vs 55
kas_ Arab i 33 vs 13 17 vs 7 27 vs 8 16 vs 10 13 vs 5 20 vs 8 ; 34 vs 14 17vs 6 30 vs 9 15 vs 9 13vs4 20 vs 8
mag_Deva S 54 vs 47 32vs 28 | 47 vs 38 28 vs 28 27 vs 22 36 vs 31 :J 56 vs 50 32vs 27 | 51vsd4l 26 vs 27 28 vs 22 [ 36 vs 32
mai_Deva Z 48 vs 38 28 vs 22 | 42 vs 32 25 vs 22 24 vs 18 32 vs 25 50 vs 39 29 vs 22 | 45vs 34 23 vs 21 25 vs 18 32 vs 25
mal_Mlym /a 66 vs 65 43 vs 44 | 58 vs 56 38 vs 44 37 vs 37 46 vs 48 68 vs 67 44 vs 45 | 62 vs 60 36 vs 42 39 vs 39 A7 vs 49
mni_ Beng 30 vs 9 14vs 3 24 vs 4 11vs5 9vs 1 16 vs 4 33 vs 10 14 vs 3 27 vs 6 10vs 5 10vs 1 [ 17 vs 4
mya_ Mymr 61 vs 53 37 vs 32 | 52vs42 34 vs 35 31 vs 26 41 vs 36 63 vs 54 36 vs 32 | 55 vs 46 31 vs 33 31 vs 26 41 vs 37
ory_Orya 22 vs 22 10vs 9 19 vs 13 8vs 12 Tvs4 12 vs 11 24 vs 23 10 vs 8 22 vs 15 8 vs 12 Tvs4d 13 vs 12
pan_ Guru 71 vs 70 48 vs 49 | 64 vs 63 43 vs 47 43 vs 44 51 vs 53 73 vs T2 48 vs 50 | 68 vs 67 40 vs 44 44 vs 45 52 vs 53
prs_Arab 69 vs 64 47 vs 43 | 63 vs 56 40 vs 42 42 vs 37 50 vs 47 70 vs 66 46 vs 44 | 66 vs 60 37 vs 39 42 vs 39 50 vs 48
sat_ Beng 11 vs 4 5vs2 10 vs 2 3vs2 4vs1 6vs2 13vsb 6vs2 12 vs 4 3vs2 4vs1 [ Tvs3
sin_Sinh ‘ 22 vs 22 10vs 9 18 vs 13 8vs 13 Tvsh 12 vs 11 24 vs 23 1lvs9 22 vs 15 8 vs 12 8vsh 14 vs 12
snd_ Arab 30 vs 31 15vs 14 | 26 vs 22 13 vs 18 12vs 9 18 vs 18 31 vs 32 15vs 14 | 28 vs 24 12 vs 18 12 vs 10 18 vs 18
tam_ Taml 71 vs 70 47 vs 50 | 63 vs 63 43 vs 49 42 vs 44 51 vs 54 T2 vs T2 48 vs 50 | 66 vs 66 40 vs 45 43 vs 45 51 vs 54
tel_Telu ‘ Tlvs 71 48 vs 51 | 64 vs 64 43 vs 48 43 vs 46 52 vs 54 T3vs T3 50 vs 52 | 68 vs 68 39 vs 45 45 vs 48 52 vs 55
urd_ Arab 70 vs 71 47 vs 50 | 63 vs 64 41 vs 47 42 vs 45 51 vs 54 T2 vs T2 47 vs 50 | 67 vs 67 39 vs 44 43 vs 45 51 vs 54
uzn_ Latn 63 vs 60 40 vs 39 | 54 vs 50 38 vs 40 34 vs 33 44 vs 43 64 vs 60 39 vs 38 | 57 vs 53 35 vs 37 34 vs 33 43 vs 43
Mujadia et al. [H] ‘ 50 vs 78 35 vs 66 ‘ 45 vs T4 ‘ 33 vs 62 ‘ 31 vs 62 ‘ 38 vs 67 ‘ 54 vs 79 38 vs 68 | 51 vs 76 ‘ 31 vs 60 34 vs 64 40 vs 68
Overall ‘ 59 vs 52 ‘ 38 vs 34 ‘ 52 vs 45 ‘ 31 vs 32 ‘ 33 vs 29 ‘ 41 vs 37 ‘ 60 vs 53 38 vs 34 | 56 vs 47 ‘ 29 vs 30 34 vs 30 41 vs 37

Table 4.6: The wl-coref [12] method performs better than fast-coref [11] for the languages
on which it was fine-tuned (Hindi, Marathi, Tamil, Urdu, and Telugu).

data. In addition, wl-coref and fast-coref achieve performance levels within 3-4% of the
best-reported results on the OntoNotes benchmarka. Unfortunately, we faced challenges in
finding comparable training resources for the latest coreference resolution systems targeting
the OntoNotes dataset [260, 261, 262]. Owing to constraints in computational resources,
we did not fine-tune the LingMess model [263] as part of this research. Likewise, other
coreference approaches [264, 265], which have not consistently outperformed fast-coref and
wl-coref on the OntoNotes benchmark, were also excluded from fine-tuning in our experi-
ments. Additionally, models such as those introduced by Yu et al. [257] and Aloraini et al.
[226] depended heavily on features derived from pretrained word representations tailored
to specific languages, complicating the adaptation process for multilingual training. To cus-
tomize fast-coref and wl-coref for handling multilingual span data, we utilized the base
versions of XLM-RoBERTa (xlmr) by Conneau et al. [216] and multilingual BERT (mbert)
by Devlin et al. [44] as text encoding backbones. This strategy enabled the fine-tuning of a

unified model across multilingual datasets.

Shttps://paperswithcode.com/sota/coreference-resolution-on-ontonotes
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The fast-coref system is developed by leveraging the Longformer encoder [266] as part of
the longdoc coreference resolution architecture [267]. Observations indicated that simultane-
ous training, combined with data augmentation strategies like pseudo-singletons, enhanced
the model’s effectiveness across multiple datasets from different domains.

The wl-coref model relies on a head-finding mechanism via dependency parse trees,
which compelled us to fine-tune the model solely for languages with publicly accessible
dependency parsers. Hence, the wl-coref model was fine-tuned by us on Hindi, Urdu, Tamil,
Marathi, and Telugu data utilizing the dependency parser of the Stanza [2] library. The
fine-tuned wl-coref model was assessed in a zero-shot manner for the remaining languages.

It is important to highlight that the Stanza dependency parser often constructs parse
trees by segmenting words into subword elements. For instance, when tokenizing the sen-
tence, & (h6OLOWITETT 616018 (6THLD , HLelf HEMEVEFSHMMEVILD , LI6ST6OTI Hl6n6mas6rT60)(HHS!
@UQQDGUI‘I’B@@B’: ' LD[D[D_]Lb &6‘6)I_I'JL|55@'I)'Lb @@Lr;g)afr (There were Severe pains,
sudden dizziness, then bleeding from the pores, and ruptures.), the term 85®6mLDU_IIT6?)T
(severe) is divided into &(HeMOWI (severely) and Q46vT (became). It becomes clear that
simply joining the subwords does not faithfully reconstruct the original token. It must be
emphasized that the TransMuCoRes corpus exclusively provides annotations at the word
level. Consequently, generating a dependency parse tree based on words, instead of subword
units, becomes particularly important. To resolve this issue, we employed the awesome-align
word alignment tool to create a linkage between the original tokens and their respective sub-

word segments.

4.3.1 Evaluation Metrics

In this study, we adopt evaluation metrics that are traditionally applied in coreference
resolution tasks [89, 11, 268]. MUC serves as a link-centric measure, where a lower score
signifies a substantial number of links that must be either inserted or removed from the
predicted coreference chains to better match the gold-standard annotations. On the other
hand, B? operates as a mention-oriented metric, evaluating how well the model clusters
coreferring mentions together while maintaining a separation between non-coreferring ones.
CEAFe quantifies the extent of correspondence between aligned key and system responses,
with a higher CEAFe score denoting stronger agreement between the key and the prediction.
The CoNLL score is computed as the simple average of MUC, CEAFe, and B? scores.
Additionally, LEA is a metric based on entities and links, where a higher LEA value indicates
more precise resolution of extensive coreference chains. A comprehensive explanation of

these metrics can be found in [269].

4.4 Results

In this study, we employed the evaluation scripts provided by Paun et al. [268]. Table

@ demonstrates the robust outcomes achieved by the wl-coref technique when tested on
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languages it was specifically fine-tuned for. This observation is reinforced by the results
shown in Table @, indicating that wl-coref surpasses fast-coref exclusively on languages
it was adapted to. Remarkably, wl-coref secures the best results on our test subset of the
golden set, attaining CoNLL F1 and LEA F1 scores of 64 and 68, respectively. Our work
marks the first release of coreference resolution tools for Hindi, along with an evaluation
of their performance on the golden set compiled by Mujadia et al. [8]. Furthermore, we
noticed an improvement in both models’ performance when singleton mentions are excluded
during evaluation. This trend is reflected in Table @ and Table within Appendix @
Reconstructing the proposed TransMuCoRes architecture demands approximately 14 GB of
GPU memory, with the reconstruction process potentially extending up to three months on
a single GPU. Similarly, fine-tuning coreference resolution models requires a minimum of 30
GB of GPU memory and can take up to eight hours of computational time. Appendix @,
specifically Section , provides comprehensive details about the computational resources
necessary for this project. Additionally, we observed that one of the CoNLL evaluation
metrics, BCUB [27(], can occasionally fail to produce meaningful results when handling
examples where the key coreference chains include split antecedents. Consider, for example,

the following paragraph:

Thatcher, grew up in Lincolnshire whereas Gandhi, was raised in Allahabad. Both, become
powerful figures. Theyy locked horns in 1983. The world watched as the Iron Lady of
India. stood against the Iron Lady of UK.

When the output of a system (its predictions) matches the reference (the gold standard),
the BCUB recall value reaches 1.25. In addition, the LEA measure, proposed as a substitute
for CoNLL metrics by Moosavi and Strube [269], also produces non-ideal results for this
scenario. According to the LEA metric’s definition, the F1, recall, and precision scores are
all 1.16 when both the response and the key are set to the ground-truth. This highlights the
importance of developing an evaluation metric that can accurately address split antecedents
in coreference tasks. Moreover, the existence of split antecedents not only exposes a major
shortcoming in current evaluation metrics for coreference resolution but also introduces
difficulties during the training phase of present-day coreference models. This issue arises
from the structural constraints of these models, which allow only a single antecedent per
mention, even though split antecedents involve several antecedents appearing earlier in the
text.

4.5 TransMuCoRes Limitations

A significant drawback related to the risk of bias propagation during the conversion of the
English corpus into multiple target languages [271] is faced by this work. Moreover, extensive
computational power is required to reproduce these experiments. Evaluating coreference

resolution systems for languages apart from Hindi proved particularly difficult due to the
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limited availability of gold-standard annotated materials. The restricted size of the data
set for evaluating languages other than Hindi is also recognized. The results discussed in
this paper depend on the particular data partitions chosen from the corpus by Mujadia
et al. [8] and LitBank. To confirm these outcomes, cross-validation procedures are required.
Looking ahead, we intend to broaden the data set to include more low-resource languages
that are supported by NLLB models. There is also an urgent requirement for the creation
of a new evaluation metric that can reliably measure coreference groupings containing split
antecedents.

A variety of scholarly efforts have explored the automatic identification of coreferences
within South Asian languages. Nevertheless, there remains a significant lack of openly avail-
able tools and datasets in this field. This work seeks to bridge this shortfall by presenting
TransMuCoRes, a translated corpus tailored for Multilingual Coreference Resolution tasks.
We also provide checkpoints for two pre-existing approaches, each adapted using the gold-
standard Hindi data and TransMuCoRes. Our findings reveal that adapting the wl-coref
approach is practical for certain South Asian languages equipped with a dependency parser.
Importantly, it surpasses fast-coref in performance on those languages where it has been

specifically fine-tuned.

4.6 Chapter Summary

This chapter addresses the significant gap in coreference resolution resources for South Asian
languages, despite the availability of robust tools for English, Arabic, and various European
languages. The authors introduce TransMuCoRes, a translated dataset covering 31 South
Asian languages, and provide fine-tuned checkpoints for two coreference resolution models
(wl-coref and fast-coref), using both the new dataset and a manually annotated Hindi
corpus. The chapter details the challenges of translating and aligning mentions due to the
flexible word order and inflectional complexity of South Asian languages, and describes the
methodology for constructing the dataset, including the use of word alignment tools and
the handling of annotation limitations. The authors evaluate the performance of wl-coref
and fast-coref, finding that wl-coref outperforms fast-coref on languages where it can be
fine-tuned with available dependency parsers. The chapter also highlights shortcomings in
current evaluation metrics, particularly in handling split antecedents, and underscores the
computational demands of building and training these models. Limitations include potential
bias from translation, limited gold-standard data for languages other than Hindi, and the
need for improved evaluation metrics. Overall, this work represents the first public release
of coreference resolution tools and resources for South Asian languages, aiming to facilitate

further research and development in this under-resourced area.
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Chapter 5

Multilingual Non-Factoid Question
Answering with Answer Paragraph

Selection

Building upon the preceding chapters’ exploration of Indic language text representation
through triples and coreference linking, this chapter shifts focus to evaluating these tools
within a QA pipeline. A critical need for non-factoid QA datasets arises, necessitating a
robust evaluation framework. This chapter details the methodology employed to construct
the largest multilingual non-factoid dataset, outlining the key findings derived from this
process. A comparative analysis of this dataset with existing multilingual QA datasets,
particularly those of the QuADs family, is presented, highlighting the unique characteristics

and contributions of the newly developed resourcef.

Bison seal ]

LContent of this chapter is adapted from our paper accepted in the Special Session of PAKDD, 2025 []
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A standard Question Answering Datasets (QuADs) [273, 137] commonly consist of
question-answer pairs. Nevertheless, certain QuADs are set apart by including an extra
element, referred to as evidence or context, which is provided alongside each question. This
contextual data is intended to supply enough information to resolve the related question;
thus, these QuADs are frequently called Reading-Comprehension (RC) datasets. Most RC
datasets [4] concentrate on factoid responses, which are generally brief expressions or spe-
cific entities. As an illustration, a factoid inquiry such as Who was the first Prime Minister
of India? and its corresponding answer, Jawaharlal Nehru, can be cited.

In contrast, non-factoid questions require extended, explanatory answers that may span
several sentences or even paragraphs. For example, a non-factoid question could be formu-
lated as How did Jawaharlal Nehru become the first Prime Minister of India?, building
upon the previous example.

Current search engines struggle to provide satisfactory answers to non-factoid queries, as
indicated by evidence [274]. Furthermore, humans also encounter difficulties when respond-
ing to non-factoid questions [5]. To enable automated systems to address non-factoid queries,
extensive non-factoid QuAD datasets are essential for adapting QA models. Multilingual
QA systems encounter further obstacles because of the scarcity of these datasets, high-
lighting the necessity for constructing a multilingual QA resource tailored for non-factoid
questions.

Within this research, we automatically gather Question-Answer sets along with their
related news stories from the British Broadcasting Corporation (BBC) portal in several
languagesa. With the exception of the gold standard subset, which is hand-labeled, the re-
mainder of the dataset is not, as it is based on the assumption proposed by Soleimani et al.
4] that every paragraph following a question-based subheading includes its response. Conse-
quently, we designate this dataset as having silver annotations/answers. Prior investigations
have shown that silver annotations can be advantageous for developing text classification
models in fields where gold annotations are scarce, such as legal [275], journalistic [276], and
healthcare [277] sectors. Through a comparison of silver annotations with gold annotations,
it was found that 98% of the queries were accurately addressed by their silver responses.

Our principal contributions are summarized below:

1. MuNfQuADE, a multilingual question-answering dataset, partitioned into test, vali-
dation, and train splits, is released by us. More than 578K Question-Answer pairs in

38 different languages are contained by it.

2. Multilingual Answer Paragraph Selection models, fine-tuned on MuNfQuAD, leverag-

ing base variants of different pretrained encoders, are also released by us.

1. We present MuNfQuADH, a multilingual QA resource, divided into training, valida-

Zhttps://www.bbc.co.uk/ws/languages
3https://github. com/ritwikmishra/MuNfQuAD
‘https://github. com/ritwikmishra/MuNfQuAD
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tion, and test sets. It includes over 578,000 QA pairs spanning 38 languages.

2. We also provide multilingual answer paragraph selection models, adapted to MuN-

fQuAD, utilizing base versions of various pretrained encoders.

5.1 Related Work

WikiQA [278] was among the first datasets for automated question answering in English.
It sourced questions from Bing search logs and aligned them with pertinent Wikipedia en-
tries. SQuAD [B7] is a widely recognized English QA benchmark. Crowdworkers formulated
questions from English Wikipedia passages, and answers were located within concise text
spans. Natural Questions [42] is regarded as the largest dataset for factoid span extraction,
comprising nearly 320,000 questions, each paired with a full Wikipedia article, a long-form
answer, and a brief answer.

Our approach is most similar to NLQuAD [4], though that dataset is limited to English.
For a thorough overview of English QA datasets, see Cambazoglu et al. [279], Rogers et al.
B3].

Our primary emphasis is on multilingual QuAD datasets (mQuADs). bAbI [100] is an
early example in this area, featuring factoid questions and extractive responses in both Ro-
manized Hindi and English. Gupta et al. [101] introduced a Hindi-English bilingual QuAD,
demonstrating enhanced QA results through question categorization. Gupta et al. [280]
automatically translated a portion of SQuAD into Hindi, but we found that most answer
positions were incorrect. The XQA dataset [281] collected questions from Wikipedia’s “Did
you know?” sections, omitting entity names, which were then used as factoid answers. The
top ten Wikipedia articles related to each entity were used as context for the questions.
The authors also highlighted the limitations of translation-based augmentation in QA tasks.
XQuAD [103] was created by manually translating a subset of SQuAD into ten different
languages.

MLQA [282] generated questions from English Wikipedia entries and provided extractive
responses by employing crowd contributors. Afterwards, parallel sentences were identified
in the English article, and the English QA pair was manually rendered into additional lan-
guages. Among multilingual QuADs, TyDi QA [102] stands out as a significant benchmark,
emphasizing naturally occurring questions where the creators do not know the answers in
advance. Driven by curiosity, annotators were prompted to pose questions, and for mini-
mal answer span annotation and answer paragraphs, highly ranked Wikipedia entries were
utilized. ChaiiE supplies a QuAD featuring long-context and factoid queries in Hindi and
Tamil. Table @ presents the metrics for various mQuADs. Although multilingual resources
such as ResPubliQA [285] and BOLT [286] have related publications [287, 288], we were

unable to locate these datasets on the public web.

Shttps://www.kaggle.com/c/chaii-hindi-and-tamil-question-answering
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<
“titte” : [New £2m fund to ... |

T - q “date” : 24 June 2022
\New £2m fund to cut environmental |mpaCt of textiles ‘ “url” : https://www.bbc.com/news/uk-scotland-scotland-business-61908804

‘ “paragraphs”: [
{

‘A £2m fund aimed at reducing the environmental ...
[ero Waste Scotland (ZWS) said the money would ... ] “qas” [(

[ | “question”['What is the circular economy?},
“question_translated_En": “What is circular economy?”,
\What is the circular economy'7 ‘ “en_question_category™: “EVIDENCE-BASED",
- “answer”:[“The circular economy is a model of production ..."]
‘ “answer_start”: 1047,
“answer_sents”: “The circular economy ...",

‘The circular economy is a model of ...

:
1
‘The funding announcement comes shortly ... ‘ “context”: fPublished24 June 2022 \n A £2m fund aimed at reducing the ... TThe|
fircular economy is a model ... [Circular Economy Minister Lorna Slater ...”,
'sections™ ™1,1,1,1,1,1,1,1,1,2,2,2,2,2,2,2,3,3,3,3,3,3,3",
"tags": "Scottish government___Recycling____Environment___Carbon footprint",
‘Circular Economy Minister Lorna Slater said the ... ‘ "context_sents": "Published24 June 2022\nA ...

}
| | )

\'Disproportionate impact'

’ Whatis the ...

T

’What is the ... ‘ -+ ’The funding ...

/Contextual

(a) BBC news article on web (b) Resulting data dictionary
Text Label Label
’Wha(is(he,,. ‘+ ’A£2mfund... ‘ @ \ )
oss
’Whal isthe ... ‘+ éz;‘:lawnzs_tﬁ ‘ @
......... Multilingual c L
Pretrained }'— — lavare [0.1]
’Whalislhe.., ‘+ ’ _________ ‘ @ Text Encoder | . s Layers rediction
mbert /
’Whatislhem ‘+ ’The circular ... ‘ xl(m-r / etc)
o]

[wnatiwe. | 4. [Sroser ] embeddings of
the Text
(c) Training data (d) APS model

Figure 5.1: A diagram illustrating the process of refining the Answer Para-
graph Selection (APS) model and the method of data acquisition is shown.
(a) A BBC news report, retrieved from the URL: https://www.bbc.com/news/
uk-scotland-scotland-business-61908804, is displayed. Paragraphs identified as silver
answers are highlighted with blue rectangles, subheadings phrased as questions are marked
with green rectangles, and those that are not interrogative are indicated with red rectangles.
In (b), the extracted data structure is depicted. Subfigure (c) demonstrates that Label-0
denotes the paragraph is absent from the silver answer, whereas Label-1 indicates its inclu-

sion. The APS model’s architecture and the fine-tuning workflow are visualized in (d).

5.2 Data Curation

Our objective was to assemble a multilingual QA corpus containing non-factoid queries.
To this end, we automatically scraped the BBC news portal, collecting articles and their

associated question-answer sets. This work utilized Python’s BeautifulSoup and requests
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Avg F#tokens

Source Type Dataset Name Q C A #Samples | #Languages
Gupta et al. [280] Factoid Span Detection AMQA 10 126 2 36K 2
Google Research India (2021) Factoid Span Detection Chaii 1694 2 1.1K 2
Artetxe et al. [[L03] Factoid Span Detection XQuAD 12 155 4 13K 11
Gupta et al. [101] Factoid Span Detection *MMQA 9 314 7 2.7K 2
Lewis et al. [282] Factoid Span Detection MLQA 8 117 3 46K 7
Asai et al. [283] Open Retreival QA XOR QA 6 - 4 40K 7
Clark et al. [102] Factoid Span Detection TyDiQA-GoldP 5 76 4 54K 11
Clark et al. [102] Answer Paragraph Selection | TyDiQA-SelectP | 6 2891 80 90K 11
Clark et al. [L02] Factoid Span Detection TyDiQA-MinSpan | 5 2825 4 78K 11
Longpre et al. [284] Open-Domain QA MKQA 8 - 2 260K 26
Liu et al. [281] Factoid Span Detection TXQA 17 5326 2 90K 9
Weston et al. [L0(] Factoid Span Detection *hAbI 5 21 1 330K 2
Ours Answer Paragraph Selection MuNfQuAD 6 909 191 578K 38

Table 5.1: Characteristics of several multilingual QuAD datasets. For languages where
spaces do not separate words, such as Chinese and Japanese, the MeCab and jieba Python
modules were employed for tokenization, respectively. In contrast, for other languages, tok-
enization based on whitespace was applied. *“MMQA did not supply a mapping from ques-
tions to context, so we constructed one greedily. PMQA is derived from SQuAD, translated
automatically into Hindi, but approximately 92% of its (start, end) positions are incorrect.
YFor XQA, all ten contexts related to a question are concatenated to create a unified con-

text. YWithin the bAbI corpus, the passage preceding a question is used as its context.

packages for data extraction. For a specific language (e.g., Hindi), we executed a scraper on
both the Wayback Machinel (also known as the web archive) and the BBC (Hindi) site. The
most recent homepage of BBC (Hindi) provided the initial articles for the BBC scraper,
while the earliest archived homepage snapshot served as the starting point for the Wayback
Machine scraper. The scraping strategy was crafted to retrieve news stories by detecting
the presence of interrogative subheadings within a page. Figure @(a) shows the user inter-
face of a BBC news story, and Figure @(b) displays the collected data in dictionary form.
Nevertheless, subheadings that are not interrogative and appear in the article are inten-
tionally excluded from the context. This is because such subheadings generally function as
summaries, provide topic cues, or act as descriptive titles [289]. While these elements help
frame the content, they may not directly answer the dataset’s specific questions. Addition-
ally, candidate URLs were gathered from the current page by extracting anchor elements.
An interrogative subheading is recognized by the presence of a trailing question mark (or
its language-specific equivalent) in the subheading text.

For dividing sentences in our corpus, we employed the multilingual model checkpoint
from ersatz [[13]. We arranged the MuNfQuAD questions by their frequency of appearance,
then selected the top 50 most common questions per language and rendered them into
English via Google Translate. It was observed that a significant number of these questions

appeared across unrelated articles. To address this, we constructed a phrase list (lexicon)

Shttps://archive.org/
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Number of Languages 38
Number of QA pairs 578K
Number of Articles 294K

Number of Unique Questions 411K
Avg. Paragraph Length (Word) 17

Avg. Article Length (Word) 875
Avg. Question Length (Word) 6
Avg. Answer Length (Word) 165
Avg. Paragraph Length (Sentence) | 1.4
Avg. Article Length (Sentence) 51

Avg. Question Length (Sentence) 1.0
Avg. Answer Length (Sentence) 9.5
Avg. Paragraphs per Answer 6.5

Avg. Paragraphs per Article 35

Table 5.2: Summary of MuNfQuAD dataset statistics. For multilingual sentence boundary
detection, the ersatz toolkit [13] was used, and word tokenization was performed via whites-

pace splitting.

for each language to filter out interrogative subheadings that did not pertain to the article
content. For instance, & araeid BI? (Did you read this?) frequently appears as a subheading
in Marathi news stories. Further illustrations are shown in Table @ in Appendix .

5.2.1 MulNfQuAD Statistics

The dataset introduced here contains more than 411,000 distinct question-answer pairs,
making it the largest mQuAD to date. Table @ summarizes various statistics about this
resource. We found that over 75% of MuNfQuAD articles surpass the 512-token thresh-
old imposed by standard multilingual encoders for factoid QA tasks [114, 290]. Section @
elaborates on the computational limitations encountered by advanced multilingual encoders
with expanded token capacities when handling MulNfQuAD articles. Figure @ provides a
comprehensive visualization of word counts across articles, questions, answers, and para-
graphs.

We performed web scraping on the BBC news portal for every supported language,
which enabled us to gather data in 38 out of the 43 available languages. Table @ details
the language-wise distribution and indicates the year of the earliest article included in MuN-
fQuAD. Due to the strong multilingual character of dataset, our experiments are limited to
QA models that support multiple languages.

To analyze trends in n-grams, question types, and entity occurrences, every MuNfQuAD
question was rendered into English. This translation utilized the nllb-200-1.3B model [25§],
which uniquely supports translation among 200 languages within a single framework. For

extracting named entities from English questions, we used the spaCy toolkit. Table @
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Figure 5.2: Distribution of word frequencies in MuNfQuAD.

and Table @ present the principal results for the most frequent entities and n-grams,
respectively. To assign each English question to a specific category, we applied the non-
factoid question classifier from Bolotova et al. [B], which showed that over two-thirds of the

dataset’s questions are non-factoid. Figure @ depicts the similarity in question category

distributions between NLQuAD [@] and MuNfQuAD.

5.2.2 MulNfQuAD vs NLQuAD

A primary difference between these datasets is that MulNfQuAD provides sentence-segmented
multilingual data annotated with question categories, a feature not present in NLQuAD.
Additionally, we do not claim that BBC articles used as question contexts represent long-

context data, since many LLMs now exist that can process texts longer than typical BBC
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Region Africa Asia (Central)
Lang. Ambharic Oromo Hausa French* | Gahuza Igbo Somali Pidgin** | Tigrinya Swabhili Yoruba | Uzbek | Kyrgyz
Code am om ha fr* ™w ig SO en** ti sW yo uz ky
#Articles 1.0k 3.3k 1.5k 2.1k 1.8k 1.1k 3.1k 3.4k 1.9k 3.3k 1.4k 1.6k 1.3k
#QA 2.0k 5.4k 2.8k 4.9k 3.1k 1.5k 5.5k 5.4k 3.2k 6.1k 1.9k 2.7k 2.3k
Start Year 2013 2017 2013 2012 2014 2018 2016 2017 2017 2010 2018 2010 2011
Region Asia (Pacific) Asia (South)

Lang. Korean Indonesian | Vietnamese | Gujarati | Bengali | Marathi Hindi Pashto Nepali Sinhala Punjabi | Telugu | Tamil
Code ko id vi gu bn mr hi ps ne si pa te ta
#Articles 2.5k 5.5k 6k 8.2k 4.2k 10k 14k 1.9k 5.5k 1.7k 3.7k 7.3k 6.7k
#QA 4.6k 11k 10k 15k 7.9k 21k 26k 2.9k 11k 3.3k 7.6k 15k 12k
Start Year 2017 2010 2009 2017 2013 2017 2009 2010 2014 2012 2017 2017 2012

Region Asia (South) Europe Latin America Middle East
Lang. Urdu Russian Azeri Turkce | Serbian | Cymrufyw | Ukrainian | English | Mundo | Portuguese | Persian | Arabic
Code ur ru az tr ST cy uk en es pt fa ar

#Articles 7.4k 12k 2.3k 8.7k 9.5k 2.8k 11k 6.9k 11k 5.4k 6.2k 6k
#QA 14k 22k 4.3k 17k 21k 8.8k 19k 14k 20k 12k 11k 11k
Start Year 2010 2010 2011 2009 2018 2012 2009 2011 2009 2011 2008 2009

Table 5.3: Language breakdown in MuNfQuAD with ISO 639-1 identifiers. The dataset
covers the years 2009 through 2024. For Persian and Pashto, a 621-year offset is applied to
article dates, as speakers of these languages use the Solar Hijri calendar rather than the

Gregorian. *African French **Pidgin English

Top 4-grams Top 3-grams Top 2-grams Top 1-gram

what do we know ... (0.4%) what is the ... (7%) | whatis ... (12%) | what ... (38%)
what is the situation ... (0.4%) | what are the ... (2%) | whois ... (3%) | how ... (12%)
what happened to the ... (0.2%) | what does the ...(1%) | what did ... (3%) | why ... (8%)

what is going on ... (0.2%) what did the .. (1%) | what are ... (3%) | who ... (6%)
what happened at the ... (0.2%) | how did the ... (1%) | how did ... (2%) is ... (4%)

Table 5.4: Most common n-grams in English-translated MuNfQuAD questions indicate that

descriptive forms (what/how) are predominant.

articles—models that were unavailable at the time NLQuAD was introduced.

5.3 Answer Paragraph Selection

Given segmented context paragraphs and an associated question, the APS model assigns
elevated confidence values to paragraphs that are part of the silver answer set. The APS
model receives as input the concatenation of the i*” context paragraph (p;) and the question.
Its output is a probability between 0 and 1, reflecting how likely p; is to answer the question.

The rationale for utilizing an APS model, rather than a sliding window Reading-Comprehension
system [4], is that the APS approach is more consistent with the Answer Sentence Selection
(AS2) methodology, which is considered more suitable than the RC method [291, 292].

Xu et al. [293] demonstrated the utility of the APS module in automatically responding
to questions whose answers are distributed across disjoint text segments. As shown in Table
@, TyDi QuAD [102] also features a dedicated track for QA systems that use the APS
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Most frequent

Events (171) Organizations (15K) | People (27K) | Countries (47K)
Afghan War (8%) Taliban (5%) Putin (4%) India (7%)
Korean War (6%) Congress (5%) Trump (4%) Russia (7%)
World War II (6%) NATO (4%) Biden (1%) China (6%)

Tokyo Olympics (5%) EU (3%) Gandhi (1%) | Ukraine (7%)
Olympics (5%) Supreme Court (2%) | Harry (0.6%) USA (7%)

Table 5.5: Most frequent entities in English-translated MuNfQuAD questions are mainly
from the Asian subcontinent, reflecting that 16 out of 38 MuNfQuAD languages are Asian.

framework. Our APS model is constructed by fine-tuning multilingual pretrained encoders.
Figure @(c,d) provides an overview of the training process and the architecture of our
APS model. Suppose a news article contains ¢ questions and p paragraphs. Each question
generates p training samples, resulting in a total of pq training examples for that article.
Consequently, our APS training set comprises over 100 million samples from MuNfQuAD.
Based on Table @, the combined token count of a question and paragraph remains within
the 512-token boundary. The dataset was split into test, train, and development subsets in
proportions of 0.1, 0.7, and 0.2, respectively. Due to the dataset’s inherent class imbalance,

we employed a weighted focal loss during training.

5.3.1 Implementation

Model fine-tuning was performed across five GPUs, with each GPU processing a batch size
of 12. We experimented with several pretrained encoders, such as multilingual cased bert
(mBERT) [44], XLM-Roberta-base (XLM-R) [294], multilingual-e5-base (mE5) [295], cased
multilingual distilbert (d-mBERT) [296], XLM-Vocabulary-base (XLM-V) [297], multilin-
gual LUKE (mLUKE) [298], and mT5 [299], as the backbone for our APS model. Addition-
ally, the 560M parameter BLOOM model (bloom) [300] was also used as a text encoder.
The fine-tuning head of the APS model consisted of three linear layers with a dropout rate
of 0.2. Learning rates were set to 3e-3 for the fine-tuning layers and le-5 for the encoder,
managed by a linear scheduler. All models were fine-tuned for a single epoch, which took
between 25 and 33 hours. The transformers library [301] was used to incorporate pretrained

transformer encoders, and PyTorch [302] was used to build the fine-tuning APS models.

5.3.2 Baselines

To establish baseline comparisons, we used the sentence-transformers library (sbert) [303] to
produce vector representations for paragraphs (E,) and questions (E;). The sbert baseline
utilized the paraphrase-multilingual-mpnet-base-v2 (mpnet) and paraphrase-multilingual-
MiniLM-L12-v2 (miniLLM) [304] as multilingual models. Another baseline involved generat-
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Label 0 Label 1
APS Model Acc. | Macro F1 | Params. . L SR
recall | precision | F1 | recall | precision | F1

Ones 19 16 - 0 0 0 100 19 32 1

Zeros 81 45 - 100 81 90 0 0 0 0

Random 50 45 - 50 81 62 50 19 27 1
sbert (mpnet) 20 17 278M 1 87 2 99 19 32 | 0.99

Ours (mLUKE) 19 16 585M 0 100 0 100 19 32 1
Ours (bloom) 47 45 559M 39 90 54 81 24 37 | 0.92
sbert (miniLM) 22 20 117TM 4 87 7 97 19 32 | 0.99
TF-IDF 81 47 - 99 81 89 2 36 4 10.11
Ours (mBERT) 74 67 177TM 73 93 82 T 40 53 | 0.93
Ours (d-mBERT) | 66 61 134M 63 93 75 79 33 47 1 0.93
Ours (mE5) 79 71 278M 81 92 86 69 46 55 | 0.9
Ours (mT5) 76 69 27TM 76 93 84 74 42 54 | 0.91
Ours (XLM-R) 79 71 278M 80 93 86 73 46 56 | 0.91
Ours (XLM-V) 80 72 T778M 83 92 87 68 48 56 | 0.9

Table 5.6: A comparison of different models’ performance on the MuNfQuAD Test Set for
the APS task. The Random, Ones, and Zeros models always predict random 0 or 1, always
1, or always 0, regardless of input. The APS model fine-tuned with the XLM-V encoder
achieves the highest Label-1 F1 and macro F1 scores.

ing E, and E, by training a TF-IDF vectorizer with scikit-learn [208] on the training data.
During preprocessing, stopwords and punctuation were stripped from each languageﬂ. In
both baselines, the confidence score for a candidate paragraph was computed as the cosine
similarity between £, and FE,. For all models, the threshold was set at the midpoint of
the possible confidence score range. Specifically, a default threshold of 0.5 was used for the
TF-IDF baseline and the fine-tuned APS models, as their outputs range from 0 to 1. For

the sbert baseline, which produces scores from -1 to 1, a threshold of 0.0 was used.

5.3.3 Evaluation

Paragraphs not part of the silver answer are assigned a ground truth label of 0, while those
included in the silver answer are labeled as 1. Our analysis focuses on Label-1 metrics
and macro F1, due to the significant class imbalance—only 23% of samples are Label-1.
We also include the SR metric, which measures the proportion of questions for which at
least one candidate paragraph overlaps with the reference answer paragraphs [305, BG]. A
question is deemed successfully answered if there is at least one paragraph shared between

the candidate and reference sets.

"We used https://github.com/6/stopwords-json/| to obtain stopwords for multiple languages. For lan-
guages without available stopword lists, we selected the 260 most frequent words as stopwords, since the

average number of stopwords across all languages is approximately 260.
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APS Models vs Gold Labels
Silver Labels vs Gold Labels
Ours (XLM-V) C4AI Command-R
Lang | #Qs | #Ann | TAA
F1 score F1 score F1 score
Acc SR Acc SR | Acc SR
1 0| M 110 | M 110 | M
hi 100 2 0.26 | 75 | 49 | 83 | 66 1 69 |51 | 77|64 )|095| 72 |47 | 81| 64 | 0.97
gu 100 2 0.42 | 83 | 55|90 | 72 1 72 |49 | 81 |65 |095| 69 |43 |79 |61 |0.98
bn 100 2 0.4 | 81 | 60| 87 | 73 0.98 72 |56 | 79|68 | 097 | 65 |49 | 73| 61 | 0.97
tm 100 2 0.78 | 8 | 51 |91 |71 0.98 69 |38 7959|094 | 72 |40 |82 |61 |0.91
te 40 2 0.58 | 84 | 50 | 91 | 70 0.95 76 | 48 | 85 | 66 | 0.97 | 54 | 30 | 66 | 48 1
pa 100 1 - 87 | 52 | 93 | 72 0.98 79 |45 |87 |66 | 093 | 73 | 31|83 |57 |0.92
np 100 1 - 72 | 52 | 81 | 66 0.97 70 |59 | 76 | 68 | 0.94 | 61 | 54 | 66 | 60 | 0.97
ur 50 1 - 83 | 59 | 89 | 74 1 70 |49 |79 |64 |097 | 61 |43 | 71 |57 1
Average 81 | 53 | 88 | 70 | 0.98 72 |50 | 81 | 66 | 0.95 | 68 |43 | 77 | 60 | 0.96

Table 5.7: Results of the top-performing APS model (from Table @) and silver labels on
the golden set. Languages are denoted using ISO 639-1 codes. Cohen’s kappa is reported
as the Inter Annotator Agreement (IAA) score. We do not compare the performance of
our XLM-V based APS model with silver labels on the golden set, since Table @ already
presents model results on the full MuNfQuAD test set with silver labels. Silver labels achieve
the highest SR, Label-1 F1 (1), Label-0 F1 (0), and Macro F1 (M) on gold labels.

5.4 Results

Given the large training set (100M samples), we performed hyperparameter optimization
on a 1% subset. Our findings indicate that using a weighted focal loss with v = 2 [306] pro-
duces better outcomes than alternatives. We also observed improved results when including
preceding paragraphs along with the candidate paragraph. Thus, for each training example
(T}, label;), the text (T;) consists of (i) the question, (ii) preceding paragraphs, and (iii)
the candidate paragraph. Only a subset of the preceding paragraphs is included, ensuring
that T; does not exceed 512 tokens for any APS model. Attempts to enhance performance
by concatenating learnable position embeddings with contextual CLS token embeddings
or by adding the article title to the question did not yield improvements on the smaller
MuNfQuAD dataset. Ablation study results are provided in Table @ in Appendix .
Table @ shows that our APS model using XLM-V as the encoder achieves the highest
macro F1 and Label-1 F1. Some other models obtain higher SR but lower macro F1. Dur-
ing test set inference, omitting questions classified as FACTOID has minimal impact on the
performance of all fine-tuned APS models, as indicated in Table @ in Appendix .

5.4.1 Golden set

To test the hypothesis that “paragraphs following an interrogative subheading contain its
answer”, we engaged human annotators to answer questions from a MuNfQuAD subset,
termed the golden set. Each annotator was given a question and its corresponding article

(context), and asked to select paragraphs that could answer the question. Notably, annota-
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tors did not have access to silver labels. The annotation process is described in Appendix
. Native speakers were recruited as annotators for each language. Annotators were
compensated at 1 USD per eight questions. For languages with multiple annotators, the
final gold answers were determined by taking the union of all selected paragraphs.

Table @ shows that silver labels achieve a high Success Rate (~ 0.98) across languages,
suggesting that the silver answer text in MuNfQuAD can address 98% of questions. The
fact that silver labels outperform the best APS model indicates potential for further im-
provement in APS models. However, a Label-1 F1 of about 53 implies that roughly half
of the paragraphs in the answer text do not actually answer the question. Additionally,
many paragraphs outside the answer text are also capable of answering the questions. In-
terestingly, our XLM-V based APS model achieves higher Label-1 F1 and Macro-F1 on the
Nepali golden set than the silver labels, demonstrating the model’s ability to generalize from
silver-labeled data. The sbert and TF-IDF baselines yield lower Label-1 F1 scores. More
details on baseline performance on the golden set are available in Table @ in Appendix
hsd

The relatively low Inter-Annotator Agreement (IAA) for Hindi (hi) is likely due to
the higher number of answer paragraphs per question in this language. On average, Hindi
questions in the golden set have 8.0 silver paragraphs, compared to 7.8 for Bengali (bn), 5.8
for Tamil (tm), 7.1 for Gujarati (gu), and 5.9 for Telugu (te).

5.4.2 Large Language Models

We also explored the use of LLMs as APS models. To ensure comparability with our fine-
tuned APS models, we prompted LLMs with each context paragraph and the question,
instructing them to return a binary value indicating whether the paragraph answers the
question (1 for yes, 0 for no).

For open-weight LLMs, we used Llama-2-7b-chat [307], Mistral-7b [308], Llama-3.1-8B-
Instruct [104], Airavata [106], gemma-2b/7b [105], BLOOM-7b [300], CohereForAl (C4AI)
Command—RE, and Aya-101 [B09]. For proprietary LLMs, we used the ChatGPT APIE. We
found that running local LLMs requires significant inference time and large GPU memory.
Moreover, using proprietary LLMs like ChatGPT incurs monetary costsm. Therefore, we
restricted LLM baseline experiments to the golden set. Since mT5 [299] and bloom [300]
are multilingual encoders with large input token limits, we also attempted to fine-tune RC
models on the MuNfQuAD training set.

Our experiments show that even with 4-bit quantization and a batch size of one, a single
RTX A6000 (48 GB) GPU is insufficient for fine-tuning RC models based on bloom or mT5
encoders. We observed that C4AI Command-R outperforms other LLMs as an APS model

8https://huggingface.co/CohereForAIl/c4ai-command-r-v01-4bit
9gpt-3.5-turbo-1106 model with a 16K input token limit
10The estimated cost for zero-shot prompting with gpt-3.5-turbo-1106 on the full MuNfQuAD test set is

approximately 250 USD.
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on the golden set. Table @ in Appendix provides detailed results for various LLMs
on the MulNfQuAD golden set. However, as indicated in Table @, our fine-tuned APS
model still surpasses Command-R in performance. Additionally, our fine-tuned APS models
are much more resource-efficient: the XLM-V model requires 13GB of GPU RAM, and the
XLM-R model needs 5GB, both achieving inference speeds of 0.04 seconds per iteration.
In contrast, Command-R needs 22GB of GPU RAM and takes 0.4 seconds per iteration.
Furthermore, many local LLLMs were unable to provide meaningful answers as either APS or
abstractive QA models. Conversely, ChatGPT produced relevant outputs in both scenarios.
Manual evaluation of ten abstractive answers showed that all adequately addressed the
questions. Table @ in Appendix presents example outputs for abstractive QA from
different LLMs.

5.5 Discussion

It is observed that the TF-IDF baseline achieves a greater macro-F1 compared to the ran-
dom baseline, suggesting that silver responses often include passages with significant lexical
overlap with the posed question. For example, in the Hindi query o Wﬂé‘&' FaT? (Why
sitting is harmful?), the silver response starts with 3R §ST ST RESIRETS a1 87 ey
U IS & DI PR . (Why is sitting so bad after all? Let’s try to understand it.). Addi-
tionally, we find that both finetuned-mLUKE and sbert-based baselines show low recall for
Label-0 and high recall for Label-1, implying that the selected threshold tends to classify

most passages as answer passages. We assessed the threshold sensitivity of APS models.

Interestingly, for varying thresholds, finetuned-XLM-V did not show any noticeable gains.
As a result, we evaluated the next best-performing baseline, finetuned XLM-R. We found
that the XLM-R-based APS model delivers optimal results at a threshold of 0.6, reaching
an accuracy of 84 and a macro F1 of 73. Figure @ illustrates the performance patterns of
three different APS models: those utilizing TF-IDF, XLM-R, and sbert.

The standard threshold for each APS model was initialized at 50% of its output interval.
Cosine similarity is used for both TF-IDF and SBERT approaches; however, since TF-IDF
vectors are always non-negative, the cosine similarity between two TF-IDF representations
ranges from 1 to 0. Conversely, for SBERT, the similarity score spans from -1 to 1. Our
fine-tuned APS model applies a sigmoid activation at the output layer, producing values
between 1 and 0. Thus, in Figure @, the SBERT curve begins at zero, while the TF-IDF
and APS model curves start at 0.5.

We evaluated the effectiveness of our APS model architecture by comparing its results to
the baseline APS model introduced by Clark et al. [102]. After fine-tuning both models on
the TyDi training set, our APS model achieved an average F1 of 0.73, whereas the baseline
model reached 0.66.

Beyond serving as a resource, we hypothesize that MuNfQuAD’s primary advantage

lies in its use for fine-tuning APS models. Our experiments reveal that when the context
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Figure 5.3: A visualization of the leading APS models’ performance at various threshold
settings on the MuNfQuAD test set. Note that only sbert (miniLM) initiates from a thresh-
old of 0, as this is the default for the sbert-based baseline. In contrast, TF-IDF and XLM-R
have default thresholds set at 0.5. The XLM-R-based model consistently achieves the high-
est macro F1 scores across different thresholds. Notably, the fine-tuned XLM-R APS model

attains its best results at a threshold of 0.6, with an accuracy of 84 and a macro F1 of 73.

for a question is reduced using the scores from the MuNfQuAD-fine-tuned APS model, the
performance of instruction-tuned LLMs, such as Gemma-7B and Gemma-2B [105], improves.
This enhancement is evident across samples from the evaluation splits of XQA [281] and
TyDi [102].

Given that XQA and TyDi are factoid-oriented QA datasets, we define the win ratio as
the fraction of cases where the gold answer is present in the generated output, relative to
the total number of generations. Our analysis indicates that, on the TyDi evaluation set,
the win ratio for Gemma-2B increases from 11% to 14% with the APS model fine-tuned on
MuNfQuAD, and for Gemma-7B from 19% to 25%. Conversely, on the XQA evaluation set,
Gemma-2B’s win ratio rises from 1% to 6%, and Gemma-7B’s from 3% to 4%. The relatively
weaker results of LLMs on XQA are anticipated, as XQA is a cloze-style QA dataset. We
conducted a qualitative review of nine questions where the silver and gold answers did not
share any common passages. It was found that in four cases, the silver responses failed
to adequately address the question. For example, for the Telugu query »&an§ ders dee
&83dB5edfo B3? (How was Facebook data misused?), the answer was located within an
image rather than the relevant passage. Similarly, for the Gujarati question I1fET W7
I FAC 7&? (What should the others in the house do?), the silver passage answered What
should you do for others in the house? instead. Of the nine questions, three were very short

(~ 3 words), and their broad scope makes it difficult to answer them without the article’s
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Figure 5.4: A comparison of the distribution of question types in the proposed English
NLQuAD [@] and MuNfQuAD, based on predictions from the question classifier developed
by Bolotova et al. [a]

context. For instance, the Tamil question 6TLIGLITE) eTetT60T BLHSEHI? (When and what
happened?) is so general that it could yield different answers if asked independently of
the article. The same applies to the Punjabi question ﬂ'c'j gt Y3 Sfamr? (What did I find
out?). The last two questions were from interviews, making them hard to answer without a
full understanding of the conversation’s context. For example, AUTSHT FTSDI 37ef (W
ufesE! et Tef) dFel YRad! af Hacefierdretts faaR et f9R? (Does your statement
mean (while making the latest agreement with Nepal) that China also considered India’s
sensitivity?) was part of a discussion about Nepal’s foreign relations.

We attempted to fine-tune the smallest BLOOM model [@], the only multilingual
encoder with a token capacity above 512, as an extractive Reading-Comprehension model
on MuNfQuAD. However, our experiments showed that the task surpassed the memory
limits of the RTX A6000 (48 GB), even with a batch size of one.

5.6 MuNfQuAD Limitations

The analysis by Latham [] demonstrated that BBC tends to have a left-of-center per-
spective in its reporting. Consequently, we acknowledge that MuNfQuAD may reflect a
similar political leaning. Although a high Success Rate for silver responses suggests their
effectiveness in answering the associated questions, the relatively lower F1 for Label 1 indi-
cates that silver labels in MuNfQuAD are not always succinct or exhaustive. That is, silver
responses address the question but may include extra details. Furthermore, about one-third
of MuNfQuAD’s questions are labeled as FACTOID, suggesting that brief answers might
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exist within the silver passages. It is important to interpret the question categories carefully,
mainly for two reasons: (a) The classifier is not flawless. We applied the same classifier to
the English non-factoid QuAD [4] and observed a similar distribution of question types, as
shown in Figure p.4. (b) The classifier processes automatically translated English questions,
which can result in awkward translations that affect its predictions. For example, the Hindi
question 3FR &l fopaT T FITERT? was auto-translated as What if I didn’t?, and the classifier
labeled it as FACTOID. However, a more accurate translation would be What will happen if
not done?, for which the predicted category is EVIDENCE-BASED. Since this work mainly
introduces a new resource and a preliminary baseline, the innovation in data collection and
APS model design is limited.

The broad range of IAA values across languages highlights the subjective nature of
annotation for some languages. It should be noted that, due to the high costs of annotation,
we chose native speakers rather than professional annotators, which may affect the reliability
of the gold standard set.

As described in Section @, fine-tuning each APS model takes one or two days, which is
why results from multiple runs are not included in this study. Additionally, the number of
available GPUs limits the fine-tuning process for APS models on MuNfQuAD. In another
experiment, we fine-tuned our XLM-R-based APS model using a single GTX 2080 for 1%
of the total steps in an epoch. Our three runs showed that the process took about 77+2
minutes. Extrapolating from this, we estimate that completing a full epoch would require
roughly 128 hours on a single GPU.

Moreover, the computational requirements for bloom, mLUKE, and XLM-V were even
higher, needing at least 16GB, 12GB, and 22GB of GPU memory, respectively. The time
to finish one epoch was 30, 8, and 13 days, respectively.

Accessing ChatGPT’s proprietary models requires paid API keys. Our experiments with
ChatGPT 3.5 on the gold set cost 16 USD. For more advanced models like ChatGPT 4, the
cost would have been approximately ten times higher.

The results from LLM experiments should be interpreted with caution, as pre-training
may have exposed LLMs to BBC news content. Thus, as pointed out by Ahuja et al. [311],

there is a risk of dataset contamination.

5.7 Ethical Considerations

Over a period of six months, data extraction was performed, implementing appropriate
intervals between each collected article to avoid causing any Denial of Service (DoS) issues
for website visitors.

Our intention is to make MuNfQuAD accessible for academic, non-profit research pur-
poses. We have secured approval from the BBC to support this project. Within scholarly
circles, there are prominent examples where researchers have distributed BBC news content

for similar research aims in the fields of news summarization [312] and question answering
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[4]-

5.8 Chapter Summary

English QA has become a well-established task, supported by a wide array of resources and
systems for responding to fact-based queries. However, there has been considerable growth
in non-factoid QA. Our research emphasizes the necessity for multilingual datasets in this
area. To address this, we present MuNfQuAD, a multilingual QA resource designed to bridge
this gap. MuNfQuAD features non-factoid queries and covers 38 different languages, thereby
addressing a significant need.

The dataset was assembled by collecting BBC news stories. Questions are extracted
from interrogative headings, and the following paragraphs are used as their respective silver
responses. It is noteworthy that the majority of MuNfQuAD’s articles are centered on the
Asian subcontinent. When compared to a hand-annotated golden dataset, it is shown that
almost all silver responses are suitable for answering the posed questions. Furthermore, our
customized APS model, trained on MuNfQuAD, achieves a high Success Rate for both silver
(0.91) and golden (0.96) annotations. These findings indicate that training the APS model
with silver annotations can successfully generalize to certain languages present in the golden

dataset.
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Chapter 6

Explaining Finetuned Transformers
on Hate Speech Predictions using

Layerwise Relevance Propagation

QA has advanced significantly, particularly for factoid-based tasks. However, non-factoid
QA, as exemplified by MuNfQuAD, necessitates enhanced explainability. This chapter com-
pares three post-hoc XAI methods to identify the most suitable approach for interpreting
Answer Paragraph Retrieval in our future work. Using a hate speech benchmark with an-
notated rationales, we evaluate each method’s performance. Furthermore, we provide an
intuitive explanation of gradient utilization in Layer-wise Relevance Propagation (LRP)
and discuss its limitations. Our goal is to determine the most effective XAl technique for
improving the transparency of QA frameworksﬂ.

Disclaimer: In this chapter, quotations of text deemed offensive or objectionable are incorporated to
demonstrate the operation of the model, though the authors’ opinions are not mirrored. Online harassment

and offensive language are condemned by the authors.

Elephant seal [}

!Content of this chapter is adapted from our paper published in the Big Data and Artificial Intelligence

Conference, 2023 [313]
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| hate xyz!

LIME SHAP
| hate xyz! [MASK] [MASK] [MASK] [MASK] [MASK] [MASK]
| hate UNKWORDZ! | hate xyz!
UNKWORDZ UNKWORDZ UNKWORDZ! | hate xyz!
| UNKWORDZ UNKWORDZ! [MASK] [MASK] [MASK] [MASK] [MASK] [MASK]
| hate UNKWORDZ! | hate [MASK] [MASK] [MASK] [MASK]
| UNKWORDZ xyz! [MASK] [MASK]xyz!
UNKWORDZ UNKWORDZ UNKWORDZ! I hate [MASK] [MASK] [MASK] [MASK]
| UNKWORDZ UNKWORDZ! [MASK] [MASK]xyz!
| UNKWORDZ xyz! | hate xyz [MASK]
UNKWORDZ hate UNKWORDZ! I hate [MASK] [MASK] [MASK]!
| hate UNKWORDZ! | hate xyz [MASK]
UNKWORDZ UNKWORDZ UNKWORDZ! | hate [MASK] [MASK] [MASK]!

Figure 6.1: A comparison of text perturbation strategies in LIME and SHAP is depicted.
LIME applies word-level masking to the input string using the UNKWORDZ placeholder, while
SHAP performs subword-level masking with the [MASK] token. In SHAP, each altered input
is evaluated by a fine-tuned model, and the importance of subwords is inferred from the
resulting prediction changes. In contrast, LIME fits a linear surrogate model to the per-
turbed samples and their outputs, then assigns importance scores to each word based on
this model.

Neural networks have achieved broad adoption across a range of domains, including tasks
like natural language understanding, audio processing, and visual recognition. Despite their
extensive use, Deep Neural Networks are often criticized for their opaque nature, which
makes it challenging to interpret the reasoning behind their outputs [315]. Moreover, these
systems have been reported to display biases against certain demographic groups, such as

particular races [316], genders [317, B1§], or ethnic backgrounds [319].

To assess the performance of various post-hoc interpretability approaches, we utilized the
HateXplain dataset [320]. This dataset provides not only ground-truth class annotations but
also human-annotated rationales. These gold labels are binary judgments from annotators,
indicating whether a sample contains hate speech (1) or does not (0). The aim of hate speech
classification is to assign a score near 1 if hate speech is present, and near 0 otherwise. Gold
rationales are only available for samples labeled as hate speech by annotators. As first
described by [B21], a gold rationale is a binary vector whose length equals the number of
tokens in the sample. Therefore, the central research question addressed in this work is:
Relative to alternative post-hoc approaches, what level of interpretability does Layer-wise
Relevance Propagation (LRP) offer on the HateXplain dataset?
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This study presents a comparative analysis of three XAI methods: Local Interpretable
Model-agnostic Explanations (LIME) as introduced by [148], SHapley Additive exPlanations
(SHAP) as proposed by [149], and LRP as described by [322]. These methods were selected
for their ability to generate post-hoc explanations (rationales) for models trained without
explicit gold rationales.

LIME constructs a linear surrogate model by generating perturbed samples around
the original input. This surrogate is then used to estimate the importance of each input
feature. In contrast, SHAP computes Shapley values (as a proxy for feature importance)
for each input feature using partial dependence plots. In game-theoretic terms, a Shapley
value quantifies the contribution of a feature by measuring the change in model output
when the feature is included or excluded from the input. Both methods modify the input
text to compute feature importances. LIME treats words as features, while SHAP considers
subwords when the input is text and the model is a fine-tuned transformer. Figure @
illustrates the distinct approaches to text perturbation in LIME and SHAP.

To our knowledge, no previous work has evaluated the interpretability of transformer-
based hate speech classifiers on the HateXplain dataset using LRP or SHAP. Our research
is the first to systematically compare these three XAl methods on the HateXplain dataset,
and we implemented the LRP approach as part of this investigation.

This work focuses on hate speech detection models that utilize pretrained transformer-
based encoders (hereafter, encoders) to generate text representations. These models have
become prominent due to their state-of-the-art results in hate speech classification [323,
324]. Additionally, the importance of interpretability in transformer-based models has been
highlighted in several publications [325, B17, B26]. To the best of our knowledge, LRP has
not previously been applied to hate speech classifiers leveraging pretrained encoders.

The LRP algorithm operates by propagating relevance scores backward through the
network. Specifically, relevance is assigned at the output layer of the hate speech classifier
and then distributed backward through the layers. The relevance for a node j in layer L
is computed based on: (a) the relevance of all nodes in the next layer (L + 1), (b) the
learned weights connecting L and L+ 1, and (c) the activations in layer L. A comprehensive
overview of LRP can be found in [6].

The broader impacts of XAl have been discussed extensively in prior literature. The
comprehensive review by [315] summarizes key applications of XAI. Furthermore, by empir-
ically comparing two XAI methods, guidance is provided for future researchers on selecting
appropriate techniques for specific tasks. Our work aims to determine which method yields
more informative rationales and to share the insights obtained from these explanations.

We have released our implementation of LRP for transformer-based text classifiers,
which produces word-level rationales for predicted classes in multi-class settingSE. To our
knowledge, this is the first publicly available implementation of LRP for fine-tuned trans-

former models.

Zhttps://github.com /ritwikmishra/hateXplain-metrics-calculation
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>>> from transformers import AutoTokenizer
>>> tokenizer = AutoTokenizer.from pretrained("bert-base-cased")
>>> print (tokenizer.tokenize('I hate xyz!'))

[II', lhatel’ lxl, |##yl, l##zl, I!l]
>>> print(tokenizer('I hate xyz!',add special_ tokens=False) .word ids())
[o, 1, 2, 2, 2, 3]

Figure 6.2: Python code demonstrates the output of the .word_ids() method from Hug-
gingface (transformers) tokenizers. For the sample input I hate xyz!, the word zyz is split
into three subword tokens: z, ##y, and ##z As a result, the index 2 appears three times
in the output of .word_ids().

6.1 Related Work

LIME has been frequently adopted in prior studies to interpret hate speech classification
results [327, B28]. In contrast, LRP has seen limited use for this purpose. Karim et al.
[B29] applied LRP to explain hate speech predictions in the Bengali language, but their
approach was based on Long Short-Term Memory (LSTM) networks, a type of Recurrent
Neural Network (RNN). Arras et al. [330] previously used LRP to interpret sentiment
predictions from an RNN. Similarly, LRP has demonstrated its utility in intent classification
with Bidirectional LSTMs [331]. For analyzing the influence of source and target tokens in
translation, LRP has been applied to transformer-based Neural Machine Translation (NMT)
systems [332]. However, as far as we are aware, no earlier work has implemented LRP to

interpret predictions from a fine-tuned transformer-based classifier.

Our selection of LRP in this study is motivated by its ability to provide post-hoc expla-
nations for model outputs. Additionally, LRP has been shown to yield meaningful expla-
nations in tasks such as question classification and semantic role labeling [333]. Relevance
scores from LRP have also been used to enhance pretrained word embeddings [334]. Fur-
thermore, LRP has been utilized in Layerwise Relevance Visualization (LRV) for sentence
classification models based on Graph Convolutional Networks (GCN) [335].

Numerous studies have compared the effectiveness of multiple XAI methods. In the
context of disease diagnosis [336], SHAP [? | have been found to provide more informative
explanations than LIME. However, LIME rationales have been observed to be more stable
than those from SHAP for various financial models [337].

Balkir et al. [338] introduced necessity and sufficiency metrics to interpret hate speech
classifier predictions. Comparing LIME and SHAP using these metrics, they found that
LIME struggled to generate relevant rationales for false positives. In a sentiment analysis
context, Jorgensen et al. [339] compared rationales from SHAP and LIME, observing that
SHAP was more effective at identifying relevant text spans, while LIME rationales more

closely matched human word rankings.
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Figure 6.3: The architecture of a hate speech classifier and the process of relevance com-
putation via LRP are depicted. The confidence for the Hate class is marked in red. The
predicted output is used as the initial relevance at the output layer and is then propa-
gated backward through the fine-tuning layers (indicated by the red arrow), following the
methodology described in [G].

6.2 Experimental Setup

We employed the transformers library [204] to load various encoders in our experiments.
LIME and SHAP rationales were generated using the Ferret [340] toolkit, which builds upon
the official implementations and supports subword-level explanations. Word-level rationales
were derived from subword-level outputs using the Huggingface tokenizer’s .word_ids()
method. Figure @ displays the output of this function. Since no existing tool was avail-
able, we implemented several LRP variants for the fine-tuning layers of the hate speech
classifier. We verified that the total relevance remains conserved across all layers during
backpropagation to ensure the correctness of our LRP implementation.

We obtained word-level embeddings by averaging the corresponding subword embed-
dings, as shown in Figure @ This approach was necessary because ground-truth rationales
are provided at the word level, not the subword level. Embeddings for special tokens (such
as CLS and SEP), which mark sentence boundaries, were excluded since no ground-truth
rationales exist for these tokens.

The flattened word-level embeddings are then passed through the fine-tuning layers,
which consist of several Feed-forward Neural Networks (FFNNs). We used three linear
layers with a dropout of 0.1 and relu activations between them. To obtain the relevance
for each word, the relevance scores of the flattened word embeddings are summed. In this
work, relevance is propagated only up to the input layer of the fine-tuning module, as
propagating through the transformer layers (which include multi-head attention) is non-
trivial. We implemented the following LRP variants, based on the formulations by Montavon
et al. [6].

¢« LRP-0: This variant redistributes relevance in proportion to each input’s contribution
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to neuron activations. The formula is:

a; Wik
Ry =Y 1R, (6.1)
k Z?:o ajws .k

where k indexes the nodes in layer L + 1.

e LRP-¢: This approach extends LRP-0 by adding a small positive constant € to the

denominator:
a; Wik
Ry=2 —<5 R (6.2)

The € term helps stabilize the relevance assignment when neuron k’s activations are

weak or noisy.

e« LRP-v: This variant enhances LRP-0 by incorporating a positive parameter  in the

denominator:

(wik +yw
R; Z i ) Ry (6.3)
Zoaa Wik + W)

The ~ parameter controls the preference for positive contributions. As ~ increases,

negative contributions are diminished.

Montavon et al. [§] proposed using gradients to compute relevance scores. Their general

rule for calculating the relevance of node j in layer L is:

R — aj-p(wir) 1
’ ;E—FZéaj.p(wjk) g (6 )

The relevance backpropagation proceeds through these four steps:
o Forward computation: z = € 4+ Zf) aj.p(wjk)
o Division: s = Ry/z
 Backward computation: ¢; = Y, p(wj)-sk
» Relevance assignment: R; = a;c;

According to Montavon et al. [(], ¢; may be represented through the gradients of a, specif-
ically c; =a.grad. We aim to clarify the reasoning for this. To make the explanation more

straightforward, let us suppose p(w;) = w.
1. We have ¢; = w - s, where dim(w) = (j, k) and dim(s) = (k,1).

2. We know that z = w.forward(a), which corresponds to w’ - a, with dim(a) = (j,1).
Therefore, dim(z) = (k,1).

3. It is established that s = Ry /z, where dim(Ry) = (k,1). Thus, dim(s) = (k,1).
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4. When gradients are utilized, z*s .data can be written as t = (w” -a)-s, with dim(t) =
(k, 1).

5. If t is summed and gradients are backpropagated using .backward(), both w and a
receive gradients.
6. a.grad is the partial derivative of ¢t with respect to a. Therefore, a.grad= % =w-s=

Cj.

The deliberate use of s.data by the authors is meant to prevent gradients from flowing
into a through an alternative route, since s depends on a. However, if biases are present in
the neural network layers, equation @ will include bias terms at both the input and output.
As differentiation ignores biases, the gradient assigned to a remains w - s. Nevertheless, to
satisfy the LRP conservation property, which requires the sum of relevance scores to be

preserved across layers, the backward computation of ¢; must be modified as follows:

= (P(wjk) + ’bk> Sk

- jla;

Therefore, using a.grad will not yield ¢; when bias is active in fully-connected layers.
Our LRP implementation accommodates both scenarios, with or without bias, in the fine-
tuning layers.

For all three interpretability techniques, a token is marked as relevant (1) or not rele-
vant (0) based on whether its computed relevance surpasses a threshold. Following [32(], a
threshold of 0.5 is adopted for every method evaluated in this work.

For empirical evaluation, two distinct encoders were employed: bert-base-cased (BERT)
from [44] and roberta-base (ROBERTA) from [87]. These encoders were chosen due to their
widespread use in English hate speech classification tasks [323, B24]. To assess the effect of
the encoder on rationale extraction, our hate speech classifier was trained with the encoder
either frozen or allowed to update its parameters. All models were trained for 10 epochs,
using a learning rate of 5e-7 for the encoder and 1e-6 for the fine-tuning layers. None of the
models showed indications of overfitting or underfitting.

The explainability metrics in this research are divided into two groups: (a) Plausibil-
ity and (b) Faithfulness. Plausibility evaluates how closely the predicted rationales align
with human-annotated gold rationales, while faithfulness does not rely on gold rationales
and instead measures the model’s sensitivity to the predicted rationales. Under plausibility,
metrics such as Intersection over Union (IOU) F1, Token F1, and Area Under the Precision
Recall Curve (AUPRC) are utilized. Conversely, faithfulness is assessed using comprehen-
siveness and sufficiency. Notably, for sufficiency, lower values are considered better. For
comprehensive definitions of these explainability metrics, please consult the Hatexplain pa-
per [320].
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& Explainability
o Performance
8 | Method Plausibility Faithfulness
=}
A Accuracy? | Macro-F11 I0U F11 Token F171 AUPRC?t Compr.1 Suff.|
kb 0.10 0.17 0.45 0.11 0.22
1 (0.1120.0) | (0.178+£0.0) | (0.469+0.01) | (0.1240.0) | (0.217+0.01)
E e 0.26 0.30 0.64 0.30 0.09
A ™ 1 (0.25£0.01) | (0.3040.0) | (0.64+0.0) | (0.29+£0.01) | (0.1140.01)
SHAP (74£0) | (7L.740.6) 0.26 0.30 0.64 0.29 0.09
(0.26+0.01) | (0.30+£0.01) | (0.64-0.0) | (0.29+0.01) | (0.1140.01)
b 0.13 0.23 0.49 0.07 0.09
= (0.134£0.0) | (0.23+0.0) | (0.50+0.01) | (0.08+0.01) | (0.1040.01)
2| e 0.14 0.24 0.54 0.09 0.08
m 67 63 (0.1540.01) | (0.25£0.01) | (0.5420.0) | (0.10+0.01) | (0.09£0.01)
(67.6+1.1) | (63.7+1.2) 0.17 0.26 0.56 0.10 0.08
SHAP
(0.184£0.0) | (0.27+£0.01) | (0.57+£0.01) | (0.10+£0.0) | (0.0940.01)
i e 0.11 0.17 0.46 0.11 0.27
= (0.1240.01) | (0.184£0.02) | (0.47+0.01) | (0.1140.0) | (0.2620.01)
. 0.24 0.27 0.61 0.07 0.07
= 75 73 (0.24+£0.0) | (0.27£0.0) | (0.6140.0) | (0.07£0.0) | (0.070.0)
= (75.7+0.6) | (73.7+0.6) 024 026 0.1 007 0.06
SHAP : ) ’ X
(0.2340.01) | (0.2620.0) | (0.6140.0) | (0.07+0.0) | (0.06-0.0)
S| pp 0.13 0.23 0.49 0.05 0.06
§ (0.134£0.0) | (0.23£0.0) | (0.48+0.01) | (0.05+£0.0) | (0.06=0.0)
2 0.15 0.24 0.55 0.0 0.01
< 67 63 (0.15£0.0) | (0.24£0.0) | (0.55+0.0) | (0.01£0.01) | (0.01:0)
(67.3+0.6) | (63.7+1.2) 0.16 0.25 0.55 0.0 0.01
SHAP
(0.16£0.0) | (0.26+0.01) | (0.56£0.01) | (0.040.0) | (0.01:£0.0)
Random ‘ 50 50 0.10 0.23 0.47 0.27 0.26

Table 6.1: This table presents a comparative analysis of several post-hoc rationale extraction
techniques (LIME, SHAP, and LRP) applied to hate speech classification models utilizing
different encoders. Architectures where the encoder was updated during training are marked
with the subscript f — ¢, while those with encoders kept static are indicated by the sub-
script fr. Results are reported on the official test partition of the HateXplain dataset. The
average and standard deviation across 3-fold cross-validation are shown in parentheses. An
upward arrow denotes that higher values are desirable, while a downward arrow signifies
that lower values are preferable. The highest performance metrics are attained by fine-tuned
RoBERTA, whereas fine-tuned BERT achieves the top explainability metrics.

6.3 Results

Table @ displays the performance of multiple encoders under distinct training regimes. Our
study found minimal variation in effectiveness among the different LRP variants. Therefore,
only results for the LRP-0 variant are included in this work. Outcomes for other LRP
variants are provided in Appendix @

Our findings indicate that LIME rationales perform similarly to SHAP on nearly all
explainability measures. Additionally, the interpretability of LRP rationales on fine-tuned
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Figure 6.4: Predicted rationales from various methods for a sample from the HateXplain
test set are depicted. LRP rationales on fine-tuned encoders tend to assign high relevance
to the initial tokens, while LIME and SHAP emphasize the offensive term.

encoders was lower than that of a random rationale generator. It was also noted that while
LIME and SHAP plausibility scores decrease for models with frozen encoders, LRP plausi-
bility scores increase.

A qualitative review of rationales generated by LRP, LIME, and SHAP for fine-tuned
encoders revealed that LIME and SHAP assign high relevance to offensive words, whereas
LRP highlights the sentence’s initial tokens. Figure @ visualizes the relevance scores from
different methods for a sentence classified as hate speech by all models with fine-tuned
encoders and by human annotators in the HateXplain dataset.

Since LRP relevance values indicate the contribution of each node to the prediction,
high relevance for the first tokens suggests that their embeddings are the primary drivers
of the model’s output. To evaluate the importance of a specific token’s embedding (),
embeddings for all other tokens ({0,299} — {i}) were zeroed out. Figure @ demonstrates
the resulting accuracy drop for models with fine-tuned encoders. The results suggest that,
during training, fine-tuned encoders learn to encode most sentence information within the

embeddings of the first few tokens.
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Figure 6.5: The average reduction in accuracy across 3-fold cross-validation is shown when

only the embedding of the i*" word is provided to the fine-tuning layers, with all other

embeddings set to zero. The plot shows that accuracy loss is minimal (y-axis — 0) when

embeddings from the first few tokens (x-axis — 0) are used as input to the fine-tuning

layers.

Among sentences identified as hate speech, LRP marks the first token as relevant in 75%
of casesE for the BERT y_; model, and in 86% for the ROBERTA ;_; model.

6.4 Limitations of this work

The LRP analysis conducted here is limited to the fine-tuning layers of transformer models;
thus, this study cannot fully explain why sentence information is concentrated in the em-
beddings of the initial tokens. Furthermore, our evaluation of various explanation techniques
is restricted to hate speech detection using a single benchmark dataset, and our conclusions
are therefore specific to this context. Additional research is necessary to generalize these

findings to other domains or datasets.

6.5 Chapter Summary

Transformer-based models have achieved state-of-the-art results across a wide range of tasks,
from vision to language. However, because these models extract features in an integrated
fashion, interpretability in such deep neural networks is especially important. In this chapter,
we attempted to assess the explanatory power of the LRP approach using different encoders
for hate speech classification. We observed that LIME performs on par with SHAP for most
interpretability metrics on the HateXplain benchmark. However, LRP rationales led us to
conclude that fine-tuning a pre-trained transformer encoder produces a model where nearly
all textual information is embedded in the first few tokens. As a result, LRP relevance scores
up to the fine-tuning layers may not accurately reflect the true semantic rationale for the

model’s prediction. Nonetheless, fine-tuned encoders appear to exhibit a form of feature

3 Averaged across the three test splits in 3-fold cross-validation.
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space compression, which could be leveraged to validate text visualizations based on the

embeddings of early tokens.
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Chapter 7

Long-context Non-factoid Question

Answering in Indic Languages

We build upon the preceding chapters’ exploration of QA in Indic languages, addressing the
challenges of long-context understanding. We have highlighted the scarcity of resources and
the need for efficient techniques in this domain, particularly for non-factoid QA. We have
seen the explainability limitations of transformer-based models. Motivated by these observa-
tions, this chapter investigates context-shortening techniques to enhance QA performance
in low-resource Indic languages. We explore OIE, coreference resolution, APS, and their
combinations. We evaluate these techniques on three LLMs across four Indic languages,
analyzing improvements in semantic and token-level scores, computational efficiency, and
explainability. We also discuss the limitations of LLMs in handling complex non-factoid

questions and the impact of verbalizing OIE triplesﬂ.

Deity fighting two tigers on seal [B49].

!Content of this chapter is adapted from our paper submitted in the 13th International Conference on

Big Data & Al [}
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QA [23] constitutes a core challenge within NLP. The objective of QA is to automatically

produce or retrieve a suitable response for a given query.

The exploration of QA is vital, as it provides an effective avenue for training systems
to comprehend nuances across multiple modalities, such as text [26], video [27], and audio
[28], through question-answer exchanges. This research is particularly concentrated on the

textual modality.

This study prioritizes non-factoid questions, which require elaborate and detailed an-
swers. For instance, a non-factoid question could be, “ How did the people of Agra in the 17th
century view the construction of the Taj Mahal?” Although these questions are important,
non-factoid QA has received relatively limited attention since the early days of QA research
[b9]. Non-factoid QA systems are crucial for applications like generating responses for voice
assistants such as Amazon Alexa [60]. Additionally, non-factoid questions are prevalent on
online forums [61], and Bing search queries often require comprehensive, in-depth answers
[B43].

Non-factoid queries create opportunities for building language models that can handle
lengthy sequences [4]. These questions typically require answers that span several passages,
yet only a small body of research has thoroughly addressed this aspect [57]. Transformer-
based architectures are commonly used in QA system development [291, B44]. However,
the self-attention mechanism in Transformers introduces a significant limitation: quadratic
memory usage, which restricts their effectiveness for tasks involving long sequences [345].
While multilingual models like mT5 and mBART exist, they inherit similar limitations from
their English versions, especially in managing extended contexts [346]. Even though state-
of-the-art LLMs can process contexts containing up to a million tokens [347], their accuracy
on long-context QA tasks often drops, particularly if the answer is not located near the
beginning or end of the context [348]. In this work, we explore the use of APS models, OIE,
and coreference resolution to reduce the context length for non-factoid queries.

Open Information Extraction involves identifying n-ary tuples from a text. When these
tuples consist of three elements—namely, the head, relation, and tail—they are called triples.
For example, in the sentence: Helen, John Wick’s wife, gifted him a beagle puppy named
Daisy, the extracted triples could be: (i) {Helen, wife-of, John Wick}, (ii) {Helen, gifted,
him}, and (iii) {Daisy, is-a, beagle}. Importantly, triple extraction is not a deterministic
process, and different sets of triples may be produced from the same sentence. In contrast,
coreference resolution is the process of detecting text spans that refer to the same real-
world entity. For example, in the sentence above, both him and John Wick refer to the
same individual.

Most QA research is centered on English [349]. Transferring English-based models to
low-resource languages, especially for extended contexts, is often ineffective [350]. While
non-factoid QA models perform well in English [351], there is a notable lack of datasets for
Indic languages [57]. This work targets Hindi, Urdu, Tamil, and Telugu, leveraging available
OIE resources [167, B52] to bridge this gap.
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Motivated by the importance of non-factoid QA systems and the limited research on
Indic non-factoid QA, we have developed models specifically designed for non-factoid QA
in Indic languages.

The principal contributions of this paper are:

1. We show that integrating an APS model can substantially enhance LLM performance

in non-factoid QA by efficiently reducing the context size.

2. We release finetuned checkpoints for gemma-2b, gemma-7b, and Llama3.1, trained on

non-factoid QA pairs in Hindi, Urdu, Tamil, and Telugu.

3. We introduce a new Semantic Text Similarity metric for Multilingual Texts (STS-

MuTe), specifically designed to assess the quality of generated responses.

4. Our analysis reveals that when the APS model assigns a high score to a question-
paragraph pair, nearly every token contributes to the prediction, whereas for low

scores, only a small subset of tokens is influential.

7.1 Related Work

QA task can be divided into several categories based on specific characteristics of the prob-
lem [32, B3]. It has been observed that QA tasks involving context (either long or short) and
typically requiring factoid answers are often referred to as MRC [353]. A particular form of
QA, where an explicit question is not provided but the task involves filling in blanks based
on given instructions, is known as a cloze task [354].

In this study, we define a context as long if it exceeds 512 tokens, due to the absence of
a universally accepted definition for long context. This threshold is chosen for two reasons:
(a) it matches the default input limit of transformer-based encoder models like BERT [44]
and RoBERTa [45], which are widely used in QA systems [46]; and (b) the dataset used
in this research contains contexts longer than this limit (see Section @) We discuss LLM
token limits further in Section @

To specifically address non-factoid queries, various APS strategies have been utilized
by Cohen et al. [355]. Glass et al. [356] demonstrated that retrieving, re-ranking passages,
and then generating answers from them leads to improved results. Yulianti et al. [357] first
retrieved relevant answer paragraphs and then generated summaries from them. Extracting
a concise context from a longer passage not only breaks down the long-context QA problem
into manageable steps but also increases interpretability of the results [358]. Li et al. [359]
proposed a unified generative QA framework by combining a document ID retriever with

document-grounded answer generation.
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7.2 Dataset

This research utilizes the MuNfQuAD [272] dataset, which is the largest publicly available
multilingual non-factoid QA dataset. The question-answer pairs and their corresponding
contexts were sourced from BBC news articles. Additionally, methods similar to those in [4]
and [60], which collected non-factoid QA pairs from the open web via web scraping, have
been explored. The APS model finetuned in the MuNfQuAD study was employed, ensuring
that its training data was excluded from any finetuning or evaluation in this work. After
removing the APS model’s training data from MuNfQuAD, the resulting dataset contained
over 304K question-answer pairs.

To assess the effectiveness of OIE and coreference resolution for long-context non-factoid
QA, we limited our analysis to languages with available tools. The Transmucores coreference
resolution model [221] has been trained on 31 South Asian languages. However, there is a
notable scarcity of multilingual OIE resources. To the best of our knowledge, IndIE [167]
and Gen2OIE [70] are the only multilingual OIE systems supporting four Indic languages:
Hindi, Tamil, Telugu, and Urdu. Consequently, our proposed approach is evaluated on these

four languages.

7.3 Methodology

A conventional approach to addressing a question within a given context involves submitting
the combined question and context to a LLM. Empirical results demonstrate that LLMs
outperform alternative models on a variety of NLP tasks [104, 105, 360]. Figure visually
presents the typical process of utilizing LLMs for question answering, based on the supplied
context.

In this work, we investigate the integration of a retriever into the QA pipeline, aim-
ing to reduce a lengthy context to a shorter one for addressing non-factual queries. The
retrieval process is illustrated in Figure . As discussed in section @, earlier methods
have proposed incorporating a retriever in QA pipelines. We seek to assess its effectiveness
in a multilingual QA setting with non-factual queries. Four distinct retriever construction
strategies, illustrated in Figure , were adopted in this research.

Al. Basic APS model: Both the full context and the question are segmented into para-
graphs, which are then processed using the advanced APS model from [272]. The top

five paragraphs were selected to form the shortened context.

A2. Ranking of expressed triplets (OIE+APS): For each paragraph in the original
context, triplets were extracted. Each triplet consists of a subject, relation, and object.
In the expression phase, concise statements were generated by combining the extracted
subject, relation, and object. Given the flexible word order in Indian languages [361],

the generated statements maintained semantic accuracy. These articulated triplets
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Figure 7.1: LLMs are applied in approaches for answering questions over extended contexts.

A3.

Ad.

were concatenated with the question and processed by the APS model. The APS
model’s output was used to rank and select the top ten articulated triplets, which

served as the reduced context.

Coreference resolution and APS ranking (coref+APS): Multilingual corefer-
ence resolution, as described in [221], was performed on the full context to identify
coreference links between paragraphs. After identifying the paragraph with the high-
est APS score for the given question, all paragraphs with coreference links to this
paragraph were selected. The five highest-scoring paragraphs, according to APS, were

chosen.

Ranking of coreference chains of articulated triplets (OIE+coref+APS):
Using the predicted coreference chains and articulated triplets, groups of triplets

were assembled according to their coreference chains. Figure @ provides a graph-
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sentence, through the combination of its constituent components, is produced by the process
of transforming a triple (consisting of a head, relation, and tail). This is the verbalization

of triples.

ical overview of the four techniques implemented in this work.

We integrate each of the proposed retrieval strategies into the complete QA pipeline to
assess their impact in an end-to-end setting. This integration allows us to measure not only
the effectiveness of the retrievers in producing concise and semantically relevant contexts,
but also the overall gains they bring to the final QA task when combined with the answer
generation component. By employing different retrievers within the full pipeline, we obtain
a holistic view of their contributions, capturing improvements that may arise from better
alignment between the reduced context and the answering capabilities of QA pipeline. The
outcomes of this comprehensive evaluation are systematically presented and discussed in
section @, where we highlight the comparative advantages of each retrieval strategy in

enhancing multilingual QA performance for non-factual queries.

7.3.1 Implementation

A score, indicating whether the provided text can answer the given query, is predicted
by the finetuned APS model from [] in this study. It has been noted that effective
answer paragraph retrieval from a given document with long-context, using simpler baselines
such as tf-idf and cosine similarity on word embeddings, is not adequately performed [@,
@] Furthermore, effective performance for answer paragraph retrieval by deep learning
architectures, based on finetuning embeddings, has been demonstrated by []

The checkpoint with the base encoder of XLM-R [] has been selected by us, given
the observed superior performance of XLM-R on multilingual QA relative to mbert []

88



Chapter 7. Generative Indic QA 7.3. METHODOLOGY

Answer the question based on the given context.
##Question

{question}

##Context

{context}

## Answer

{answer}

Figure 7.3: Within the QA framework, LLMs are adapted through prompt-based finetuning.
The {context} serves as an extended context for the QA system with B, while a concise
context is utilized for the QA system with A1-A4. At inference, the {answer} was omitted

from the prompt.

Additionally, a significantly smaller GPU memory footprint and inference time are exhibited
by the XLM-R based APS model than other multilingual encoders.

Comparisons are made by us of our methodologies (A1-A4) with the baseline (B), as
illustrated in Figure , wherein no retriever is incorporated into the QA pipeline. Models
of instruction finetuned Gemma [[105], with 2 billion and 7 billion parameters, were employed
by us. Also, the 8 billion parameter model of instruction finetuned Llama 3.1 [104] was
utilized by us.

It is worth noting that the instruction-tuned LLMs employed in this study were released
only a few months prior to the commencement of this work, and thus represented one of
the most recent models available at that time. The release dates of these models are docu-
mented in section @ for reference. While our present focus is on assessing the integration
of retrievers within the QA pipeline using these instruction-tuned models, we recognize that
a comprehensive evaluation of LLMs already fine-tuned within RAG pipelines constitutes
a promising direction for further exploration.

On a training set of over 29K questions, the aforementioned LLMs were finetuned by
us for each approach (Al-A4) and baseline (B). Parameter efficient finetuning [365], with
LoRA [B66] rank and alpha of 32, was employed by us to develop the QA pipeline containing
finetuned LLMs (QAfinetuned). The prompt utilized for finetuning LLMs is depicted in
Figure @ By two primary considerations, the selection of these models was motivated:
(a) compatibility of their parameter sizes with the computational resources available to us,
and (b) demonstrated effectiveness of these models in prior studies on question answering
in low-resource languages [367, 368, B69].

Zero-shot predictions were performed as the models processed the test dataset. Utilizing
four-bit quantizationa, predictions were generated with a QA system employing unmodified
(base) LLMs (QApase). All experiments were executed on two NVIDIA A100 GPUs, each
equipped with 40GB of memory.

2https://pypi.org/project /bitsandbytes/
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7.3.2 FEvaluations

To evaluate the similarity between LLM-produced responses and the silver-standard answers
from MuNfQuAD, the ROUGE metric [370] was applied to measure overlap. According to
[B43], ROUGE has also been used to score long-form descriptive responses. Nevertheless,
Soleimani et al. [4] demonstrated that ROUGE is not dependable for evaluating lengthy
sequences. Additionally, although LLM-generated responses may underperform on lexical-
based metrics, they often convey the same semantic content as the reference answers [35].
Therefore, we introduce a semantic similarity metric for multilingual texts (STS-MuTe).
For any pair of texts (t1,t2), STS-MuTe is computed as the arithmetic meanH of the cosine
similarity (cos) across several multilingual embeddings and the BERTScore [371]. The fol-
lowing models were employed to calculate cosine similarity: (a) USE [372], (b) LaBSE [373],
and (c) LASER [B74, B75]. Equation EI presents the definition of STS-MuTe. BERT Score,
which relies on token-level pairwise cosine similarity, yields a single floating-point value rep-
resenting semantic similarity. For this, we used pretrained multilingual BERT [? | to obtain
contextual embeddings for BERTScore calculation. Thus, both token-level and semantic-

level similarity metrics are adopted in this study to assess LLM-generated responses.

BERTScore(t1, t2)
+cos(USE(t1), USE(tq))
+cos(LaBSE(t ), LaBSE(t2))
+cos(LASER(t1), LASER(t2))

STS-MuTe = 1 (7.1)

7.4 Results

The test dataset comprised over 6,000 QA instances. However, due to computational lim-
itations, inference was restricted to a subset of 1,100 questions. The mean context length
for these samples was 1,070 tokens. We ensured that all four target languages were repre-
sented in this subset. Table @ summarizes the outcomes of our QA system using different
strategies. The same test instances were used for evaluating both QAp.se and QA fineruned-

Relative to B, it was found that Al outperformed other methods on nearly every evalua-
tion criterion. Even in cases where B slightly exceeded Al (gemma-7b-it), A1 still delivered
competitive results. IndIE was observed to surpass Gen20IE in A2, while Gen20IE per-
formed better in A4. We attribute this to IndIE’s ability to produce more detailed triples
than Gen2OIE [167]. Our findings suggest that the APS model can extract higher-quality
short-contexts from the verbalization of detailed triples. In contrast, Gen20IE’s broader
triples tend to preserve coreferential mentions, resulting in improved performance for clus-

ters of verbalized triples.

3We also experimented with the harmonic mean, but observed no significant difference in outcomes.
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Gemma 2 Billion Instructional (gemma-2b-it)

Semantic-level Token-level
BERTScore USE LaBSE LASER STS-MuTe R1 R2 R3 RL
B 0.63 (0.75) 0.38 (0.80) 0.43 (0.58) 0.58 (0.83) 0.50 (0.74) 0.10 (0.44) 0.04 (0.31) 0.02 (0.29) 0.08 (0.34)

( ( (
Al | 0.66 (0.78) | 0.39 (0.81) | 0.46 (0.70) | 0.56 (0.85) | 0.52 (0.79) | 0.12 (0.51) | 0.08 (0.44) | 0.07 (0.42) | 0.11 (0.39)
A2 | 0.62 (0.61) | 0.31 (0.53) | 0.38 (0.51) | 0.50 (0.74) | 0.46 (0.60) | 0.07 (0.14) | 0.02 (0.04) | 0.01 (0.02) | 0.05 (0.11)
A3 | 0.57 (0.64) 0.18 (0.61) 0.32 (0.50) 0.49 (0.77) 0.39 (0.63) 0.03 (0.21) 0.01 (0.09) 0.00 (0.07) 0.03 (0.14)
A4] 065 (0.75) | 0.37 (0.77) | 0.45 (0.67) | 0.55 (0.83) | 0.50 (0.75) | 0.11 (0.43) | 0.07 (0.35) | 0.06 (0.33) | 0.10 (0.33)
Gemma 7 Billion Instructional (gemma-7b-it)
Semantic-level Token-level
BERTScore USE LaBSE LASER STS-MuTe R1 R2 R3 RL

B | 0.66(0.81) | 0.52 (0.84) | 0.53 (0.72) | 0.70 (0.87) | 0.60 (0.81) | 0.16 (0.55) | 0.07 (0.47) | 0.05 (0.46) | 0.11 (0.49)
Al | 0.69 (0.79) | 0.52 (0.81) | 0.56 (0.74) | 0.66 (0.86) | 0.61 (0.80) | 0.19 (0.53) | 0.13 (0.46) | 0.11 (0.44) | 0.16 (0.42)
A2 | 065 (0.63) | 044 (0.58) | 0.46 (0.56) | 0.59 (0.77) | 0.53 (0.63) | 0.10 (0.17) | 0.03 (0.06) | 0.01 (0.03) | 0.07 (0.12)
A3 | 063 (0.70) | 043 (0.69) | 045 (0.62) | 0.63(0.81) | 054 (0.71) | 0.09(0.33) | 0.03(0.21) | 0.01(0.17) | 0.07 (0.24)
A4 | 068 (0.76) | 049 (0.77) | 0.53 (0.70) | 0.63 (0.83) | 0.58 (0.77) | 0.16 (0.45) | 0.11 (0.36) | 0.09 (0.34) | 0.14 (0.35)

Llama 3.1 8 Billion Instructional (llama3.1-8b-it)

Semantic-level Token-level
BERTScore USE LaBSE LASER STS-MuTe R1 R2 R3 RL
B 0.69 (0.78) 0.61 (0.77) 0.57 (0.72) 0.69 (0.82) 0.64 (0.77) 0.28 (0.46) 0.18 (0.39) 0.15 (0.38) 0.22 (0.41)
Al| 0.70 (0.78) | 0.68 (0.78) | 0.62 (0.73) | 0.76 (0.82) | 0.69 (0.78) | 0.34 (0.49) | 0.26 (0.43) | 0.24 (0.41) | 0.27 (0.41)
A2| 061 (065) | 0.56 (0.63)| 0.49 (0.57) | 0.71 (0.74) | 0.59 (0.65) | 0.17 (0.22) | 0.06 (0.08) | 0.02 (0.04) | 0.11 (0.15)
A3 0.61(0.71) 0.51 (0.70) 0.49 (0.63) 0.68 (0.78) 0.57 (0.70) 0.16 (0.32) 0.06 (0.20) 0.03 (0.16) 0.11 (0.24)
A4] 069 (0.75) | 0.65 (0.75) | 0.59 (0.69) | 0.74 (0.80) | 0.67 (0.75) | 0.30 (0.43) | 0.21 (0.35) | 0.19 (0.33) | 0.23 (0.36)

Table 7.1: The table displays the effectiveness of the QA system with various LLMs on a
portion of the test data. Since A2 and A4 utilize an OIE system, red color highlights where
IndIE outperformed Gen20IE, and green color marks where Gen20IE surpassed IndIE.
ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-3 (R3), and ROUGE-LCS (RL) F1 scores are
reported. Values in parentheses indicate QA finetuned performance, while those outside refer
to QApgse- The highest value in each column is bolded. It is evident that Al consistently

achieved superior results compared to the others.

Upon comparing Al’s improvement over B across three LLMs, we observed that the
average relative increase in STS-MuTe and ROUGE scores was 4% and 47%, respectively,
for Q Apgse, while a 2% gain was noted for both metrics with QA finetuned-

To perform a qualitative assessment of the outputs generated by QA systems with
B and Al, we opted to use LLM-as-a-judge. Since employing human annotators is both
time-consuming and costly, LLM-as-a-judge has been adopted in several earlier works [376,
377]. Our preliminary experiments on a subset of the evaluation set showed that the base
gpt-4o-mini from [378] can outperform all QA finetuned models on every quantitative metric.
The prompt shown in Figure @ was used. As a result, we decided to use the ChatGPT
LLM as the judge. We utilized gpt-4o to evaluate the answers produced by the QA rinetuned
pipeline for all three LLMs. The prompt used for this evaluation is presented in Figure [7.4.
The proportion of questions where Al’s answers are preferred over those from B is: 73%
for gemma-2b-it, 93% for gemma-7b-it, and 51% for llama3.1-8b-it. This demonstrates the
qualitative superiority of Al compared to B.

As an ablation of the Al approach, we used the LangChauinH vectorstore retriever with

‘https://github.com/langchain-ai/langchain
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Pipeline ‘Approach‘ gemma-2b-it ‘ gemma-"7b-it ‘llama3.1-8b-it

B 11GB x2 11GB x2 12GB x2

QApase 4 secs/question | 30 secs/question | 70 secs/question
Al 3.5GB x2 6GB x2 7GB x2

4 secs/question | 8 secs/question | 58 secs/question
B 20GB x2 29GB x2 30GB x2

QA tinetuned 13 secs/question | 30 secs/question | 45 secs/question
Al 8GB x2 21GB x2 23GB x2

13 secs/question | 20 secs/question | 22 secs/question

Table 7.2: The computational resource usage of the QA system using both the baseline (B)
and Al methods is illustrated. The notation ‘x2’ denotes memory usage across a pair of
GPU devices. Owing to the concise context retrieved by the retriever, A1l is more efficient

and operates faster than B, as demonstrated.

Given the following question, you are given a ground-truth answer and two options. Choose the option
that is closest to the ground truth. You are only allowed to choose one option. Print either “optionl”
or “option2”. Print nothing else.

#+#Question

{question}

##Ground Truth: {ground truth}

##Optionl: {optionl}

##O0ption2: {option2}

Figure 7.4: The prompt employed to query the ChatGPT model for qualitative evaluation

is shown.

Huggingface embeddings [379] from the paraphrase-multilingual-MiniLM-L12-v2 model [303],
instead of the fine-tuned APS model from [272]. It was found that the LangChain-based A1l

variant outperformed the A1 method with the fine-tuned APS model. We also experimented

with BM25 to select answer paragraphs for each query from the relevant context. The results

showed that the A1 approach using the fine-tuned APS model (Al 4pg) surpassed both the

LangChain and BM25 variants of Al on all evaluation criteria. Interestingly, 75% of the

top-k paragraphs chosen by Al4pg were different from those retrieved by BM25, indicating

that the APS model captures information beyond simple bag-of-words and probabilistic

ranking.

The A1l method not only achieves better results than B on evaluation metrics, but also
requires fewer resources. Table @ presents the degree of computational and time savings
provided by the QA pipeline with A1 compared to B. The QA pipeline with A4, utilizing
the GenOIE tool, also demonstrated competitive results relative to the best-performing
A1 method. However, it introduces additional computational overhead. The coref module
consumes 5GB of GPU memory and takes 0.14 seconds per article, while the Gen20IE

module uses 6.5GB of GPU memory and requires 15 seconds per article.
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Pipeline ‘ Eval. Metric ‘ gemma-2b-it | gemma-7b-it ‘ llama3.1-8b-it

OApoe STS-MuTe 60.7% 48.4% 59.1%
ROUGE 64.9% 58.7% 60.6%

QA fimerumed STS-MuTe 65.8% 45.4% 48.3%
: ROUGE 61.8% 39.9% 44.1%

Table 7.3: For Al and B, the proportion of test cases where the average ROUGE scores
(R1, R2, R3, RL) and STS-MuTe for A1l surpass those for B is presented. Cases where Al
achieves better results (>50%) than B are highlighted in bold.

Due to the high resource requirements of B, Out of Memory (OOM) errors occurred on
many test cases with the available GPU hardware. Therefore, B and A1 were compared on
the subset of test cases that both could process, out of the 1100 total test cases. Table @
highlights A1’s performance advantage over B on these shared test cases. It shows that Al
outperforms B in most cases. For all test cases where Al successfully generated an answer
but B encountered an OOM error, the mean number of tokens in the (long) context was
1238, 1189, and 1069 for QA pipelines using gemma-2b-it, gemma-7b-it, and llamagd.1-8b-it,
respectively.

To compare the effectiveness of B and Al 4pg, we automatically translated a subset of
non-factoid QA pairs from the NaturalQA dataset [42] into Hindi, Tamil, Telugu, Urdu,
Marathi, and Bengali using the NLLB 1.3B model [258]. We selected questions that did
not have a short answer. The average context length in this dataset exceeded 8,000 tokens.
All related resources will be made publicly available. Our findings indicate that (except for
QApgse with Llama 3.1) Algpg consistently outperforms B on evaluation metrics, in the

ChatGPT-as-a-judge setup, and in memory usage across all LLMs.

7.5 Discussion

Given that A1 outperformed B, we analyzed the behavior of the APS model, which focuses
on reducing context. To do this, we applied post-hoc explainability techniques to extract
rationales for the APS model’s outputs. Specifically, we used LIME [148] and SHAP [149],
implemented via the Ferret library [340], to generate these rationales. Figure @ shows
a visualization of a sample rationale for a Hindi text, along with its English translation
produced automatically using the NLLB 1.3B model [258].

The APS model assigns a high score when it is confident that the paragraph, combined
with the question, is likely to answer the query. We observed that when the APS model
predicted a high score, many tokens received high relevance values (marked in red), while
fewer tokens were highlighted when the score was low. To empirically confirm this, we
conducted a validation.

Generating rationales for an APS model prediction took between 4 and 15 seconds,

depending on input length. Therefore, we computed rationales for a subset of the test set,
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consisting of over 8,500 question-paragraph pairs. The results, shown in Figure @, support
our earlier observations. These findings are consistent with our intuition, suggesting that
only a small number of tokens are needed for the APS model to determine that a paragraph
does not answer the question. This supports the use of the APS model as a retriever in the

QA pipeline.

The MuNfQuAD dataset [] includes question categories for each item, and its authors
have shown that while non-factoid questions are the majority, factoid questions are also

o I N W < = & o 2
w w8 <end>
<begin> What is [the| [jewish | settlement This policy is |being seen as a major |step

in Israels favor. <end>

(a) LIME rationales are shown where the APS model score was 0.379 (left) and 0.377 (right).
<hegin>m-maﬁﬁmmﬁ«.aﬂsmﬁ$mﬂmw
. @@ AW oW @ 8 <end>

<begin> What is the Jewish settiement [RIEaNey

This us - is lbeing seen as a major

in Israel's favor. <end>

(b) SHAP rationales are shown where the APS model score was 0.379 (left) and 0.377 (right).
sl B - 1 S S O .
DEIE NI IR SR
[

(c¢) LIME rationales are shown where the APS model score was 0.574 (left) and 0.56 (right).
R N - = I
o] fef e P )] e o e o] ]

-y T TT-T- 11T

(d) SHAP rationales are shown where the APS model score was 0.574 (left) and 0.56 (right).
Low - oooaammmmmmm High
Figure 7.5: Rationales are generated using two post-hoc explainability methods, LIME and
SHAP. The figures on the left show Hindi text from the test set, while the right side dis-
plays the English translation for readers unfamiliar with Hindi. Tokens with high relevance
values (brighter red) indicate a strong contribution to the predicted logit. Masking these
highlighted tokens is expected to reduce the model’s confidence. Notably, as the APS model

score rises, the rationales become more widely distributed (in red).
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L. Question Categories
QA pipeline . . .

Factoid ‘ Evidence-Based ‘ Debate ‘ Reason ‘ Experience

. 30vs 28 (32)| 26vs 25 (32) | 16vs 21 (13)|12vs 15 (10) [ 36 vs 3 (2)
gemma-2b-it

Al | 31vs 32 (40) | 25vs 28 (28) |[20vs 15 (18) | 11wvs11(4) |39vs 3 (2)

. 30vs 42 (40) | 25vs 30 (29) |19wvs 11 (17)| 11vs 8 (9) 4vs 2 (2)
gemma-7b-it

Al | 31vs 25 (34)| 25vs 31 (32) [20vs 22 (19)| 11vs 4 (4) |39vs 6 (2)

. 3lvs 41 (40) | 25vs 29 (22) |20vs 18 (24)| 11vs 5 (6) [39vs 1 (3)
llamad3.1-8b-it

Al | 31vs 46 (37) | 25vs 24 (26) |[20vs 11 (19) | 11vs 5 (7) | 39vs 4 (4)

Table 7.4: QA pipelines are shown across different question types. The cell format is: “ Total
vs Best_100 for QApgse (Best_100 for QA finetuned)”, where Total and Best 100 indicate
the percentage of a category among all generated answers and among the top-100 answers,
respectively. The top-100 answers were selected by ranking all generated answers by their
average scores. If the Best_ 100 percentage is higher than the corresponding Total percent-
age, it is highlighted in green ; otherwise, it is marked in red . Factoid and Evidence-Based
questions are more prevalent in the Best 100 compared to Debate, Reason, and Experience

categories.

present. We analyzed patterns in question types among the top 100 test cases, which were
selected by ranking the generated answers by their mean scores and taking the first 100.
The mean scores were computed by averaging semantic-level (STS-MuTe) and token-level
(ROUGE) metrics. Consistent with the findings of [E], Table @ shows that the highest-
quality answers are more often associated with factoid and evidence-based questions, as

opposed to debate, reason, and experience types.

—e— threshold=0.5
*— threshold=0.6

—e— threshold=0.5

#— threshold=0.6
—e— threshold=0.7
—e— threshold=0.8
—e— threshold=0.9

801 —a— threshold=0.7

—e— threshold=0.8
—e— threshold=0.9

80

60 60

40+ 40

20 20

% tokens whose relevance exceeded threshold

% tokens whose relevance exceeded threshold

0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90 90-100
Logit buckets

0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90 90-100
Logit buckets

(a) LIME thresholds (b) SHAP thresholds

Figure 7.6: To interpret the above figure, consider this example: for a text with 10 tokens,
if 7 tokens have a relevance value above a set threshold (e.g., 0.5), and the APS model
predicts a logit of 0.35, then the logit bucket is 3040 (0.35), and the percentage of tokens
exceeding the threshold is 70% (7/10). The figure demonstrates that higher logit values are

associated with a broader spread of relevance values across different thresholds.
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7.6 IndicGenQA Limitations

The Gen20IE approach was tested on two Indic languages: Hindi and Telugu. We used
checkpoints for these languages in our experiments, and performed zero-shot inference for
Urdu and Tamil, respectively. This approach was motivated by the strong linguistic simi-

larity between Hindi-Urdu and Telugu-Tamil, as shown by the online toola from [380].

The ROUGE Python libraryE used in this work is tailored for English. To our knowl-
edge, there is currently no ROUGE implementation that supports multilingual texts in
non-Roman scripts. Therefore, we converted all texts to Roman script using the method
described in [381]. The results reported here may change if a ROUGE package specifically

designed for non-Roman scripts becomes available, especially regarding stopword removal.

Our QA pipeline relies on pretrained LLMs. As discussed by Ahuja et al. [311], these
LLMs are trained on large-scale public datasets such as Common Crawl. This introduces
a possible risk of inflated evaluation scores. To address this, we excluded test data that
was publicly available before the release of each model checkpoint, using the last commit
date of the model file in its Huggingface repository: 21-Feb-2024 for gemma models, and
18-July-2024 for Llama model. This filtering left 78, 197, and 18 examples for gemma-2b-it,
gemma-7b-it, and llama3.1-8b-it, respectively. Compared to Table EI, the drop in evaluation
metrics for Q Apgse With B was 13%, 2.5%, and 22% for these three LLMs, respectively. This
suggests a modest decrease in QA pipeline performance when evaluated on data not seen

during LLM pretraining.

We acknowledge that the context lengths used in this study are much shorter than
the maximum token limits of many popular LLMs. For instance, Gemma models support
up to 8K tokens, while LLaMA 3.1 allows up to 131K tokensﬂ. However, in the absence
of a multilingual non-factoid QuAD dataset with sufficiently long contexts, we argue that
MuNfQuAD is the most suitable dataset for our experiments. One could suggest artificially
extending the context by concatenating the context of a given question with those of other
questions. However, previous studies have shown that answers to non-factoid questions are
usually found within a small section of the document, rather than being spread throughout
[94, B62]. Therefore, we did not investigate the effects of artificially increasing context length.
While the retrieval-based pipeline used here can theoretically handle contexts of any size,
its effectiveness for very long contexts should be tested on multilingual QuAD datasets with

contexts exceeding LLM limits.

Shttp://www.elinguistics.net/Compare_Languages.aspx
Shttps://pypi.org/project/rouge-score/
"The token limit is specified by the max_position_embeddings attribute in the model’s config. json file

on Huggingface.
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7.7 Chapter Summary

QA has led to the development of numerous approaches to address its challenges. With the
emergence of LLMs and their improved performance across various NLP tasks, the focus
in QA has shifted toward addressing LLM limitations, such as restricted context windows,
and tackling the relatively unexplored area of non-factoid QA in low-resource languages.
This work investigates the use of a retriever mechanism to condense the context associated
with a question. We explore several methods—including APS, OIE, and coreference reso-
lution (coref)—to implement a question-specific retriever. As a baseline, the full context is
provided to the LLM without any reduction to answer the question. To evaluate the qual-
ity of generated answers, we propose a Semantic Text Similarity metric for Multilingual
Text (STS-MuTe). Our experiments show that the APS-based approach (Al) is not out-
performed by either the baseline or alternative methods on both semantic and token-level
metrics. Moreover, the A1 method is found to be more resource-efficient. Additionally, our
experiments with post-hoc explainability methods indicate that the APS model’s scoring of

question-paragraph pairs aligns with human judgment.
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Chapter 8

Hindi Chatbot for Supporting
Maternal and Child Health

Related Queries in Rural India

We focus on the development of a Hindi chatbot designed to address healthcare-related
queries. In regions with limited access to medical professionals, individuals often seek reliable
health information through digital platforms. However, linguistic diversity and code-mixed
language usage pose significant challenges in designing effective automated systems. This
chapter explores the role of chatbots in bridging this gap by leveraging a curated database
of frequently asked healthcare questions and their expert-verified responses. The discussion
covers different approaches to measuring query-question similarity, including rule-based
methods, sentence embeddings, and machine learning-based paraphrase detection. Addi-
tionally, the chapter examines the integration of these approaches into an ensemble model to
improve response accuracy. By addressing the challenges of language variation and retrieval
effectiveness, this work contributes to the broader goal of making healthcare information

more accessible through automated conversational systems.

Bull scal [383).

!Content of this chapter is adapted from our paper published in the ClinicaNLP workshop at ACL, 2023

03).
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Healthcare access in India exhibits significant disparities between urban and rural re-
gions, with pregnant and postpartum women in rural areas facing limited access to medical
services. These challenges arise due to restricted time with healthcare professionals, language
barriers in doctor-patient communication, and societal constraints. In resource-constrained
settings, digital support groups have emerged as a prevalent platform for seeking informa-
tion on various maternal and child healthcare concerns [383, B84, B85]. However, moderators
of such groups are often overwhelmed by a large volume of queries, making it difficult to
provide timely responses. Additionally, group members frequently pose health-related ques-
tions in regional languages such as Hindi or Hinglishd. Given India’s doctor-to-population
ratio of 4.8 doctors per 10,000 individuals [386], scaling healthcare interventions that rely
on direct involvement from medical professionals remains a challenge [384]. Consequently,
there is an opportunity to enhance informational support for pregnant and postpartum
women through a chatbot capable of responding to their written queries in their native
language.

Chatbots are employed across various domains, including railway ticket reservations
and food delivery serviceSE. In the healthcare sector, chatbots have assumed diverse roles,
functioning as psychotherapists, nurses, doctors, and medical consultants [31, B87, B8§].
Notably, they hold the potential to serve as the initial point of contact for women seeking
information on maternal and child healthcare, particularly in resource-limited settings [389].
In this study, we investigate the effectiveness of a chatbot in delivering accurate healthcare
information by retrieving the most relevant Frequently Asked Questions (FAQs) along with

their corresponding answers [390)].

— P
< 3 if count <k

ASHA-FAQ No @ Z g cannot be
database = EmSTEECE] Response
\_/
Finding top-3 most similar
QnA pair for the given q Yes No

= T\ | |

il ———— @9 chatbot bt ——ﬁ A|——— dal

B User query (q) Asking user if Q is similar to q? BB Yes Response BB
~—

Figure 8.1: The architecture of the proposed chatbot is illustrated above. A user query (q)
can be entered in either the Devanagari or Latin script. The chatbot retrieves the top-k
most similar QA pairs from the ASHA-FAQ database and presents one question (Q) to the

user at a time.

We developed a chatbot capable of retrieving the top-k most relevant Frequently Asked
Questions (FAQs) along with their corresponding answers (QA pairs) in response to healthcare-

related queries. The chatbot utilizes a curated database of QA pairs in Hindi, with answers

2Hinglish is an informal term referring to a language written using the English (Latin) script while
incorporating Hindi grammar and vocabulary. It is also known as a Hindi-English code-mixed language. For
example, T (hello) is written as namaste’.

3https://www.chatbotguide.org/dominospizza-bot
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reviewed and validated by healthcare professionals. It can process user queries written in
both the Latin script (the native script for English) and the Devanagari script (the native
script for Hindi). Figure @ provides an overview of the proposed chatbot’s architecture.
For evaluation, we collected a set of healthcare-related queries from ASHA workersa.
In this study, we examine various algorithmic approaches for chatbot development and
assess their effectiveness in retrieving relevant QA pairs. Specifically, we explore three pri-
mary approaches: (i) a rule-based method, (ii) sentence embeddings, and (iii) paraphrasing
classifiers. Our findings indicate that an ensemble model integrating all three approaches
outperforms individual methods. To facilitate further research in this domain, we publicly

release the source code of our chatbota.

8.1 Related Work

With user query reformulation and knowledge from search engines, the development of
chatbots in healthcare using Al was initially started [391]. For the English language, these
chatbots were developed, but due to the scarcity of resources, the same techniques could
not be applied to Hindi speakers. For unstructured English written as a shorthand for SMS
by the Indian population, a FAQ retrieval system was aimed to be developed by Kothari et
al. [392]. To calculate sentence similarity scores, character-level features were relied upon.
For the Hindi language, initial works on building a QA system were restricted to exploiting
information from shallow speech features such as POS tags [393]. For the construction of an
automatic question-answering system for English-Hindi code-switched language (also known
as Hinglish), the word-level translation of code-switched queries into English queries was
commonly practiced due to the lack of resources in the Hindi language [394, B95]. Because
Hindi-to-English word-level translations are highly dependent on the position of the Hindi
word in a sentence, such approaches fail to generalize [396].

With cross-lingual word embeddings, a healthcare QA system has previously been solved
for low-resource African languages [397]. Through empirical studies, it has been demon-
strated that fine-tuned machine learning models utilizing embeddings from pre-trained
transformer-based encoders like BERT outperform many traditional AI models across var-
ious tasks [398, B99].

For FAQ retrieval tasks, the efficiency of BERT-based models in measuring sentence
similarity has been shown in earlier works [36, 400]. In this work, the performance of different
approaches for measuring sentence similarity between Hindi sentences from the maternal
healthcare domain has been compared. For a given user query (q), the most similar question
(Q) and its corresponding answer (A) are retrieved from the ASHA-FAQ database, which

is described in the next section.

* Accredited Social Health Activists (ASHA) are community health workers employed by the Ministry of
Health and Family Welfare, India. They serve as a vital link between the rural population and the state
healthcare system.

Sgithub.com /ritwikmishra/asha-chatbot
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8.2 Data Description

With permission from the authors, data from four prior studies were collected [401, B89,
102, 403]. Hundreds of QA pairs (in both audio and text modalities), as asked in real-world
scenarios by community health workers and pregnant and postpartum women regarding
maternal and child health issues, were included in the dataset. The answers to these ques-
tions were provided by health experts. With the assistance of two healthcare professionals,
the audio data was transcribed and annotated. Both annotators held a bachelor’s degree in
medicine and surgery, a master’s in public health, and had experience working in maternal
and child health. Each session was manually transcribed in the Devanagari script by the
annotators.

For this study, annotations were performed using an online transliteration toolE and
Audino [404]. More than 18 hours of healthcare-related audio were transcribed, resulting
in 1150 QA pairs. From the FeedPal study, which employed a wizard-based chatbot [389],
217 questions posed by young mothers along with their corresponding expert responses
were incorporated into the ASHA-FAQ database, bringing the total to 1367 QA pairs.
Subsequently, 217 maternal health QA pairs were received from Yadav et al. [389] and
added to the ASHA-FAQ database, leading to a final count of 1365 unique questions and
1338 unique answersﬁ.

Due to the COVID-19 pandemic, field testing of AI models was not feasible. Therefore,
to evaluate the models on real-time data, a total of 336 new user queries (q) were collected
from ASHA workers with the assistance of a non-governmental organization (NGO) partner.
ASHA workers were requested to provide queries they frequently encounter. These 336
queries were then annotated by the authors, with the support of public health professionals
(holding a master’s degree in public health), by mapping them to relevant questions from the
ASHA-FAQ database. For each query (q), completely and partially matching QA pairs were
identified from the ASHA-FAQ database. In this study, both types of matches (complete
and partial) were treated as relevant. It was observed that among the 336 queries, at least
one relevant question was found in the database for 270 user queries. Consequently, the
coverage of the ASHA-FAQ database was determined to be 80% in this experiment. The
270 queries identified as having relevant matches were designated as the hold-out test set
for evaluating the performance of different FAQ-retrieval approaches implemented in the
chatbot.

To train a deep learning model for computing sentence similarity scores between two
Hindi sentences, Hindi news articles were scraped from the Inshorts WebsiteE. Each data
point (d;) in the scraped dataset (D) consisted of a news article text (¢;), its headline (h;),
a summary of the text (¢f), and a paraphrased headline (h?). A total of over 17K data

Seasyhindityping.com

7A subset of the ASHA-FAQ database will be released to demonstrate the chatbot’s functionality, while
the full database will be made available in future research.

84inshorts.com/hi/read
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points were collected. For generating negative (non-paraphrased) headlines of h;, a random
headline was selected from the paraphrased headlinesH.

In the Inshorts dataset, 35K Hindi sentences from the news domain are classified into two
categories—paraphrased and not-paraphrased—with equal representation of both classes.
The scraping scripts and hyperlinks to the news articles are being released in the repository
mentioned above. To the best of our knowledge, this dataset is the most comprehensive re-
source available for paraphrase detection in the Hindi language. Since the Inshorts dataset
is derived from an open-domain (news), a domain-specific paraphrase dataset for health-
care was constructed. Questions from the ASHA-FAQ database were manually paraphrased
and treated as positive examples of paraphrases, while random sentences were selected as
negative examples. The resulting dataset, referred to as the AshaQs dataset, consists of
approximately 1500 healthcare-related question pairs, balanced across two classes (para-
phrased and not-paraphrased).

The performance of various FAQ retrieval models has been compared using five in-
formation retrieval evaluation metrics: Mean Average Precision (mAP), Mean Reciprocal
Rank (MRR), Success Rate (SR), normalized Discounted Cumulative Gain (nDCG), and
Precision at 3 (P@3) [400]. Among these, Success Rate is the most intuitive metric, as it
represents the percentage of user queries for which at least one relevant suggestion was

retrieved within the top-k results.

8.3 Methodology

Our work aims to take a user query (q) as input and generate the top-k most relevant QA
pairs from the ASHA-FAQ database as output. Consequently, the task has been formu-
lated as an FAQ retrieval problem. To address this FAQ retrieval problem, three primary
approaches were explored. The results from the best-performing approaches were then com-
bined to develop an ensemble method. Each of the three approaches is capable of converting
Latin script in user queries into Devanagari script. The indic-trans library was utilized for

transliteration [381].

8.3.1 Dependency Tree Pruning (DT P)

A dependency parse tree was constructed for the given sentence, and all significant keywords
were extracted by pruning the tree using handcrafted rules. The Stanza library was employed
to extract shallow linguistic features such as POS tags and to generate the dependency tree

for the Hindi language [2]. The tree pruning process consists of the following three steps:

I. Advice Removal: In the dependency tree, if any child of the root node contains words
such as Hellg (advice) or eIVl (treatment), or if the root node is an inflection of the

9Experiments were also conducted with curated negative samples, where the negative headline was chosen
as h? , the paraphrased headline with the highest keyword overlap with h; (where ¢ # j). However, this
approach did not yield performance improvements.
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Hindi word @ (do) and has a child such as @@ (should) or @7 (what), then the
child with the maximum number of descendants is designated as the new root. The

original root, along with the rest of its children, is then pruned from the tree.

II. Node removal: A manual analysis of multiple dependency trees revealed that certain
nodes associated with specific dependency relations do not contribute significantly to
the meaning of the query. The identified dependency relations include: dep, dislocated,
discourse, expl, cc, case, aux, aux:pass, and mark. Consequently, nodes connected to

the dependency tree via these relations are removed.

III. Compound merging: In Hindi, certain actions are expressed using a pair of verbs,
known as compound verbs. For example, in 39 &= (wrap doing), the first verb rep-
resents the action, while the second verb functions as a container for inflections such
as gender, number, and tense. In the compound merging step, all compound verbs are
reduced to their verb stems. The compound dependency relation is used to identify

and merge these verbs.

Since the subject-object-verb paradigm is generally followed by the Hindi language, the
words were extracted from the pruned dependency tree using post-order traversal. This was
done to enhance the readability of the extracted sentence. During the traversal, lemmati-
zation was applied to the words to remove inflections.

Using the DTP method, the keywords were extracted for every question (Q;) in the
ASHA-FAQ database. Precision and recall between the user query (q) and @); were calculated
by comparing the overlap between their keywords. The F-measure(q,Q;) was used as the
comparison metric, representing the sentence similarity score between ¢ and the i** question
in the database (Q;).

8.3.2 Sentence-pair Paraphrasing Classifier (SPC)

The goal is to train a deep learning model to predict a score that represents the extent to
which a given sentence-pair conveys the same information. The predicted score from the
classifier is used as the sentence similarity score for the given sentence-pair. If two sentences
in a given sentence-pair convey identical information, then a value closer to one is expected to
be predicted by the trained model. A pretrained multilingual transformer encoder (referred
to as *encoder® henceforth) was fine-tuned, which generates d-dimensional embeddings
for the given sentence-pair. These embeddings were then fed into a Feed-Forward Neural
Network (FFNN) with a single output node to predict the sentence similarity score. Earlier
works have demonstrated the superiority of fine-tuned encoders for paraphrase detection
tasks in Hindi sentences under the IndicGLUE benchmark [405, 406]. The SPC model was
fine-tuned on the Inshorts dataset and the AshaQs dataset using the Huggingface library

Kkt
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Figure 8.2: The performance of the fine-tuned SPC on the hold-out test set across ten
different random seeds is illustrated. The initialization of weights in linear layers and the
shuffling of data between training and testing sets before fine-tuning are determined by a
random seed. The fine-tuned SPC generates the top-k QA suggestions for a given user
query (q), where k = 3. The solid line represents the mean, while the shaded region denotes
the standard deviation. The figure highlights the improvement in the performance of the

SPC approach when fine-tuned on in-domain data for a single epoch.

8.3.3 Cosine Similarity (COS)

Different encoders were used to obtain a d-dimensional vector representation of ¢ and @);, de-
noted as F(q) and E(Q);), respectively. A pretrained encoder from the SentenceTransformer
library [407] was utilized to generate vector representations of sentences. The traditional
cosine similarity between F(q) and E(Q;) was used to determine the sentence similarity

score between g and Q);.

Ensemble method (&)

Due to its interpretability, the DTP methodology was selected, whereas the SPC and COS
methodologies were incorporated based on their strong performance in sentence similar-
ity tasks. To further enhance performance, an ensemble technique was introduced, which
generates sentence similarity scores by combining the outputs of the three primary method-
ologies.

For each input query, every approach generated a ranked list of the most similar QA
pairs from the ASHA-FAQ database, accompanied by their respective sentence similarity
scores. The top-k QA pairs with the highest scores were selected as the final suggestions for
each query. It was observed that while certain queries were better handled by one approach,
the same approach underperformed for others. To address this, an ensemble method was
devised to construct a new set of top-k suggestions by aggregating the final suggestions from
different approaches. In this method, the scores of repeated suggestions were summed, and
the top-k suggestions with the highest aggregated scores were selected as the final output

of the ensemble approach.
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prp | pre,_. | spc | spc., | spc,_. | cos | cos,. | &
mAP || 305 | 351 | 39.4 | 31.1 39.1 || 265 | 279 | 45.3
MRR 42.6 48.5 54.6 42.2 54.2 38.7 41.0 61.6
SR || 271 | 596 | 662 | 496 644 || 477 | 511 | 70.3
nDCG || 455 | 512 | 571 [ 439 565 || 40.8 | 433 | 62.5
Pa@3 27.1 30.0 34.6 34.6 34.6 22.7 23.9 34.6

Table 8.1: A comparison of the three primary approaches on the hold-out test set for the top-3
suggestions generated by our chatbot. The ensemble (£) is constructed by selecting the best-
performing models, highlighted in yellow , from each primary approach. The results clearly

demonstrate that the ensemble approach outperforms all other individual approaches.

8.4 Results

It was observed that among the top-3 suggestions, DTP provided at least one relevant
suggestion for only 27.1% of user queries in the hold-out test set. Analyzing its failure cases
revealed that the method struggled with the polysemous nature of words. For instance, DTP
treated IR (sugar) and SRASENT (diabetes) as completely distinct words, even though both

are interchangeably used in the Indian subcontinent to describe Diabetes mellitus.

To address this issue, buckets of synonymous or closely related words were maintained.
Whenever a word from a bucket appeared in either ¢ or @Q;, the remaining words from
that bucket were added to the sentence. Expanding the query in this manner is known as
query expansion (g-e) in automatic question-answering [396]. This modification improved
the performance of the DTP method, increasing the proportion of queries receiving rele-
vant suggestions to 59%. Table @ presents the performance improvement due to the g-e
variation, while Table E in Appendix @ illustrates an ablation study highlighting the

significance of different pruning strategies in DTP.

To build the SPC model, multiple encoders were utilized. It was observed that the
bert-base-multilingual-cased (mBERT) encoder by Devlin et al. [44] outperformed other
pretrained multilingual encoders. Furthermore, the best performance was achieved when
the SPC model was fine-tuned with three linear layers on top of the encoder. Since Rogers
et al. [408] suggested that early layers of encoders contain more syntactic information, the
early layers of the encoder were frozen. This led to more stable results across different
random seeds. The model was initially fine-tuned on the open-domain Inshorts dataset,
followed by additional fine-tuning on the Asha@)s dataset in the healthcare domain. This
two-step fine-tuning process improved the performance of SPC on the hold-out test set,
with notable improvements observed in the fourth epoch, as illustrated in Figure . Table
@ demonstrates that ¢ — (Q; sentence similarity performs better than ¢ — Q;A; similarity,
which aligns with previous research findings [36, 400]. The sensitivity of the SPC model to
other architectural choices is detailed in Table B of Appendix @
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& cos | E-prp | E-spc &
mAP 40.9 40.8 30.3 45.3
MRR 56.2 56.5 43.8 61.6
SR 66.2 66.2 51.1 70.3
nDCG 58.4 58.2 45.5 62.5
pPa@3 34.6 34.6 23.9 34.6

Table 8.2: Results of the ablation study on the Ensemble method (£). The table illustrates
that removing any approach (COS/DTP/SPC) from the ensemble method results in lower

performance.

Calculating the sentence similarity score as the cosine distance between the vector repre-
sentations of two sentences has proven to be an effective approach. Among various encoders
from the SentenceTransformer library, we observed that using paraphrase-multilingual-
mpnet-base-v2 as the pretrained encoder yielded better results. Additionally, Table EI
shows that applying query-expansion (g-e) variations on ¢ and @ further improved the
performance of the COS method.

Furthermore, Table @ demonstrates that the ensemble method £ outperformed all
three primary approaches on the hold-out test set. To analyze the contribution of each
component of £, we conducted an ablation study. In this study, the minus sign in the
subscript indicates the absence of a particular component. For instance, if SPC is absent,
the ensemble is represented as £_gpc. The results in Table @ reveal that removing any
component leads to a decline in the performance of £.

Additionally, when the three approaches produced top-5 suggestions, the resulting en-
semble method achieved a SR of 73%. It was also observed that the chatbot performed
better for user queries that had multiple relevant questions in the ASHA-FAQ database.

The SPC approach significantly contributes to the inference time of the ensemble
method. With a GPU-enabled server, the chatbot provides real-time suggestions within
4 seconds while consuming 2.3 GB of GPU memory. However, without a GPU, the chatbot

takes several minutes to generate the top-k suggestions and requires 6.0 GB of RAM.

8.5 Chatbot Limitations

In this study, we evaluated the chatbot using a Hindi-language database that was extensively
annotated by human experts. Consequently, when dealing with a large-scale database, the
scalability of the annotation process becomes a crucial concern. Given that questions and
answers may exist in multiple languages, substantial effort would be required to translate
them while ensuring that their contextual integrity is preserved. Our findings indicate that
the developed chatbot achieved a success rate of 70% for Hindi queries. However, this result

does not necessarily reflect its performance across different natural languages.
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For a given user query (g), the performance of our most effective FAQ-retrieval approach
is highly influenced by the number of relevant questions (@) available in the ASHA-FAQ
database for that particular query. Given the vast range of potential user queries within
the healthcare domain, the relatively small size of our ASHA-FAQ database is a key factor
contributing to cases where the system fails to retrieve relevant questions (Q).

Furthermore, our study does not assess the quality of answers present in the ASHA-
FAQ database. Therefore, a dedicated user study would be necessary to evaluate both the

diversity of the questions and the quality of the responses contained within the database.

8.6 Chapter Summary

We presented the development of a chatbot designed to alleviate the workload of healthcare
professionals by providing informational support on maternal and child healthcare concerns
in resource-constrained settings. The chatbot was developed using a FAQ-based approach,
leveraging a curated healthcare database in Hindi. The proposed FAQ chatbot is capable of
processing Hindi user queries written in both Devanagari (Hindi script) and Latin (English
script). To retrieve the most relevant QA pairs from the FAQ database, we experimented
with multiple FAQ-retrieval methods. Our findings indicate that the chatbot can successfully
provide relevant QA pairs for up to 70% of queries that are covered within the existing FAQ
database. The development process of the Hindi healthcare chatbot served as a formative
experience, providing practical exposure to the complexities of QA in Indic languages. The
challenges encountered and solutions explored during this phase laid the groundwork for
the subsequent focus on explainable, resource-efficient, and multilingual QA frameworks
presented in this thesis. Future work may involve conducting real-world evaluations and

deploying the chatbot for use by healthcare professionals in live settings.
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Chapter 9

Conclusion, Limitations, and
Future Work

This chapter concludes the thesis, summarizing the key findings and contributions related to
developing a framework for Non-Factoid Automated QA in Indian languages. As presented,
the thesis addressed the challenge of generating explainable, query-specific short contexts
by integrating Open Information Extraction, Coreference Resolution, and Information Re-
trieval. We now consolidate the outcomes of these integrated tasks, demonstrating their
collective impact on enhancing Non-Factoid QA. Furthermore, we discuss potential future
directions for extending this research, paving the way for more robust and nuanced QA

systems in Indian languages.

Bull seal []
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We embarked on a journey to address the critical need for robust and explainable Non-
Factoid Automated QA systems in Indian languages, a domain significantly under-resourced
compared to its English counterpart. QA is a foundational task in NLP, encompassing di-
verse characteristics, and this research specifically focused on developing a framework that
integrates multiple supporting tasks to enhance the explainability and accuracy of QA sys-
tems for Indic languages. The motivation stemmed from the observation that while English
QA has seen substantial advancements, the unique challenges posed by Indic languages,
particularly the scarcity of resources and the complexity of their linguistic structures, ne-
cessitate tailored solutions.

We provided a comprehensive overview of the existing literature, highlighting the evo-
lution of QA research from factoid to non-factoid, the impact of Transformer-based models,
and the crucial role of retrieval mechanisms. The survey revealed significant gaps, particu-
larly in Indic language QA, emphasizing the need for improved resources, efficient processing
techniques, and advancements in retrieval-augmented and explainable QA models. We high-
lighted the potential of OIE for enhancing explainability and the importance of multilingual
coreference resolution and retrieval-based context reduction for long-context understanding.

A practical application of QA principles was demonstrated through the development of a
FAQ-based chatbot for maternal and child healthcare in Hindi. This chatbot, designed to al-
leviate the workload of healthcare professionals in resource-constrained settings, showcased
the feasibility of leveraging existing knowledge bases to provide relevant information. The
experimentation with various FAQ-retrieval methods highlighted the potential of this ap-
proach, achieving a 70% success rate for queries within the database. It laid the groundwork
for further exploration of QA applications in real-world scenarios.

We addressed the critical issue of resource scarcity in Indic NLP by introducing IndIE,
an OIE tool designed to extract triples from Hindi sentences. The development of IndIE
involved fine-tuning a multilingual pretrained Transformer model and constructing a MDT
to generate triples based on manually designed rules. The creation of Hindi-BenchlE, a
benchmark for evaluating Hindi triples, further contributed to the advancement of OIE
in Indic languages. The results demonstrated that IndIE outperformed other baselines,

producing more informative and detailed triples.

We highlighted the lack of resources for coreference resolution in South Asian languages.
The introduction of TransMuCoRes, a translated dataset for multilingual coreference res-
olution, and the release of fine-tuned checkpoints for off-the-shelf methods, contributed
significantly to this domain. Our findings indicated the feasibility of fine-tuning the wl-
coref method for languages with accessible dependency parsers, outperforming fast-coref in
specific languages. This chapter emphasized the need for publicly accessible resources and
models to advance coreference resolution in Indic languages.

We introduce a multilingual non-factoid QA dataset, MuNfQuAD, spanning 38 lan-
guages. This dataset, compiled from BBC news articles, addressed the critical gap in mul-

tilingual non-factoid QA resources. The evaluation of silver answers against a manually
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curated golden set demonstrated the high quality of the dataset. Furthermore, the fine-
tuned APS model, trained using MulNfQuAD, achieved high success rates, validating the
effectiveness of the dataset for training QA models.

We also explore the explainability of Transformer-based frameworks, specifically focusing
on the LRP technique for hate speech detection. The analysis revealed that fine-tuning
pretrained Transformer models can lead to the concentration of textual information in
the embeddings of the first few tokens, potentially limiting the effectiveness of LRP for
explaining model predictions. However, the chapter also suggested that fine-tuned encoders
exhibit a characteristic of feature space curtailment, which can be used to validate textual
visualizations based on early token embeddings.

Finally, we investigated the use of retrieval procedures to condense context for LLMs in
QA tasks. The research explored various strategies, including APS, OIE, and coreference
resolution, and introduced a Semantic Text Similarity score for Multilingual Text (STS-
MuTe) for evaluating answer quality. The results indicated that the APS-based method,
while efficient, was outperformed by the baseline and other techniques. However, the chapter
also demonstrated the alignment of the APS model with human perception through post-hoc
explainability techniques.

In summary, this thesis has successfully developed a framework for Non-Factoid Auto-
mated Question-Answering in Indian languages by integrating multiple supporting tasks,
including Open Information Extraction, coreference resolution, and information retrieval.
The creation of IndIE, Hindi-BenchIE, and MuNfQuAD has significantly contributed to the
advancement of NLP resources for Indic languages. The exploration of explainability tech-
niques and retrieval-based context reduction has provided valuable insights into improving

the performance and interpretability of QA systems.

9.1 Limitations

I. While this work addresses the under-resourced nature of Indic languages by introduc-
ing tools such as IndIE and datasets like MuNfQuAD, the scope remains limited to
a subset of Indic language families, predominantly Indo-Aryan and Dravidian. The
lack of annotated corpora, linguistic tools, and NLP resources for many other Indian

language families continues to hinder broader generalization.

II. The evaluation of systems and resources, including Hindi-BenchlE and MuNfQuAD,
relies on manually curated datasets or silver-standard answers. Although these offer
valuable insights, the absence of large-scale, high-quality human-annotated bench-
marks may affect the robustness and reproducibility of the findings across domains

and languages.

III. The use of manually designed rules in the construction of the Merged-Phrase De-

pendency Tree for triple extraction in IndIE limits scalability across languages and
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domains. These rules, while effective in controlled settings, may not generalize well to

complex syntactic structures or lesser-documented languages.

IV. The investigation of LRP for model interpretability highlighted inherent limitations
within Transformer-based architectures, notably the tendency for relevant information
to become concentrated within the embeddings of the initial tokens. However, this
observation is derived from relevance values propagated only up to the fine-tuning
layers. To obtain more comprehensive insights, it is necessary to employ methods
capable of backpropagating relevance values through the entire architecture, reaching

the token embedding layer within the Transformer model itself.

V. Although the APS model demonstrated alignment with human judgment, its under-
lying architecture was intentionally kept simple to facilitate training on large-scale
datasets and to enable efficient parallelized fine-tuning. Consequently, there is a need
to explore and evaluate more sophisticated APS model architectures on the released

dataset to potentially enhance performance.

VI. The practical application of the framework through a healthcare chatbot demonstrated
promise, yet its success rate ( 70%) indicates room for improvement. The system’s
reliance on predefined FAQs restricts its flexibility and coverage, particularly when

handling out-of-domain or conversationally nuanced queries.

VII. Many components of the framework, such as IndIE and TransMuCoRes, rely on pre-
trained multilingual Transformers. While these models facilitate cross-lingual trans-
fer, they may inherit biases or limitations from their training data, which can impact

downstream performance and fairness across different Indic languages.

VIII. The absence of extensive user studies or deployment feedback limits the assessment
of the framework’s usability, scalability, and impact in practical settings, especially in

low-resource and multilingual environments such as rural healthcare.

9.2 Future Directions

Several promising avenues exist for extending the research presented in this thesis. The
ASHA-FAQ chatbot developed in Chapter E necessitates evaluation in a real-life scenario.
Given the demonstrated potential of chatbots in mental health support [410] and the ability
of LLMs to aid on-ground health workers [411], a real-world deployment would provide in-
valuable insights. Furthermore, the development of an ever-evolving, curated FAQ database
will enhance the explainability of future FAQ-based chatbots.

Future works should explore different methods to merge fine-grained triples to create
more informative representations in IndIE method. Further linguistic efforts are needed to
analyze and capture appositive relationships in agglutinative Indic languages like Tamil and

Telugu. Expanding the golden triples in Hindi-BenchIE and developing similar benchmarks
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for other Indic languages is crucial for advancing OIE in Indic languages. Moreover, the
viability of OIE-based approaches should be explored for sentences exceeding the capability
of transformer-based models.

To enhance the performance of the wl-coref checkpoint, presented in Chapter H, for
automatic coreference resolution in multiple languages, several directions can be pursued.
Data preprocessing for training the wl-coref model requires dependency parsing to identify
the syntactic head-word of each mention. In languages lacking dependency parsing tools,
alternative approaches to identifying head-words should be investigatedﬂ. Accurate head-
word identification will facilitate fine-tuning the wl-coref model across diverse languages,
thereby improving its efficacy.

While MuNfQuAD, introduced in Chapter a, is a large-scale multilingual non-factoid
QA dataset, it contains a significant proportion of factoid-based questions. A multilingual
answer span extractor can be used to provide silver labels for minimal answer spans within
MuNfQuAD. Furthermore, the fine-tuned APS model can serve as a reranking module in a
multilingual Retrieval-Augmented Generation (RAG) pipeline [412, 413].

Chapter B presented a comparison of post-hoc explainable methods with LRP, observing
that our implementation, restricted to fine-tuning layers, did not outperform baselines.
However, recent work has shown LRP’s effectiveness when relevance values are calculated
through internal transformer layers [414]. This direction warrants further exploration.

A promising direction for future work involves evaluating the proposed pipeline on
multilingual datasets with longer contexts than MuNfQuAD. Extracting text from school
textbooks has proven effective for curating high-quality datasets in low-resource languages
[415, 416, 417, 418]. Additionally, the APS model can serve as a reward model to align
LLMs for generating more informative answers, leveraging differential performance prefer-
ence tuning algorithms [419, 420].

Future works could also broaden language coverage and conduct deeper per-language
error analyses to better understand model limitations across diverse linguistic phenomena.
Increasing the scale and granularity of human evaluation, particularly for complex reason-
ing cases, will also provide stronger evidence in support of the current findings. To assess
robustness, it is important to evaluate the proposed methods on closed-domains such as

social media, legal text, and literary corpora.

"https://github.com/vdobrovolskii/wl-coref/issues/12
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Appendix

This appendix serves as a repository for supplementary materials that, while not central
to the core narrative of this thesis, offer valuable context and detail. It includes detailed
experimental results, additional code snippets, annotation portal screenshots, and extended
examples that enhance the understanding of the research presented. These materials provide
further evidence and support for the methodologies and findings discussed in the main body

of the thesis, allowing for a more comprehensive review of the work.

Elephant seal []
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Chapter 9. Conclusion, Limitations, and Future Work

A.1 Literature Survey

The URLs mentioned in Table m were used to obtain the distribution of QA literature.

Source ‘ URL
ACL Anthology https://gist.github.com/ritwikmishra/f95746d829f63a925efd0091e2a438d8
ScienceDirect https://www.sciencedirect.com/search?qs=/22question’20answering’22&title=

questiony20answering&sortBy=date

Springer Link

https://link.springer.com/search?new-search=true&query=%22question+
answeringy22&advancedSearch=true&dateFrom=&dateTo=&title=question+AND+

answering&sortBy=oldestFirst

IEEE Xplorer

https://ieeexplore.ieee.org/search/searchresult. jsp?action=search&
natchBoolean=true&queryText=(%22Document’20Tit1le%22:%20%22question,
20answering22)&highlight=true&returnFacets=ALL&returnType=SEARCH&
matchPubs=true&sortType=oldest

ACM Digital Library

https://dl.acm.org/action/doSearch?fillQuickSearch=false&target=advanced&
expand=dl&fieldl=Title&text1=)22question+answering}22&sortBy=EpubDate_ascd
startPage=

Table 1: URLs to obtain the literature containing the term ‘question answering’ in their

titles.

A.2 Hindi Chatbot

| MRR | mAP | SR | P@3 | nDCG

DTP,_. | 48.5 | 35.1 | 59.6 | 30.0 | 51.2

-any
; 373 | 255 | 45.2 | 21.3 | 39.1

prllnlng

—advi

AVICC 1 431 | 303 | 544 | 270 | 46.0

removal

“nod

node 409 | 284 | 53.7 | 27.0 | 44.2

removal

~compound |yl sy | 550 | 27.0 | 47.0

merging

Table 2: DTP ablation of various pruning techniques. When no pruning technique is applied,

only basic lemmatization, elimination of stop words, and token-level matching are carried

out.

A.3 IndlE

A.3.1 Illustration

The complete dataflow of the proposed framework is demonstrated through the following
unprocessed (multi-sentence) Hindi text: IFHIAT 2T FF TdeF qF AT @ S 2010
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Chapter 9. Conclusion, Limitations, and Future Work A.3.

qF 9 w7 JIERTT T ag THh e hyaear & [sharmila taegor ke bete saef ali
khAn ko 2010 me padm shri puraskAr mila. veh ek bhArtiye abhinetA hae] (Son of Sharmila
Tagore, Saif Ali Khan, was awarded with Padma Shri award in 2010. He is an Indian actor).
The unprocessed input is provided to the Stanza library for sentence-level segmentation and
dependency analysis. In phase (a) of the framework, depicted in Figure @, the segmented
sentences are forwarded to the chunking module to identify chunk labels corresponding to

each token in the sentence. The output chunked phrases from phase (a) are as follows:

Sentence 1 - {IFTAT 2T & [sharmila taegore ke] (Sharmila Tagore’s)s NP | {F< [bete]
(son)}_NP , {8 (AT ®|TT & [saef ali khAn ko] (to Saif Ali Khan)}_NP
{2010 # [2010 me] (in 2010)}_NP ,
{771 =T T=/1T [padm shri
puraskAr] (Padma Shri award)}_NP , {fA@T [mila] (awarded)} _VGF

Sentence 2 - {A% [veh] (He)}_NP , {U& WTLI@T ATHAAT [ek bhArtiye abhinetA] (an Indian
actor)y_NP , {& [hae] (is)}_VGF

The chunked phrases and dependency structure for each sentence are forwarded to stage
(b) of the framework to build the MDT corresponding to that sentence. Figure m depicts
the MDTs produced at the output of stage (b). For every sentence, triples are derived using
its respective MDT and a set of manually designed rules. Table @ presents all the triples
extracted by the IndIE system from the raw text mentioned earlier. The output of stage
(c) includes the following three components: (i) a sequence of segmented sentences, (ii) the

extracted triples, and (iii) the processing time for each sentence.

A.3.2 Chunking Baselines

We employed the Python library scikit—learnE to develop the CRF model. The feature set
extracted for each word in the sentence included: (a) a bias term < 1.0, (b) the word itself,
(c) the POS tag of the word, (d) the POS tags of the two preceding words, and (e) the POS
tags of the two following words. The L1 and L2 regularization parameters were selected via
grid search. For the HMM model, we utilized the word along with its POS tag as input
features.

Our customized chunker operates as a complete pipeline for chunking, as it directly
processes unstructured textual input. In contrast, CRF and HMM-based models require
sentences that have already been annotated with POS tags. The chunk-labelled data pro-
vided by Bhat et al. [202] is annotated using the UPOS tagging convention [422], whereas
the corpus from Jha [203] follows the AnnCorra tagging system [[199], an adaptation of the
Penn Treebank tags designed specifically for Indian languages. Since a public POS tagger
for AnnCorra is not available, we constructed a conversion scheme from AnnCorra to the

UPOS tagset to bring uniformity to the POS annotations across the dataset. To this end,

2https://sklearn-crfsuite.readthedocs.io/en/latest/tutorial . html
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rrrrr

,,,,,

A el @ A
[saef ali khAn ko]
(to Saif Ali Khan)

2010 %
[2010 me]
(in 2010)

e A GEHR
[padm shri puraskAn]
(Padma Shri award)

;;;;;;;;

Ruicixoied
[sharmila taegore ke]
(Sharmila Tagore’s)

Sentence 1

root

T R AT
[ek bhArtiye abhinetA]
(an Indian actor)

Sentence 2

Figure 1: The resultant MDTs obtained after performing sentence segmentation, chunking,
and dependency analysis on the following unprocessed text: AT 2T FF TFF T
AT | & 2010 7& T AT WAL [FATI g8 TH Ay Af=aqr 7 | [sharmila
taegor ke bete saef ali khAn ko 2010 me padm shri puraskAr mila. veh ek bhArtiye abhinetA
hae] (Son of Sharmila Tagore, Saif Ali Khan, received the Padma Shri honor in 2010. He

is an Indian film artist).

all Hindi and English entries from the [? | corpus were processed using the Stanza toolkit,
which generates POS tags in the UPOS scheme. This mapping from AnnCorra (Penn-based
tags) to UPOS enabled us to harmonize the POS tagging format throughout the dataset.

A.3.3 Chunking Ablation

We tested three strategies for managing sub-word token embeddings and found that averag-
ing the sub-word token embeddings resulted in higher accuracy compared to using the first
or last sub-word token embedding, as illustrated in Table B Although averaging sub-word
token embeddings involves additional processing, it leads to longer fine-tuning (6 hours per
epoch) and inference times (29 milliseconds per sentence) compared to the fine-tuning time
(45 minutes per epoch) and inference time (17 milliseconds per sentence) for the other two
methods. Therefore, if accuracy is prioritized over inference speed, we recommend averaging

the sub-word token embeddings for sequence labeling tasks. On the other hand, if minimiz-
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label: sent_91

sentence: 31#feh 37TT¢ T Wil # AASTIAT 3 TIFA BIATE .
[abhrak Adi ki khAno me mombattiya bhi prayukt hoti hae]
(In the mines of Mica candles are also used)

ppatt:
3787 T WA H ?a TIFd Bl &
?a: AAST
[abhrak ki khAno me ?a prayukt hoti hae
?a: mombattiya]
(In the mines of Mica ?a are used
?a: candles)

Figure 2: The output of PredPatt on a Hindi sentence 3Ty& AT & @I 7F ATHI DT
AT W& AT & [abhrak Adi ki khAno me mombattiya bhi prayukt hoti hae] (In the mines
of Mica, candles are also utilized). In this sentence, candles serves as the Entityl, denoted

by the ‘7a’ format.

ing inference time is crucial, selecting the last sub-word token embedding outperforms the
traditional approach of using the first sub-word token embedding in terms of performance
and inference time. In our study, we utilized the embeddings from the last_hidden_state
of the model. However, considering that some studies suggest the early layers of a trans-
former capture more superficial text features [408], we also experimented with averaging
embeddings from the first two hidden layers of the model. Our results indicated that using
embeddings from the early layers actually reduced the accuracy (86%) for the chunking
task. Consistent with the findings of Jain et al. [423], we observed that xlm-roberta-base
[216] achieved the highest accuracy (92%) among the pretrained models.

A.3.4 PredPatt

Figure E displays the result of PredPatt applied to a Hindi sentence. Table B lists the rules

we created to transform the PredPatt output into a triples format.

A.3.5 Algorithm
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Algorithm 1 Triple generator algorithm from MDT

1: function EXTRACT(M DT, t, Q)

N

43:

if ‘cop’ € t.children.dep_rel then
if |¢.children| < 2 then
Head, Tail < FIND_HEAD(M DT\, t) , ¢
Rel < x where (x € t.children A z.dep_rel = ‘cop’)
else
Head, Tail < FIND_HEAD(M DT, t) , FIND_ TAIL(M DT, t)
Rel < t 4+ x where (z € t.children A z.dep_rel = ‘cop’)
end if
else if ‘advcl’ == t.dep_rel then
Head <+ q.Tail + q.Rel where (¢ € Q A t.parent € q)
Rel, Tail <t , FIND_TAIL(M DT, t)
else if ‘acl’ == t.dep_rel then
Head < t.closest_phrase(q.Tail, q.Head) where (¢ € Q A t.parent € q)
Rel,Tail <t , FIND_TAIL(M DT, t)
else if ‘conj’ == t.dep_rel then
if 3¢ € @Q such that q. Head == t.parent then
Head, Rel, Tail <t , q.Rel , q.Tail
else if Jq € Q such that q.Tail == t.parent then
Head, Rel, Tail < q.Head , q.Rel , t

end if
else
if t.is_clausal() == T'rue then
Head, Rel, Tail < t.pronoun , t.werb, t — (t.pronoun N t.verb)
else
if t.is_a_ relationship() == T'rue then //appositive relationship
Head, Rel, Tail < t, FIND_TAIL(M DT,t) , t.is_a_label
else
Head, Rel, Tail < FIND_HEAD(M DT,t) , t , FIND_ TAIL(M DT, t)
end if
end if
end if

if Head, Rel, Tail then
Q.add([Head, Rel, Tail))

end if

if t.contain_args() == True then
Q < EXTRACT(M DT, t)

else

for each t. € t.children do
Q < EXTRACT(M DT, t.)
end for
end if

return Q

44: end function

triples < EXTRACT(M DT, troot,{})
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A.4 TransMuCores

A.4.1 Compute Resources Needed

The GPU memory usage for the awesome-align model, facebook/nllb-200-1.3B, and facebook/nlib-
200-3.3B models are 2GB, 7GB, and 14GB, respectively. On average, the translation model
requires 3 seconds per sentence, while the alignment model needs 30 milliseconds for each
sentence. Consequently, the projected time to re-build TransMuCoRes on a single GPU is
about 3 months. During the fine-tuning stage, the memory requirements for the wl-coref
and fast-coref models are 30GB and 8 GB, respectively. However, during the inference phase,
they reduce to 5GB and 1GB, respectively. The wl-coref model takes 45 minutes per epoch,

while the fast-coref model completes 100K steps in 6 hours.

A.5 MuNfQuAD

A.5.1 Manual Annotations

Individuals were enlisted as human annotators, and before their engagement, details regard-
ing their remuneration for participating in the study were communicated. Every annotator
possessed a bachelor’s qualification and was a native speaker of a language pertinent to our
research focus. The annotation task was carried out using Google Sheets. Each participant
received a customized sheet containing rows that displayed the article’s headline, its body
text, and a related question. Checkboxes were embedded within the paragraph entries, and
annotators were instructed to mark those corresponding to segments that addressed the
posed question. If the question was ambiguous or no paragraph provided a suitable re-
sponse, relevant alternatives were shown beneath the article content. Google Apps Script
enabled macro execution on these sheets to visually emphasize the selections made. Figure E

illustrates the annotation layout presented to a Hindi-speaking annotator.

A.5.2 APS baselines on the golden set

The baseline APS systems were assessed using the MuNfQuAD gold-standard dataset. The
sbert and TF-IDF methods were chosen as benchmarks, as they employ contrasting tech-

niques relative to our fine-tuned APS approaches. The corresponding outcomes are shown
in Table @

A.5.3 Phrases for Excluding Criterion

In this analysis, several subheadings ending with a question mark but lacking relevance to
the article’s main text were discovered. These subheadings were pinpointed by analyzing
the most commonly occurring interrogative subheadings within each respective language.

Table @ on the following page presents a compilation of these phrases. If an interrogative
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A B C
©ol1] 2 l
d2282b2ff14ec210ae88927c37d64dd0c51f41e5

(5]

Title: TET F:T T9H a7 AGT(AAT W'
lDWW

TF 27A AT, 80 F71S Ad=IAT, 543 HiZ AT
fawa & sfae™ #1787 599 REAT 9479, 7T

N T A [EAsT T ATTRT A7 & 169 AHEET
TATT & T AHTT A2l &7 I 78 T 7 1T
H SO0 ol &7 9% /I AT &.

@

- TH H 0 (a7 T 00T 8T S 215AAST T
U =TT AT il AT ARHH AT [ ATAAT
23 20DW%#W%W%W#&H
TET &, FET AT T &7 (& 394 (GeATs a7
AAT-F T 57 (CET-SAaH o) HET 7 A"

2 D None of the above (NOTA)

Py E | didn't understand the question

26
Title: ‘T4 T 996 a1 AGT{AAT (91!

Question: BITTHT & F4T J74T?

Figure 3: Annotation interface showing a hand-labeled segment from a Hindi news report,
available at: https://www.bbc.com/hindi/india/2014/05/140428_election_fatigue_

social_media_pa. Please note that some entries have been hidden to maintain brevity.

subheading included any of the listed expressions, it was excluded from being marked as a
question in MuNfQuAD.

A.5.4 APS Model Ablations

A series of ablation experiments were performed during the fine-tuning phase of the APS
model, exploring a range of hyperparameter variations. These trials involved appending
preceding context to the paragraphs up to the model’s maximum token capacity, combining
the article headline with the query, replacing weighted focal loss (wfl) with weighted binary
cross-entropy loss (wbce), and embedding positional encodings (PE) alongside contextual
paragraphs. The corresponding findings from these studies, based on a portion of the fine-

tuning dataset, are shown in Table @
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A.5.5 APS models on Non-Factoid Questions

As the English versions of all MuNfQuAD queries were passed through the fine-tuned ques-
tion categorization model developed by Bolotova et al. [5], we refined the MuNfQuAD
evaluation set to retain only those queries that the model classified into a category other
than FACTOID. Subsequently, the APS model was applied to this curated subset, and the

corresponding results are presented in Table @

A.5.6 LLM as APS model

An examination of various multilingual LLMs as APS models was conducted, and their
effectiveness on the MuNfQuAD golden set was assessed, with the outcomes provided in
Table @ Our findings suggest that the highest results were achieved by Command-R from
CohereForAl. Alongside multilingual LLMs, bilingual models like Hi—NOLINE and Open-
HathiH, which are pretrained on Hindi and English data, were also evaluated. Unfortunately,

the performance of these bilingual models in Hindi did not exceed that of C4Ai.

A.5.7 LLM Outputs for Abstractive QA

In our research, multiple LLMs were instructed to respond to the provided question using
the content of the article. The responses produced by the various LLMs are displayed in
Table @ on the subsequent page.

A.6 LRP vs LIME vs SHAP

A comparison of different LRP variations on hate speech detection models utilizing distinct

encoders is shown in Table @

3https://huggingface.co/nolanoAI/Hi-NOLIN-9B
“https://huggingface.co/sarvamai/OpenHathi-7B-Hi-v0.1-Base
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. . Pretrained Linear Frozen Best SR spread
Fine-tuning data Best SR
Encoder Layers Layers Epoch (pxo0)
Inshorts h beddi
nshorts 3 epoch |- 1 rt-cased 3 cmbedams, 4 62.6 + 1.9 66.2
AshaQs 6 epoch layer 0
embedding,
AshaQs 4 epoch | mbert-cased 3 1 VvV 624+ 3.7 A 67.0
layer O
beddi
Inshorts 4 epoch | mbert-cased 3 cbecais, 1 Vv 55.5 £35 A 60.0 v
layer 0
Inshorts 1 h beddi
nShores L epoc mbert-cased 3 cbecais, 2 64.3 £ 2.4 A 67.8
AshaQs 1 epoch layer 0
Insh h i
nshorts 3 epoc xlm-roberta 3 embedding, 4 Vv 61.3 £25 A 65.2 v
AshaQs 6 epoch layer 0
Inshorts 2 h beddi
NSMOIES 2 PO | bert-cased 3 embeddie, 3 62.9 + 1.5 65.9 v
AshaQs 1 epoch layer O
Inshorts 4 epoch embedding,
mbert-cased 3 5 v 61.0£29 A 64.1v
AshaQs 1 epoch layer O
Inshort h beddi
nshorts 3 epoc indic-bert 3 erbedains, 4 V594 0.8 70V
AshaQs 1 epoch layer O
Inshorts 3 epoch mbert embedding,
3 4 v 60.0 4.3 A 65.9 v
AshaQs 1 epoch -uncased layer 0
Inshorts 3 h beddi
HSHOIES 9 €POCL | nbert-cased 2 CHbecais, 4 | v606+1.7 63.0 v
AshaQs 1 epoch layer 0
Inshorts 3 h beddi
HSHOTES o epoc mbert-cased 4 CHbeCAIns, 4 vV 61.3+25A 64.8 Vv
AshaQs 1 epoch layer 0
Inshorts h beddi
nshorts 3 epoch - 1t cased 1 embeddie, 4 | v578+25a| 619V
AshaQs 1 epoch layer O
Inshorts h
nshorts 3 epoch |- 1t cased 3 embedding 4 | v6l3+34a| 667
AshaQs 1 epoch
Inshort h beddi
nshorts 3 epoch 1 1t cased 3 embeadiie, | v 6134244 630V
AshaQs 1 epoch layer 0, 1
Inshorts 3 h beddi
HSHOTES © 6POCH | bert-cased 3 embedaing, | 4 I yel1+22a| 637V
AshaQs 1 epoch layer 0, 1, 2
Inshorts 3 h
HSHOTES & epoc mbert-cased 3 half bert 4 vV61.9+21aA 644 v
AshaQs 1 epoch
Inshorts 3 h
HSHOTES o epoc mbert-cased 3 nothing 4 vV 61.5+21A 65.6 Vv
AshaQs 1 epoch

Table 3: Impact of architectural variations on the SPC method’s sensitivity. Each configura-
tion is evaluated using ten distinct random seeds. To maintain conciseness, we report the SR
as a proxy for overall effectiveness, as it consistently serves as an upper limit for all evalua-
tion criteria in our studies. The top row in the table outlines the architecture corresponding
to the highest-performing SPC variant. Red-colored triangles (A/V) indicate a decline in
performance relative to the top-performing model. Note: a higher standard deviation (o)
suggests greater numerical instability and, consequently, degraded performance. The ab-
sence of any row entirely marked by green triangles implies that the first-row configuration

remains optimal.
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<head> <relation> <tail>
T HT TR I qF AT G &l
[padm shri puraskAr] [mila] [saef ali khAn ko)
(Padma Shri award) (awarded) (to Saif Ali Khan)
Sentonce 1 2010 & faeT T HT TR
(2010 me] [milal [padm shri puraskAr)
(in 2010) (awarded) (Padma Shri award)
A AT GTT & 7 E
[saef ali khAn ko) [hae] [bete]
(to Saif Ali Khan) (is) (son)
trs g IHTAT 3T &
[bete] [hae] [sharmila taegore ke]
(son) (is) (Sharmila Tagore’s)
CES 7 T VT ARl
Sentence 2 [veh] [hae] [ek bhArtiye abhinetA]
(He) (is) (an Indian actor)

Table 4: Triples extracted through hand-crafted rules of the proposed IndIE tool for the
following raw text in Hindi: IHTAT 2T & a9 8% AT |1 & 2010 F %7 =T JUERTT
IR T T g rh=ar &7 [sharmila taegor ke bete saef ali khAn ko 2020 me padm
shri puraskAr mila. veh ek bhArtiye abhinetA hae] (Son of Sharmila Tagore, Saif Ali Khan,

was awarded with Padma Shri award in 2010. He is an Indian actor).

. . First sub-word token Average embedding of | Last sub-word token
Classification Layers ] .
embedding all sub-word tokens embedding
1 82410 (50+20) 91+0.0 (65+0.5) 89+0.5 (62+1.0)
86+1.8 (51£6.2) 90+0.5 (54+4.5) 89+0.5 (54+7.4)
3 79414 (43+13) 90+0.5 (48+2.2) 82411 (41+12)

Table 5: An evaluation of three distinct methods to address sub-word token representation in
the chunking task. The average and standard deviation were computed using four separate
random seed values. All experiments were conducted using the merged dataset of Jha [203]
and the corpus provided by Bhat et al.[202]. Values placed outside parentheses indicate

accuracy, while those enclosed in parentheses denote the macro-average score.
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Rule No. Sentence Structure Extracted Triple

1 ~ phrasel Entityl phrase2 $ <phrasel , phrase2 , Entityl>

~ Entityl phrasel Entity2 phrase2 $
~ phrasel Entityl Entity2 $
~ Entityl Entity2 phrasel $
~ Entityl phrasel Entity2 $

<Entityl , phrasel , Entity2>

~ phrasel Entityl Entity2 phrase2 $

3 ~ phrasel Entityl phrase2 Entity2 phrase3 $ | <Entityl , phrase2 , Entity2>
~ phrasel Entityl phrase2 Entity2 $

4 Any other sentence structure Discard

Table 6: The guidelines we followed to derive triples from the PredPatt output. Referring to
the example sentence shown in Figure , Rule number 1 is implemented for the sentence. The

symbol ~ marks the beginning of the sentence, while the symbol $ denotes its conclusion.

124




Chapter 9. Conclusion, Limitations, and Future Work A.6.

Translation Sanity-check
Passed Failed
awa_ Deva 102828 3
asm_ Beng 102828
ben_ Beng 102825
bho Deva 102829
dzo_ Tibt 102827
bod_ Tibt 102828
guj_ Gujr 102828
hin Deva 102827
kan Knda 102828
hne Deva 102829
mya_ Mymr 102827
kas Arab 102831
mai_Deva 102828
mag_Deva 102827
mal_ Mlym 102826
mar Deva 102826
mni_Beng 102829
npi_ Deva 102828
ory_ Orya 102829
pbt__Arab 102830
pan_Guru 102829
prs_ Arab 102827
sat_ Beng 102828
sin_ Sinh 102829
tgk  Cyrl 102826
uig_ Arab 102829

Language

NN W AN RN WINUUD | W ORI W R W Wik O W

snd_ Arab 102817 14
tam_Taml 102827 4
tel Telu 102823 8
urd_ Arab 102828
uzn_ Latn 102829 2
Total 3187650 111

Table 7: Count of translated sentences that passed/failed the validity assessment. The va-
lidity check involved determining if the translated sentence consisted of a redundant series

of punctuation marks or not.

125



A.6. Chapter 9. Conclusion, Limitations, and Future Work

Mentions (223583)

Language Aligned Misaligned Non-aligned
asm_ Beng 66.1% 15.3% 18.6%
awa_Deva 71.3% 15% 13.7%
guj_Gujr  86.7% 71% 6.2%
ben_ Beng 87.4% 6.7% 5.8%
hin_Deva 87% 7.8% 5.1%
bho_ Deva 72.6% 14.5% 12.9%
bod_ Tibt 69.7% 4.5% 25.7%
dzo_ Tibt 62.8% 7.9% 29.3%
hne Deva 70.8% 14.6% 14.6%
mai_Deva 69.7% 13.8% 16.4%
mal_Mlym  78.9% 8.6% 12.5%
kan_ Knda 86.3% 6.6% 7.1%
urd Arab 83.4% 10.9% 5.7%
sin_ Sinh 48% 10.1% 41.9%
kas Arab 59.8% 18.7% 21.4%
mag_Deva 73.6% 13% 13.4%
mar_Deva 84.5% 71% 8.5%
npi_ Deva 86.1% 6.8% 7.1%
tel Telu 84.7% 7.6% 7.6%
tek Cyrl  80.9% 8.9% 10.2%
mni_ Beng 57% 19.7% 23.3%
mya_ Mymr  79.8% 7.7% 12.4%
uzn_ Latn 77.4% 8.4% 14.1%
ory_Orya 46.1% 10% 43.9%
pan_ Guru 85.2% 9.4% 5.4%
pbt__Arab 58% 22.4% 19.6%
prs_ Arab 82.9% 8.4% 8.8%
sat_ Beng 52.3% 12.7% 34.9%
uig_ Arab 57.2% 17.9% 24.9%
snd_Arab 56.7% 22.3% 21.1%
tam Taml 83.5% 7.4% 9.1%

Total 72.5% 11.4% 16.2%

Table 8: The effectiveness of the word-alignment tool across different languages. A mention
refers to a continuous sequence of words. It is regarded as aligned if every word in the
mention corresponds to a continuous sequence of words in the target language. If the align-
ment occurs with a non-continuous sequence of words in the target language, it is termed
as misaligned. When a mention is not associated with any word in the target language, it

is classified as non-aligned.
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Language #sents #mentions #c:;::::::ce antt::::nts #singletons #docs
asm_ Beng (58706 , 7174 , 8194 ) (1113275 , 13882 , 16387 ) (135734, 4671 , 5182 ) (12559 , 337, 387 ) (112986 , 1731 , 2089 ) (12835, 352, 365 )
ben_ Beng (163812, 7830 , 8862 ) (1151825 , 18931 , 22395 ) (139523 , 5171 , 5834 ) (1116 , 115,123 ) (18475, 1136 , 1643 ) (12843, 352 , 366 )
bod__Tibt (58372, T157 , 8046 ) (184334 , 10549 , 12085 ) (136918 , 4791 , 5414 ) (122268 , 2491 , 3085 ) (12046 , 1603 , 2104 ) (2840, 351 , 363 )
dzo_Tibt (56040 , 6837 , 7684 ) (195515 , 11736 , 13648 ) (35182, 4551 , 5059 ) (11767 , 1276 , 1584 ) (113404, 1795 , 2183 ) (2827, 351, 364 )
guj_ Gujr (63687 , 7805 , 8835 ) (150276 , 18687 , 22182 ) (139279 , 5125 , 5788 ) (1135, 112, 130 ) (8744, 1142, 1623 ) (2843 , 352 , 366 )
awa_ Deva (59296 , 7257 , 8212 ) (1123270, 15298 , 18003 ) (36869 , 4791 , 5333 ) (1627, 176 , 200 ) (11965 , 1542, 1958 ) (12840, 352, 366 )
hin_ Deva (163841 , 7820 , 8883 ) (1151922 , 18982 , 22373 ) (139129 , 5157 , 5775 ) (624,58, 56) (18862, 1198 , 1689 ) (12843 , 352 , 366 )
kas_ Arab (55735, 6733, 7765 ) (1102470 , 12520 , 14932 ) (134261 , 4433 , 4956 ) (2476 , 270, 321 ) (14038 , 1806 , 2150 ) (12834, 350 , 363 )
bho_ Deva (159942 , 7378 , 8344 ) (1125719 , 15709 , 18574 ) (136989 , 4897 , 5436 ) (11317, 140, 169 ) (11967 , 1613 , 1972 ) (12837, 352 , 363
npi_ Deva (163471, 7784 , 8817 ) (1149191 , 18586 , 22003 ) (139359 , 5141 , 5817 ) (1294, 134,151 ) (18819, 1165 , 1671 ) (12841, 352 , 365 )
ory Orya (47958 , 5775 , 6626 ) (78750 , 9367 , 11132 ) (129454 , 3844 , 4162 ) (2720, 315, 443 ) (14003 , 1905 , 2079 ) (2822, 348 , 362 )
mag_Deva (160451 , 7403 , 8409 ) (1127402 , 15940 , 18708 ) (137356 , 4922 , 5470 ) (1420, 146 , 179 ) (11762, 1578 , 2001 ) (2841, 352, 365 )
mai_ Deva (159284 , 7260 , 8243 ) (1120323 , 14820 , 17608 ) (36704 , 4760 , 5341 ) (1927, 202, 280 ) (112422, 1588 , 2034 ) (2838, 351 , 365 )
mal_Mlym (62141 , 7633 , 8622 ) (133610 , 16648 , 19613 ) (138726 , 5086 , 5678 ) (13451, 360 , 459 ) (19749 , 1355 , 1786 ) (2842, 352 , 364 )
tgk_ Cyrl (162447 , 7650 , 8670 ) (1139803 , 17348 , 20413 ) (138981 , 5064 , 5701 ) (12052, 241 , 286 ) (19693 , 1301 , 1742) (2843 , 352, 365 )
mar_Deva (163279 , 7732, 8783 ) (145616 , 18050 , 21406 ) (139152, 5103 , 5748 ) (11557, 165,184 ) (19199 , 1225 , 1710 ) (12843, 352 , 365 )
mni_Beng (54556 , 6722 , 7642 ) (196202 , 11657 , 13953 ) (132757 , 4266 , 4714 ) (13230, 383 , 451 ) (113896 , 1861 , 2143 ) (12829, 351, 362 )
mya_ Mymr (62366 , 7633 , 8659 ) (131466 , 16418 , 19073 ) (138975 , 5088 , 5756 ) (16403 , 707 , 935 ) (19412, 1208 , 1802 ) (12844 , 351 , 366 )
pan_ Guru (163448 , 7776 , 8842 ) (1148484 , 18395 , 21907 ) (38776 , 5035 , 5705 ) (701,85,83) (19575, 1200 , 1733 ) (12839, 352, 366 )
hne_ Deva (59393 , 7304 , 8270 ) (122714 , 15269 , 17977 ) (36854 , 4856 , 5375 ) (1378, 146 , 214 ) (112232, 1621 , 1983 ) (2843, 352, 364 )
kan_ Knda (163815 , 7822 , 8897 ) (149004 , 18501 , 22007 ) (139588 , 5172 , 5862 ) (1645 ,171,215) (18515, 1143 , 1653 ) (12843 , 352, 365 )
pbt__Arab (54706 , 6582 , 7599 ) (1100295 , 12038 , 14467 ) (132813, 4211 , 4687 ) (1772, 225,253 ) (113898 , 1800 , 2125 ) (2826 , 350 , 363 )
urd_Arab (163010 , 7743 , 8759 ) (146133 , 18133 , 21421 ) (138494 , 5053 , 5617 ) (616,68 ,64) (110185 , 1364 , 1826 ) (12840 , 352 , 365 )
uzn_ Latn (161642, 7534 , 8564 ) ( 132967 , 16561 , 19387 ) (138597 , 5041 , 5678 ) (12333,272,352) (110133, 1359 , 1809 ) (12842, 352, 366 )
prs_Arab (62579 , 7650 , 8722 ) (1144778 , 17816 , 21260 ) (139040 , 5113 , 5729 ) (1163, 138,203 ) (19825 , 1373 , 1807 ) (2844, 352, 365 )
sat_Beng (50952 , 6129 , 6949 ) (89870, 10704 , 12679 ) (131207 , 4049 , 4439 ) (12676 , 324 , 405 ) (113883, 1835 , 2108 ) (12827, 349, 361 )
sin_ Sinh (48903 , 5930 , 6743 ) (181864 , 9910 , 11615 ) (30266 , 3947 , 4259 ) (12866 , 364 , 439 ) (13875 , 1867 , 2056 ) (2818, 350 , 362 )
snd_ Arab (54718 , 6673 , 7596 ) (198325 , 11871 , 14214 ) (132806 , 4237 , 4691 ) (12141, 289, 350 ) (14142, 1825, 2153 ) (12822, 350 , 363 )
tam_ Taml (163313, 7765 , 8798 ) (143782, 17914 , 21120 ) (139279 , 5127 , 5795 ) (1774, 162,223 ) (19165, 1197 , 1711 ) (2842, 352, 365 )
tel_Telu (163707 , 7809 , 8868 ) (1146249 , 18198 , 21652 ) (139306 , 5150 , 5820 ) (1738, 176,201 ) (19062 , 1230 , 1749 ) (2844 , 352 , 366 )
uig_ Arab (54313, 6611 , 7563 ) (196106 , 11645 , 13899 ) (133532, 4337 , 4843 ) (13922, 457,519 ) (14085 , 1833 , 2187 ) (12831, 350 , 362 )
Total (1839883 , 224911 , 255466 ) | ( 3821540 , 472083 , 558093 ) | ( 1135906 , 148189 , 165664 ) | ( 93668 , 10505 , 12944 ) | ( 350017 , 46399 , 59279 ) | ( 87946 , 10890 , 11294 )

Table 9: The statistical data of TransMuCoRes for every language. The figures enclosed in

parentheses denote the ( training, validation, testing ) partitions.
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Mentions MUC B3 CEAFe LEA CoNLL
P R F1 P R F1 P R F1 P R F1 P R F1 F1
‘g test 68 77 72 |61 70 65 |44 55 49 46 50 48 | 41 51 45 54
gﬁ @ dev ‘ 65 75 70 | 57 67 61 | 43 54 48 ‘ 46 52 49 | 39 49 4 53
ﬁ 7@ test 72 77 75 [ 66 71 69 |52 55 53 50 54 52 |48 51 50 58
wl-coref B dev ‘ 70 75 72 |63 68 65| 50 55 52 ‘ 51 55 53 | 46 50 48 57
(23] g dev ‘ 40 66 50 | 32 56 41 | 23 46 31 ‘ 28 42 33 | 20 40 27 35
%ﬁ QE test 42 68 52 |34 59 44 |23 47 31 27 40 33 |21 42 28 36
% = dev ‘ 48 60 53 | 40 51 45 | 31 40 35 ‘ 34 42 37 | 27 36 31 39
g test 50 62 55 | 42 54 47 |31 41 35 33 41 37 |28 37 32 40
g M 47 73 57 | 41 59 48 | 30 41 35 ‘ 25 52 34|26 36 30 39
fast-coref %D ,g test 50 74 60 |44 62 52 |31 42 35 25 51 33 |27 37 32 40
(L) % 755 test 54 75 63 |49 64 56 |36 44 40 29 55 38 |33 40 36 44
g dev ‘ 51 73 60 | 46 61 52 | 35 44 39 ‘ 29 56 38 | 32 39 35 43

Table 10: The effectiveness of wl-coref [12] and fast-coref [11] when singletons are disregarded
during the assessment phase is examined. It is observed that the performance enhances for

both models, suggesting that both encounter difficulties in identifying the singletons.
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fast-coref [L1] vs wi-coref [id] on fine-tuned xImr

Language Split | Mentions F1 | MUC F1 | B? F1 | CEAFe F1 | LEA F1 | CoNLL F1 M Mentions F1 ‘ MUC F1 ‘ B? F1 | CEAFe F1 ‘ LEA F1 ‘ CoNLL F1
asm_ Beng AT vs 46 38 vs 35 | 26 vs24 28 vs 29 22 vs 19 31 vs 29 49 vs 47 41 vs 37 26 vs 23 28 vs 29 22 vs 19 32 vs 30
awa_ Deva 51 vs 44 42vs 32 |29 vs 25 33 vs 32 25 vs 20 35 vs 30 53 vs 44 45 vs 33 29 vs 23 33 vs 31 25 vs 19 35 vs 29
kan_ Knda 73 vs T2 65 vs 63 | 50 vs 51 50 vs 52 46 vs 46 55 vs 55 76 vs T4 68 vs 67 51 vs 52 49 vs 52 47 vs 48 56 vs 57
ben_ Beng 75 vs T4 67 vs 66 | 52vs 53 | 51 vs 52 48 vs 48 57 vs 57 78 vs 76 TLvs70 53 vs 54 | 5lvs52 50 vs 51 59 9
bho_ Deva 54 vs 42 46 vs 33 | 32 vs 24 34 vs 29 28 vs 20 37 vs 29 56 vs 45 49vs 35 32vs24 33 vs 29 28 vs 20 38 vs 29
hin_ Deva ‘ 75 vs 75 68 vs 68 | 52 vs 55 51 vs 55 48 vs 51 57 vs 59 TTvs T8 Tlvs 72 53 vs 56 51 vs 55 50 vs 53 58 vs 61
bod_ Tibt 62 vs 7 46 vs 3 17 vs 2 13vs 5 13 vs 2 26 vs 3 63 vs 7 51 vs 3 19 vs 3 14 vs 5 16 vs 2 28 vs 4
dzo_ Tibt 20 vs 4 15vs 3 9vs2 Tvs4 Tvs1 10 vs 3 21 vs 6 16 vs 4 10 vs 3 9vs 8vs2 [ 12vs 4
guj_Gujr ‘ T4 vs T4 66 vs 65 | 50 vs 52 50 vs 52 46 vs 48 55 vs 57 7 69 vs 68 51 vs 52 49 vs 52 47 vs 48 56 vs 58
hne_ Deva 49 vs 40 41vs29 |29vs21 34 vs 28 25 vs 17 34 vs 26 50 vs 42 43 vs 31 28 vs 22 33 vs 28 25 vs 18 35 vs 27
mya_ Mymr 62 vs 54 52vs42 | 37 vs 33 39 vs 39 32 vs 28 43 vs 38 64 vs 56 55 vs 46 37 vs 32 38 vs 39 32 vs 28 43 vs 39
kas_ Arab 35 vs 14 27 vs 8 18vs 7 22 vs 13 14vs 6 22 vs 9 37 vs 15 30 vs 9 18vs 7 21 vs 13 15vs 5 23 vs 9
mag_Deva 55 vs 48 47 vs 38 | 33 vs 28 34 vs 33 29 vs 23 38 vs 33 58 vs 51 51vs4l 33 vs 28 34 vs 32 30 vs 24 [ 39 vs 34
mai_Deva = 50 vs 40 42 vs 32 | 29 vs 23 32 vs 27 25 vs 19 34 vs 27 53 vs 41 45 vs 34 30 vs 23 31 vs 26 26 vs 19 36 vs 27
urd_ Arab E Tlvs 71 63 vs 64 | 48 vs 51 48 vs 52 44 vs 47 53 vs 56 73 vs T3 67 vs 67 48 vs 51 47 vs 51 45 vs 48 54 vs 56
mal_Mlym E 67 vs 66 58 vs 56 | 43 vs 44 44 vs 48 39 vs 39 48 vs 49 ; 70 vs 68 62 vs 60 45 vs 46 44 vs 48 40 vs 41 [ 50 vs 51
mar_ Deva 3 73 vs T2 65 vs 64 | 50 vs 52 49 vs 52 45 vs 48 54 vs 56 f 5 vs T4 68 vs 68 51 vs 53 48 vs 51 47 vs 49 56 vs 57
mni_ Beng E 32 vs 10 24 vs 4 14 vs 3 16 vs 7 10 vs 2 18vs 5 35 vs 11 28 vs 6 14 vs 3 15vs 6 11 vs2 19vs 5
npi_ Deva /A 75 vs T4 68 vs 66 | 53 vs 53 52 vs 53 49 vs 49 57 vs 57 78 vs T6 T2vs 70 54 vs 55 52 v 59 vs 60
ory_Orya 25 vs 22 19 vs 13 11 vs 8 13 vs 13 9vs 5 14 vs 11 28 vs 23 22 vs 15 11vs 8 9vs 5 15 vs 12
pan_ Guru T2 vs 71 64 vs 63 | 48 vs 50 48 vs 51 44 vs 45 53 vs 54 T4 vs T3 68 vs 67 49 vs 51 48 vs 50 46 vs 47 [ 55 vs 56
pbt_ Arab 36 vs 29 3lvs2l |20vs13 22 vs 19 17 vs 10 24 vs 18 39 vs 31 34vs23 20vs 13 22 vs 20 18 vs 10 25 vs 19
prs_Arab 70 vs 65 63 vs 56 | 47 vs 44 AT vs 47 43 vs 39 52 vs 49 72 vs 67 66 vs 60 47 vs 45 45 vs 45 44 vs 40 53 vs 50
sat_ Beng 13 vs 5 10 vs 2 6 vs 2 5vs3 5vs1 Tvs2 15 vs 6 12 vs 4 6 vs 2 5vs 4 5vs 2 [ 8vs 3
sin_ Sinh 24 vs 22 18 vs 13 11vs 8 14 vs 14 9vs 5 14 vs 12 27 vs 23 22 vs 15 12vs 8 14 vs 14 10 vs 6 16 vs 12
snd_ Arab 33 vs 31 26 vs 22 | 16 vs 14 19 vs 20 13 vs 10 21 vs 18 34 vs 32 28vs24 16 vs 14 20 vs 20 13 vs 10 21 vs 19
tam_ Taml T1vs 71 63 vs 63 | 48 vs 51 48 vs 53 44 vs 46 53 vs 55 T3 vs T3 66 vs 66 49 vs 51 47 vs 51 45 vs AT 54 vs 56
tel_Telu 72 vs T2 64 vs 64 | 49 vs 52 48 vs 52 45 vs A7 54 vs 56 T4 vs T4 68 vs 68 51 vs 54 AT vs 52 47 vs 50 55 vs 58
tgk_ Cyrl 62 vs 17 52 vs 11 37vs 8 38 vs 14 33vs 7 42 vs 11 64 vs 16 55 vs 11 38 vs T 37vs 13 34 vs 6 [ 43 vs 10
uig_Arab 23 vs 25 15 vs 14 9 vs 10 13 vs 16 Tvs6 12 vs 13 23 vs 26 17 vs 16 9 vs 10 12 vs 16 Tvs6 13 vs 14
uzn_ Latn 64 vs 60 54 vs 50 | 40 vs 39 44 vs 45 36 vs 35 46 vs 45 65 vs 62 57 vs 53 40 vs 39 42 vs 43 36 vs 35 46 vs 45
Mujadia et al. [E] ‘ 51 vs 79 ‘ 45 vs T4 ‘ 36 vs 67 ‘ 36 vs 66 ‘ 32 vs 64 ‘ 39 vs 69 ‘ 56 vs 80 51vs 76 40 vs 69 ‘ 35 vs 66 35 vs 66 42 vs 70
Overall ‘ 60 vs 53 ‘ 52 vs 45 ‘ 39 vs 35 38 vs 37 ‘ 34 vs 31 ‘ 43 vs 39 ‘ 63 vs 55 56 vs 47 40 vs 35 ‘ 38 vs 37 36 vs 32 44 vs 40

Table 11: The performance of wl-coref [@] and fast-coref [@] for each language in the absence
of singletons is presented. It is observed that the performance shows an improvement across
various languages, suggesting that both models face challenges in identifying singletons in
all languages. This highlights the necessity for coreference resolution models with enhanced

recall during the mention detection phase.

Lang | #Qs sbert (miniLM) / TF-IDF
Acc | Label 0 F1 | Label 1 F1 | Macro F1 SR
hi | 100 | 29/71 2/83 45/14 23/48 | 1.0/0.37
ur 50 20/80 0/89 33/10 17/49 1.0/0.22
pa | 100 | 15/86 |  2/92 24/7 13/50 | 1.0/0.17
tm 100 | 13/86 1/92 23/8 12/50 0.98/0.15
np 100 | 34/66 3/80 50/4 26/32 0.98/0.10
bn 100 | 27/73 1/84 42/6 21/45 1.0/0.19
gu | 100 | 22/78 |  1/88 36/6 22/47 | 1.0/0.25
tl | 40 |14/85 1/92 24/11 12/51 | 1.0/0.22

Table 12: Effectiveness of various APS benchmark models on the golden set. The find-
ings indicate that *sbert® achieves a reduced macro F1 score, while the TF-IDF approach

demonstrates a decreased SR.
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om | Maaltu haasa’ama (What’s being talked about) | am | 9°7 99AT 1@ A8 PLT%+N (What does it mean?)

gu | g ¥ 24t ai] (Have you read this?), ¢ 2L i - Rffr IrarerT sisars efS (BBC
5 (Did you read this?) Bangladesh is running on dialogue), f&f%a

fa | Ll aslbe (Do you know), Ll aglse (Do you (video), THFIT % 5 GIRHIZAIE @O AR
know) (Can your team make it to the semi-finals?)

fr* | Le saviez-vous (Did you know) hi | 9feU (Read)

mr | 8 aFad & (Did you read this?), 28! a@eid @ | si | @@ ©NE Oesed ) ®eesssE®
(Did you also read this?), 28! UTfdeid & (Have DESES 8'5825;@25)255(: (Are you in the state
you seen this too?) el 8 et @ (Did you read of Qatar or in the Middle East region?)
this?) ...

ur | 939 o LS o (What is in the video?), uk | A Br 3Hanm (Did you know)

cy | gafodd drwydded deledu (got a TV license) pt | Did you get it, Did you know

Table 13: Expressions used to filter out non-relevant question-like subheadings in news

content spanning multiple languages. Language identifiers follow ISO 639-1 standards.

4 APS Model hyperparameters . Macro | Label 0 | Label 1
Cl::t(:xt Title | Toss PE i Fl i
1 True | False | wfl (v=0.5) | True | 65.5 | 59.9 74.9 44.9
2 True True | wil (y=0.5) | False | 61.1 | 57.1 70.2 44.1
3 True False | wil (y=2) True | 64.9 | 59.7 74.2 45.2
4 True | False | wfl (y=2) | False | 65.0 | 59.8 74.2 454
5 True False | wil (y=0.5) | False | 64.7 | 59.2 74.1 44.4
6 True False whee False | 65.6 | 60.1 74.9 45.3
7 False | False | wfl (y=0.5) | False | 56.3 | 51.9 66.4 37.4

Table 14: Ablation study outcomes for Determining the Best Hyperparameter Settings in
APS Model Adaptation. A limited portion of the fine-tuning dataset was employed to inves-
tigate various hyperparameter choices. The findings indicate that configuration #1 yields
the top Label-1 F1 metric.

APS Model Acc. | Macro F1 | Label-0 F1 | Label-1 F1 | SR
Ouwrs (mLUKE) 19 16 0 32 1.0
TF-IDF 80 48 89 7 0.06
sbert (mpnet) 19 16 1 31 0.99
Ours (bloom) 47 46 55 36 0.91
sbert (miniLM) 19 17 2 32 0.99
Ours (mT5) 76 68 84 53 0.91
Ours (d-mBERT) | 66 60 5 46 0.93
Ours (mE5) 79 70 86 55 0.89
Ours (mBERT) 73 67 81 52 0.93
Ours (XLM-R) 78 71 86 55 0.91
Ours (XLM-V) 80 71 87 55 0.89

Table 15: Effectiveness of APS systems on the MuNfQuAD evaluation dataset, excluding
queries identified as FACTOID.
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Model Acc | Label 0 F1 | Label 1 F1 | Macro F1 | SR
OpenHathi 24 7 35 21 0.98
Aya-101 79 88 2 45 0.06
Mistral 64 76 27 52 0.72
Llama-3 62 72 39 56 0.95
ChatGPT 65 75 39 57 0.94
Gemma 2b | 26 17 34 25 0.97
Llama-2 44 51 34 43 0.92
BLOOM 73 84 7 46 0.18
Airavat 79 88 2 45 0.04
Gemma 7b 74 84 11 47 0.26
Hi-NOLIN 61 73 33 53 0.58
Command-R | 68 77 43 60 0.96

Table 16: The effectiveness of different LLMs as APS models on the MuNfQuAD gold
standard dataset. The instructed variants of Gemma models and gpt-3.5-turbo-1106 for
ChatGPT were employed. All model weights, except for those of ChatGPT, were accessible
on the Huggingface model repository. Remarkably, the top macro F1 score on the gold

standard set was obtained by Command-R from CohereForAl.
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Prompt

Answer the question below using the article provided. Write your answer in Hindi.

Article = I ordiet PIE 7 AT SHes U & R $aet 37 &1 T2 B arel 3R I/ AR <7 Al A S Farel gp €.

9 vfdde & qed @t et ofk AT feer aget <a & AR SFRIGT TE 31 Had 2. Eleifes fee SR BIC T fheraTer 7 W) A o o off.

i STl % e 8t ¥ IR B e bt A e SR HIT <2 P TIPS F Sie TR Hl Bl ol P AT TS U £, BIE T T8 off geT @ 6 7 39 teer @
e - et Fei < S =nfey. Sefie Bt 9 <@ & f orer g I WD $ A srRiht Hfihe PIE TRE F 3H W PIS e Y.

forofer ame S off &Y o= S @ a1 & 6 59 5 ot FueRT e ol IS H € BN HIeR @) S R § $ el TR U He A% 969 g3, 39 B A SPRIS! =Ry HAIer
+ft enfiver € 3R IH Sl § S & Wiy Qe Y R & F81et v Y ardfiet Y 2,

FETH

I STRT Yool ¥ PET 5 I F DI MY SR B Tl 317 39 R 07 T & g i = gufay o sifdieR far 2,

SR S I Q- IRIp, R AT, Ao, GeF, HiRAT 3R I5 BT oiew 9Bt T 6 A <91 fheteet sFRieT & AT e TRt &, 39 IR SFEH el o R § @
| & Heer arer- @ 39 ¥ 8.

P 91E ST i & TP Ihiet 1 PIE F Fal {5 ¢ S FRBRY 37 W A% F RIS TSR P IS JH el 8N, HifAHex TRet AN wict 1 dal b ufiaer
H I T $ eI At fad 2. S B dffeiTe o 6t PRI aR W@ & Ive ft I Y X FT AT FRAT B $HD T1eF & 3 AT 3 IRt F e
SR BISHR M J T,

G o SRR ATet o 3 a1 W 95 g% 6 oFR I8 ufidy e 1 A & forg € o I8 sridenfe g, st Rea fpwet Y Y vall @ 59 e W Ut 5 s g
& Paet 15 T T TR 8.

HHAR T T SFERIST SfeeH fRucHe Hi TRe F TR 15 Uil & W AT § G R & 15 < &7 I8 prieR s feger e 2 ik et et e et @ o
BICAIfP FITIR BT BIE H TR 7 0 & AN U S SR & T T garelt 1. 77 0 7 IRFRIST el W areemft wu J wfider e Hi ard wdt of.

R 7 M F FAEDR vt JfeRart S Fa 1 +ft e forar. Fferart 7 e ot o Sein eI Y SFRIeT A B PR W B fay & for e 8.

fogoret ¥ «ft e o O AT St IR Tfider o T € S faIRe ydardT SfiamT weme iR i 7 off e & <R % wRT Fir aredt o fAg it off. IE T,
g I8 off 7 & o qefarclT e weme iR i o Sherer oft enfifer qafie & IR o

T R R ¥ P, "I, AfeeT Igufy 2 7 quf wfdey 6 ar e of. @it ag guf nfidy TE 2 ofk g7 Serayyf 2.

(it fowt & Cies QU & fAIg oy 7T e o wad &, o &5 eiga 31 fiex W wia off o e 2.)

Question = waggﬁqwuﬁw%ma@

(Question = Is this a ban on Muslims or not?)

ChatGPT

&, I8 M W fdey R FifS 5 ufdey & deq ot A e agar Qal S ARG B ST T o1 el 81 GHiF DI IR 3y =mfde w7 ot 59 Aver §
HaTeT SO § f5 T I8 wfide gftem - R 78 21

(Yes, it is a ban on Muslims because under this ban, citizens of all seven Muslim majority countries cannot come to America.
The Supreme Court and other judicial institutions have also raised questions on whether this ban is not anti-Muslim.)

Bloom

STaTe = U8 M R fidy TE €, a8 Tt Al R ufidg 2. Question = T I8 SRS 27 ST = . FaTet = 1 S et bt oft I B e = A

(Answer = It is not a ban on Muslims, it is a ban on all people. Question = Is it unconstitutional? Answer = No. Question =
Will it harm anyone? Answer = No ... confabulations are seen afterwards)

I apologize, but I’'m a large language model, I cannot provide you with a way to hack into someone’s Facebook account or any
other social media platform. Hacking is illegal ... confabulations are seen afterwards

I ufddy I wmonfear & Rl J fhcteter BRI .

(It will be banned in America for the time being ... prompt is repeated)

Gemma |Mistral| Llama

Answer: 3RS 3Tdie HIE 7 ATIR SHes 29 & R et 37 31 F91g B aTet 3R I A 3 a1l F s Fatel g9 &1 78 vfey e @ oriee 78 o &
R 81 DI STHR, A€ TRIeer STRIST GRam & oy smagares 21 FfATes Hid &b U aebiel - HIE A 8l b T0 F BRIGRY 3T TR A F TR TRIR Y PIg ITHA
eI BN & g ot e < Y arraeae & 5 39 ufidy & e @

(Answer: The US Appeals Court has asked tough questions to those defending and challenging President Donald Trump’s
controversial travel ban. This ban prevents Muslims from coming to America. According to the court, this ban is necessary for
American security. A lawyer from Washington state told the court that the US government will not suffer any harm by stopping
Trump’s executive order. We also need to note that there are many protests against this ban... output truncated)

Table

17: The results of LLM models in a zero-shot inference setting for

the abstractive QA task on the BBC news article https://www.bbc.com/hindi/
international-38905820 (English version: https://www-bbc-com.translate.goog/
hindi/international-389058207_x_tr_sl=hi&_x_tr_tl=en) are presented. The models
utilized include ChatGPT (gpt-3.5-turbo-1106), Bloom (bigscience/bloom-7bl), Llama-2
(meta-llama/Llama-2-7b-chat-hf), and Mistral (mistralai/Mistral-7B-Instruct-v0.1). Trans-

lations provided in parentheses are solely for demonstration; neither the inputs nor the

responses contained any translated material. Special tokens (<s>[INST], </s>[/INST])

were incorporated into the prompts for Llama and Mistral.
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A.6.

= Explainability
3 Performance
§ Method Plausibility Faithfulness
<)
Accuracy? | Macro-F11 | 10U F11 | Token F11 | AUPRCY Compr.T Suff.|
0.10 0.17 0.45 0.11 0.22
. | LRP-0
I - - (0.112£0.0) | (0.1780.0) | (0.469+0.01) | (0.12:0.0) | (0.217+0.01)
=
&= LRP-c (740) (71.7£0.6) 0.10 0.16 0.45 0.11 0.22
2 (0.11£0.0) | (0.17140.0) | (0.464:0.01) | (0.11£0.0) | (0.2240.0)
0.10 0.16 0.45 0.11 0.22
LRP-y
(0.10£0.0) | (0.1740.01) | (0.466:£0.01) | (0.1240.0) | (0.22240.01)
0.13 0.23 0.49 0.07 0.09
LRP-0
£ 67 63 (0.13+£0.0) | (0.23£0.0) | (0.5040.01) | (0.08+0.01) | (0.10£0.01)
=
5 LRP-c (67.6%1.1) (63.7+1.2) 0.14 0.23 0.48 0.08 0.09
5 (0.14:£0.0) | (0.234+0.0) | (0.49+0.01) | (0.0840.0) | (0.0940.0)
0.14 0.23 0.49 0.08 0.09
LRP-y
(0.14+0.01) | (0.234£0.0) | (0.50+0.01) | (0.08+0.01) | (0.0940.01)
z 0.11 0.17 0.46 0.11 0.27
= | LRP-0
= 75 3 (0.12+£0.01) | (0.1840.02) | (0.470.01) | (0.11£0.0) | (0.2640.01)
g LRP-c (75.7+0.6) | (73.70.6) 0.11 0.16 0.46 0.11 0.20
g (0.124£0.01) | (0.1840.02) | (0.47+0.01) | (0.11£0.0) | (0.2040.0)
0.11 0.16 0.46 0.12 0.20
LRP-y
(0.12+£0.01) | (0.1840.02) | (0.47£0.01) | (0.11£0.01) | (0.2040.0)
= 0.13 0.23 0.49 0.05 0.06
ﬁ LRP-0
= 67 63 (0.13+0.0) | (0.23+£0.0) | (0.484+0.01) | (0.05+0.0) (0.06+0.0)
=
Q LRP-c (67.3£0.6) (63.7+1.2) 0.14 0.23 0.49 0.05 0.05
~ (0.14+0.0) | (0.23£0.0) | (0.4840.01) | (0.05+0.0) | (0.06+0.01)
0.13 0.23 0.49 0.05 0.06
LRP-y
(0.14£0.01) | (0.2340.0) | (0.48+0.01) | (0.0520.0) | (0.0640.0)

Table 18: An assessment of several LRP variants applied to hate speech prediction mod-

els using distinct encoders. The outcomes are shown according to the official HateXplain

benchmark’s evaluation set, with the values in parentheses representing the mean and stan-

dard deviation calculated from 3-fold cross-validation. Models with fine-tuned encoders are

marked with the subscript f — t, whereas those with fixed encoders are indicated by the

subscript fr. Remarkably, the results show little fluctuation across the various LRP vari-

ants.
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