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Abstract

The distribution of research efforts done in the field of Natural Language
Processing (NLP) has not been uniform across all natural languages. It has
been observed that there is a significant gap between the development of
NLP tools in Indic languages (indic-NLP), and in European languages. We
aim to explore different directions to develop an automatic question answer-
ing system for Indic languages. We built a FAQ-retrieval based chatbot for
healthcare workers and young mothers of India. It supported Hindi lan-
guage in either Devanagri script or Roman script. We observed that, in our
FAQ database, if there exists a question similar to the query asked by the
user, then the developed chatbot is able to find a relevant Question-Answer
pair (QnA) among its top-3 suggestions 70% of the time. We also observed
that performance of our chatbot is dependent on the diversity in the FAQ
database. Since database creation requires substantial manual efforts, we de-
cided to explore other ways to curate knowledge from raw text irrespective
of domain.

We developed an Open Information Extraction (OIE) tool for Indic lan-
guages. During the preprocessing, chunking of text is performed with our
fine-tuned chunker, and the phrase-level dependency tree was constructed
using the predicted chunks. In order to generate triples, various rules were
handcrafted using the dependency relations in Indic languages. Our method
performed better than other multilingual OIE tools on manual and auto-
matic evaluations. The contextual embeddings used in this work does not
take syntactic structure of sentence into consideration. Hence, we devised
an architecture that takes the dependency tree of the sentence into consid-
eration to calculate Dependency-aware Transformer (DaT) embeddings.

Since the dependency tree is also a graph, we used Graph Convolution
Network (GCN) to incorporate the dependency information into the contex-
tual embeddings, thus producing DaT embeddings. We used a hate-speech
detection task to evaluate the effectiveness of DaT embeddings. Our future
plan is to evaluate the applicability of DaT embeddings for the task of chunk-
ing. Moreover, the broader aim for the future is to develop an end-to-end
pronoun resolution model to improve the quality of triples and DaT embed-
dings. We also aim to explore the applicability of all our works to solve the
problem of long-context question answering.
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Chapter 1

Introduction

The field of Artificial Intelligence (AI) has progressed to a great extent in
the last decade. We have witnessed the growing applicability of AI models
ranging from movie scene generation starring deceased actors [1] to booking
appointments over a telephonic conversation while pretending to be a human
[2]. The later application is an example of a Natural Language Process (NLP)
tool; it is a branch of AI that deals with computational processing of human
languages in text or speech modality. It is due to extensive research in the
field of NLP that we are able to witness remarkable achievements such as
Machine Translation, Speech Recognition, Fake News Detection, Automatic
Lip Reading and many more. The task of developing NLP tools becomes
more challenging due to ambiguity in natural languages. In our work, we
have focused on the text modality of natural languages since it has been
conjectured that written language has played an important role in cognitive
development of humankind [3].

1.1 Why Indian Languages?

Indian subcontinent is a quintessential example of what linguists describes
as a linguistic area due to existence of many languages from different families
in this geographical region [4]. Today many Indian languages are among the
top-20 most spoken languages in the world [5, 6]. The number of Indians
consuming or producing web content in their native language is increasing
with time [7]. Despite being spoken by billions of people, Indic languages
are considered low-resource due to the lack of annotated resources and au-
tomated systems available for them [8]. As a result, the development of
Natural Language Processing (NLP) tools for Indian languages (Indic-NLP)
has been much slower as compared to some the high-resource European lan-
guages1 (like French and Italian) with lesser number of speakers. Hence the
primary motivation behind working with low-resource Indian languages is

1https://github.com/sebastianruder/NLP-progress
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to initiate research in the field of Indic-NLP, leading to the development of
further resources in this domain.

1.2 Question Answering

Automatic Question Answering (QnA) is a downstream task in NLP, and
it started in early 1960s [9]. Figure 1.1 illustrates different types of QnA
systems. However, the development of Conversational Agents (CAs) as QnA
has recently gained popularity among NLP researchers [10]. Conversational
Agents (also known as chatbots[11]) are the systems designed to interact
with a human, through text or audio, in order to imitate a natural conver-
sation between two humans through a series of question answering sessions.
One of the most common application of CAs is in the domain of healthcare
and well-being [12, 13]. Dissemination of information and awareness regard-
ing healthcare becomes of utmost importance in the remote places of India.
Due to inequality in healthcare access across urban and rural parts of India,
people in the rural areas have limited availability of healthcare profession-
als (such as doctors, nurses, midwife), and hence suffer from low access to
healthcare [14, 15].

In resource-constrained environments, pregnant and postpartum women
face challenges in seeking healthcare information due to barriers such as lim-
ited time with the healthcare professionals, lack of authentic information on
health issues. As a result, they rely on non health professionals such as moth-
ers, mothers-in-law for health information which might lead to health related
misconceptions and health issues [14, 16, 17]. This presents an opportunity
to explore ways to extend informational support to pregnant and postpar-

Figure 1.1: Different types of Automatic Question-Answering systems (QnA)
depending upon the domain, question-context, answer-type, and discourse
in questions.
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tum women in their local languages while reducing workload of doctors by
means of engaging with emerging technology such as chatbots to support the
question-answering. Chatbots have been found to have a potential to act as
a first point of contact for women seeking answers for maternal and child
healthcare related queries, especially in resource-constrained environments
[18]. A chatbot can be designed in the following three ways: (a) Rule-based
approach (b) Generative-based approach, and (c) Retrieval-based approach
[19]. In this report, we have emphasized on the third approach.

1.2.1 Retrieval-based Chatbot

Given a database of FAQ and their corresponding answers, the process of re-
trieval deals with extracting k most relevant question-answer pairs (QA) from
the database for a real-time user query [20]. In the absence of huge amount of
labeled data, maintaining a FAQ database is a popular method to represent
domain-specific knowledge [21]. It has been observed that retrieval-based
approaches yields more fluent responses as compared to other approaches
[22, 23, 24].

The chatbot provides top-k most relevant QnA pairs in response to a
healthcare query (q) using our curated database of QnA pairs with answers
vetted by healthcare professionals. This approach of extracting relevant
and verified QnA pairs prevents the chances of chatbot providing incorrect
answers which could result in severe health issues. A sentence similarity score
is calculated to determine the extent of relatedness between a user-query (q),
and each row in the FAQ database. Figure 1.2 illustrates internal working
of a retireval-based chatbot. The output consists of a FAQ database sorted
by the sentence similarity score in decreasing order. Top-k entries from the
sorted database are extracted and sent to the user. Earlier works have used
top-3 and top-5 most relevant QA pairs[25].

Figure 1.2: Underlying architecture of retrieval-based FAQ chatbot.
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The performance of different FAQ retrieval models is compared using
five information retrieval evaluation metrics namely: Mean Average Preci-
sion (mAP), Mean Reciprocal Rank (MRR), Success Rate (SR), normalized
Discounted Cumulative Gain (nDCG), and Precision at 3 (P@3) [20]. Suc-
cess Rate is the simplest to understand because it represents the percent-
age of user queries for which at least one relevant suggestion was given in
the top-k suggestions. However, the retrieval-based approaches are limited
to extracting information from an indexed database which has to be cu-
rated manually. Such approaches are not able to incorporate the knowledge
from long documents containing raw sentences. The transformer-based ap-
proaches have a limitation on the size of question-context [26]. Long-context
QnA has been previously employed for answering queries from long research
articles [27]. Moreover, such systems can be proved useful for developing
automated customer support or providing healthcare-related information to
the underprivileged in regional languages. In order to retrieve information
from a text dump of raw sentences, a knowledge-graph has to constructed
from the unstructured text. Open Information Extraction (OIE) tools could
be used to extract facts from raw sentences in different domains.

1.3 Open Information Extraction

The concept of Information Extraction (IE) was introduced in the mid-1960s.
It deals with extracting structured facts from unstructured text written in
a natural language [28]. In IE, most relevant facts are extracted from the
text of the documents, whereas in Information Retrieval (IR), most rele-
vant documents are extracted from a document database [29]. Extraction
of informative facts irrespective of the text domain is called Open Informa-
tion Extraction (OIE). A standard convention to represent facts is through
triples <head, relation, tail> where relation denotes the link between the
two entities, head and tail. For example, consider the sentence PM Modi
to visit UAE in Jan marking 50 yrs of diplomatic ties, one of the possible
meaningful triple would be <PM Modi, to visit, UAE>.

The biggest strength of OIE tools is their ability to extract triples from
large amounts of texts in an unsupervised manner [30]. OIE also serves as
an initial step in building or augmenting a knowledge graph out of an un-
structured text [31, 32]. While Relation Extraction has been found to be
the most common application of OIE, other fields that benefit from OIE
advancements are Ontology Construction, and Fact-Checking [33]. More-
over, many works have used OIE tools to solve downstream applications like
Question-Answering [34], Text Summarization [35], and Entity Linking [36].

A triple can be extracted in many different ways depending on the word-
order constraints in the given natural language and the expected level of
details in the triples. Consider the sentence, John sliced an apple with a
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knife. Two possible ways to extract facts from this sentence are: (i) <John,
sliced, an apple with a knife> (ii) <John, sliced, an apple>, and <John,
sliced, with a knife>. Both ways represent the same fact but with different
levels of detail. In the case of languages with free word order, like Hindi [37],
one fact can be represented by many permutations of the elements of a triple.
For example, both the following triples <rAm n�, KAyA, ek s�b> [<rAm ne,
khAya, ek seb>]2 and <ek s�b, KAyA, rAm n�> [<ek seb, khAya, rAm ne>]
represents the same information as the following English triple: <Ram, ate,
an apple>. However, since the Hindi language uses postpositions instead
of prepositions [38], some word permutations in a triple are prohibited in
Hindi, whereas they are permissible in English. For example, consider the
following Hindi sentence, vh BArt k� rA~ pEt T� [veh bhArat ke rAshtrpati
the] (He was the president of India). The following two English triples are
permitted since they are equally meaningful (i) <He, was the president, of
India>, and (ii) <He, was the president of, India>. Whereas the former
triple is permitted in Hindi, but the latter triple is prohibited because the
Hindi phrase BArt k� [bhArat ke] represents the English phrase ‘of India’ as
long as the given two Hindi words appear together and in that order. Hence,
separating the postpositional words (such as k� [ke] (of ), m� [me] (in), etc.)
from their preceding noun is prohibited in Hindi.

The quality of generated triples is generally evaluated by getting them
annotated by native speakers of that language. However, a significant lim-
itation of evaluation methods based on manual annotations is their lack of
reproducibility and the time-intensive procedure to perform the annotations.
The problem is exacerbated for Indic languages due to the lack of annotators
in this field. There are automatic evaluation techniques for triples generated
in English [39, 40]. Therefore, methods for automatic evaluation of generated
triples in Indic languages also needs to explored.

Extracting triples using dependency parsing is common a method in the
prior works [41, 42, 30, 43]. However, dependency parsing does not per-
form well in capturing Multi-word Entities (MWE) from a given sentence
[30]. Grammatical structures such as Complex Predicates (CPs) in Indic
languages [44, 45] makes the task of dependency parsing more challenging.
Shallow parsing can be used to identify MWEs, and pretrained transformer-
based models have shown their superior ability to perform well on shallow
parsing tasks [46, 47, 48]. But such contextual embeddings are generated
by pretraining on tasks, such as Masked-Language Modelling (MLM) and
Next Sentence Prediction (NSP), which do not take the syntactical struc-
ture (or word order) of the sentence directly into consideration [49, 50]. As
a result, it has been observed that syntactic information is either absent in

2Italicized text written in square brackets represents the ITRANS transliteration,
whereas the italicized text in round brackets represents the English translation of the
preceding Hindi phrase/sentence
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Figure 1.3: An example of an undirected graph with N = 5 nodes.

the transformer embeddings or it is not utilized while making the predictions
[51]. Therefore, there is a need to explore the possibility of incorporating
syntactic (dependency) information in transformer embeddings.

1.4 Dependency-aware Transformer Embedding

Although architectures like Bidirectional Encoder Representations from Trans-
formers (BERT) [49] have shown to generate embeddings containing syntac-
tic information [52, 53], it was observed that BERT representations shows
a clear insensitivity to word-order and negations [54]. Earlier works have
shown that incorporating dependency information with word embeddings
can improve the performance of the resulting model on various downstream
tasks such as Named Entity Recognition (NER) [55], Semantic Role Labelling
(SRL) [56], and Relation Extraction (RE) [57].

In order to incorporate dependency information with word embeddings,
Graph Convolution Networks (GCNs) have been a popular choice in prior
works [56, 57, 58]. Kipf and Welling [59] introduced the GCNs that employed
different weight matrix (W ) for different layer (l). Equation 1.1 illustrates
the propagation rule for each layer for graph with N nodes.

H l+1 = σ(ÂH lW l); where Â = D−0.5ÃD−0.5 and Ã = A+ IN (1.1)

The number of layers (L) in a GCN block is an integer hyperparameter
where l ∈ [0, L − 1] ∧ l ∈ Z+. Figure 1.3 illustrates an example of a simple
graph with its corresponding adjacency matrix (A) and degree matrix (D).
The transformer embeddings in layer l are represented by H l. By adding the
adjacency matrix (A) and an identity matrix (IN ), a new adjacency matrix
Ã is formed which contains self-connections to each node of the graph. A
normalizing matrix (Â) is computed by sandwiching Ã between D−0.5 from
both sides. It is done to ensure that embedding of higher-degree nodes does
not dominate the graph. Another way to formulate the normalizing matrix
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is Âij = Ãij/
√
didj where di represents the degree of node i. Notice that

Â is independent of l since the structure of (dependency) graph remains the
same throughout.

For batch processing, the input text sequence is padded to N length. If
the number of words in the original text was Nw, then the number of pad
tokens will be Np = N − Nw. Dependency graph for the padded sequence
will be containing a dependency tree with Nw nodes, and Np isolated nodes.
Similarly, the padded tokens will be having only the self-connections in the
adjacency matrix (Ã).

The flow of node embeddings between the neighbours in a graph is illus-
trated in figure 1.4. At each subsequent layer, the embedding of a node (ni)
is calculated by taking a weighted sum of its own embedding and embedding
of all its neighboring nodes. Values from the Â matrix are used as weights
for the weighted sum. We can observe from figure 1.4 that embedding of n3

in layer 1 is calculated using its own embedding and embedding of n1. It is
to be noted that, in figure 1.4, the colored partitions inside a multicolored
node are not representative of their contribution while calculating the node
embedding. For example, it is true that embedding of n2 in layer 1 will be
calculated using the embedding of n4 ( green ), n5 ( blue ), n1 ( red ), and
its own embedding ( orange ) from layer 0; but their contribution will not
be as per their partitions shown in the figure. Values in Â matrix will be
responsible for their contribution. The initial embeddings from a pretrained
transformer encoder (H0) are fed to a GCN block, and after going through
L layers we get Dependency-aware Transformer (DaT) embeddings.

Each node in a dependency graph represents a word, and the edge be-
tween two nodes represents the dependency relation between the correspond-

Figure 1.4: Propagation of node embeddings through different layers. Initial
embedding (H0) of each node is highlighted with a different color in Layer
0. In the subsequent layers, any node with multiple colors indicates that its
embedding is calculated using node embedding of the corresponding colors
in Layer 0. Note: tile area is not representative of the contribution.
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ing two words. However, pretrained transformer encoders (or simply encoders
henceforth) generates contextual embeddings at subword token level. Hence
subword level contextual embeddings are to be transformed into word level
contextual embeddings. For Named Entity Recognition (NER) task, Devlin
et al. [60] solved this problem by taking the embedding of first subword
token as a representative of the entire word. There are other methods that
take last subword token embedding instead and show better results3.

1.4.1 Hate-speech detection

In order to evaluate the effectiveness of DaT embeddings, a downstream task
is chosen to train models with and without DaT embeddings. We have se-
lected HateSpeech detection as the downstream task due to abundance of
annotated data available in Indic languages for the task [61, 62, 63, 64]. How-
ever, we believe that judging the effectiveness of DaT embeddings through
evaluation metric (accuracy/F1-score) of the downstream task is not enough.
Hence, we decided to use different methods that can explain the predictions
of a fine-tuned model. The following three methods were used to explain the
predictions:

1. Layer-wise Relevance Propagation (LRP) [65]: In LRP, the relevance
values are backpropagated from output nodes to input nodes. The
prediction values at the output nodes are treated as their respective
relevance values. Figure 1.5 illustrates the flow of relevance values in
the Feed-Forward Neural Network (FFNN) responsible for classifica-
tion.

2. Local Interpretable Model-Agnostic Explanations (LIME) [66]: The
values of input features are slightly modified to observe its impact on
the predictions. If tweaking a feature changes the prediction drastically
then the feature is considered as important. In case of encoders, the
input features to be modified are the token_ids of each subword token
from the text. The explanations of LIME are only locally faithful, not
globally.

3. Shapley Additive Explanations (SHAP) [67]: It considers each word
as an active contributor the final predicted value of the text. Shapely
value is used to determine the contribution, and hence importance, of
each word in calculating the predicted value. It involves masking differ-
ent word-spans (using a special mask token) in the text and observing
the change in the predicted value.

By explainable predictions, the effectiveness of DaT embeddings is to
be evaluated by manually annotating a small set of text sequences with

3https://github.com/soutsios/pos-tagger-bert/
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Figure 1.5: Relevance values are backpropagated from the output layer to
the input layer in the Feed-Forward Neural Network (FFNN) responsible for
classification. Contextual embedding of all the words (R|N×dim|) is flattened
and fed to the classification network. Relevance for a word is calculated by
adding the relevance of its corresponding nodes in the input layer

their corresponding prediction and prediction explanations. We hypothesize
that, while predicting a label, our HateSpeech detection model with DaT
embeddings will be focusing on actual hateful words/phrases better than
the HateSpeech detection model without DaT embeddings.

In a multi-sentence text, a single dependency graph will be constructed
containing dependency tree of all the sentences. Figure 1.6 shows an exam-
ple of a dependency graph and its corresponding Ã (= A + IN ) matrix for
a multi-sentence text in Hindi. In figure 1.6, it is observed that the depen-
dency trees of the two sentences remain disconnected to each other in the Ã
matrix despite the same discourse entity being present in the two sentences.
A discourse entity can be thought of like a ‘topic of discussion’. Therefore,
a coreference resolution mechanism is required to link mentions from dif-
ferent sentences talking about the same discourse entity. Prior works have
shown that coreference resolution mechanism will also be helpful in generat-
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Figure 1.6: Dependency graph (right) and Ã (= A+ IN ) matrix (left) for a
multi-sentence Hindi text, rAm ayo@yA lOV�। vh rAjA bn�। which translates
to Ram returned (to) Ayodhya. He became (a) king. The text is padded to
a length of N = 10. Empty grey cells in Ã represents zero values.

ing meaningful triples for an OIE task [68, 69, 70, 71].

1.5 Coreference Resolution

Any natural language sentence is composed of two different mentions i.e.
entities and events. An event represents the underlying action of a sentence
whereas an entity represents the attributes of action such as participants in
the action, location of the action, nature of the action, etc. Copular verbs are
a special category of events where the action is to establish an equivalence.
For example, consider the following sentence Shah Rukh Khan is an Indian
actor, here the event (is) represents the action of establishing the equivalence
between the two entities Shah Rukh Khan and an Indian actor. In any
natural language, two expressions are said to corefer if a consumer of the
information (listener or reader or viewer) believes that the two expressions
refer to the same real-world4 concept. The process of resolving coreferences
and forming a unique coreference chain for each real-world concept is called
coreference resolution.

Event (coreference) resolution has been more challenging as compared
to entity resolution even in high-resource languages [72, 73]. Therefore, we
have focused on entity resolution in this report. The real-world concept to
which a mention refers to is called its referent. If an entity mention refers to
an entity that has been introduced earlier in the discourse then it is called
anaphora or anaphoric mention whereas the prior entity mention to which

4For simplicity, we make an assumption that all mentions (be it fic-
tional/virtual/mythical/imaginary etc) are real-world first
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Figure 1.7: Categorization of the entity resolution process [74]. Entity men-
tions are highlighted in bold text.

the anaphoric mention corefers is called its antecedent. For example, consider
these two sentences ‘Mahatma Gandhi started the Dandi March in 1930. He
was arrested later.’, here the anaphoric mention is He and its antecedent
is Mahatma Gandhi. The referent to both the mentions (He and Mahatma
Gandhi) will be a real-world concept who was a person named Mohandas
Karamchand Gandhi. It is not necessary for an anaphoric expression to refer
to a previously mentioned entity. An anaphoric expression may or may not
be a pronoun. When an entity mention refers to an entity that occurs later in
the discourse then it is called cataphora. Figure 1.7 illustrates the different
ways by which two entity mentions can corefer.

The first step in coreference resolution is to detect mentions. After the
mentions are identified, one of the following three architectural choices are
used to build the resolution model [75]: (a) Mention-pair architecture: a pair
of identified mentions are fed to binary classification model which is responsi-
ble for predicting whether the two mentions corefer or not, (b) Mention-rank
architecture: calculates the probability of two mentions coreferring with re-
spect to other mentions in the text, and (c) Entity-based models: instead of
working with pair of mentions, it calculates the probability of the given men-
tion being a member of a previously identified coreference chain (mention
clusters). Rahman and Ng [76] has pointed out that mention-rank architec-
ture can be transformed into an entity-based model. Mention-pair architec-
tures are known to suffer from imbalanced classes in the training data [75].
We have focused on mention-rank architectures in this report since they are
more popular than entity-based models [72], and they have shown superior
performance as compared to mention-pair models [77].
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There are some specific types of coreference which are difficult to resolve.
For example, in discourse deixis [78] the antecedent to an anaphora is a
discourse segment i.e. an entire clause. Some languages even have a concept
of zero anaphora [79] where anaphoric expression is not written but implied.
We intend to focus on pronomial anaphora resolution in Indian languages
since pronomial mentions are the most common anaphoric expressions in a
natural language [74].

1.6 Thesis Statement

A broad thesis statement for our work is to explore the possibility to develop
a framework for Automated Question-Answering (QnA) in Indian languages
with the help of multiple supporting tasks like Open Information Extraction
(OIE) and Pronoun Resolution. Moreover, we intend to improve the con-
textual embeddings of transformer-based architectures and investigate their
applicability in the QnA framework.
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Chapter 2

Literature Review

2.1 Conversational Agents

Research studies in Human Computer Interaction (HCI) have been con-
ducted to understand the feasibility and acceptability of Automatic Question
Answering Systems such as Conversational Agents (or chatbots) for differ-
ent purposes such as facilitating group discussion, encouraging participation
from inactive members in a group, fostering self-disclosure of people on sen-
sitive topics, counseling teenage victims of online sexual exploitation, and
facilitating information sharing and fostering social connection within a co-
living space [80, 81, 82, 83, 84]. Interactive voice response (IVR) based
interventions have also been explored to provide information to pregnant
women [85, 86].

Earlier works on developing chatbots in healthcare using AI started with
user query reformulation and using knowledge from search engines [87]. They
were made for English language, and due to scarcity of resources, the same
techniques could not be used for Hindi speakers. Kothari et al. (2009) aimed
to develop a FAQ retrieval system for unstructured English language written
as a shorthand for Short Messaging Service (SMS) by Indian population [88].
It relied on character level features to calculate the sentence similarity scores.
Initial works on building a QA system for Hindi language were restricted to
exploiting information from shallow speech features like POS tags [89]. In
constructing QA system for English-Hindi code-switched languages, word-
level translation of code-switched queries to English queries was a common
practice due to lack of resources in Hindi language [90, 91, 92]. Such ap-
proaches fails to generalize because Hindi-to-English word-level translations
are highly dependent on the position of the Hindi word in the sentence [93].

Previously cross-lingual word embeddings has been used to solve a health-
care QA system in low-resource African languages[94]. Empirically, it has
been proven that machine learning models using BERT embeddings outper-
form many other traditional AI models on various tasks[95, 96]. Earlier
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works have shown the efficiency of BERT-based models in measuring sen-
tence similarity for FAQ retrieval tasks[25, 20].

2.2 Triple Generation

Earlier works have used a combination of shallow parsing and hand-crafted
rules to extract meaningful entities from English language text [97]. How-
ever, the field of OIE in English was started by Banko et al. [98] by introduc-
ing the TextRunner architecture. It was a single-pass triple extractor that
needed no hand-labeled training data. Basic shallow parsing, such as Part
of Speech (POS) tagging and chunking, was used to capture the entities in
the sentence. Later, researchers took the work forward by using Semantic
Role Labelling (SRL) instead of shallow parsing [99]. Their analysis sug-
gested that even though SRL gave more informative entities (or arguments),
shallow parsing-based methods were more time-efficient. The problem of in-
coherent relation extraction was tackled by Fader et al. [100] by using simple
lexical constraints for relations.

Mausam et al. [101] explored a different direction for capturing relations
mediated by non-verbal phrases like ’is the president of‘. They used hand-
crafted rules and dependency parsing to develop OLLIE, which extracted
triples from English sentences. OLLIE was found to be performing at par
with an SRL-based triple extractor. While most of the works dealt with
extracting facts in the form of triples, KrakeN was developed to extract
facts as N-ary tuples using dependency parsing [102]. A year later, ClausIE
[103] was developed, which identified clauses in an English sentence and
then extracted facts by classifying the identified clauses using rules. In order
to identify the relations or entities, dependency parsing of sentences was a
crucial step in ClausIE and many other works [41, 42, 30, 43]. Built as an
improvement to ClausIE, the MinIE [104] tool generated much more fine-
grained and concise facts as compared to ClausIE. The triples generated
by MinIE had dictionary-like attributes containing the information about
certainty, polarity, and knowledge source. Due to the availability of manually
annotated data for the English, much of the recent OIE research is based on
deep neural architectures where the triple extraction problem is divided into
the following two sub-problems: (a) Relation extraction and (b) Argument
(head/tail) extraction using features from the extracted relation [105]. Span
selection (using sequence labeling paradigm) is a common practice to extract
relations and their corresponding arguments in such OIE methods [106].

The development of OIE tools for languages other than English is im-
peded by the lack of annotated resources available for them. Although, there
are some notable initiatives in domain-specific IE for Hindi [107]. To the best
of our knowledge, there has not been any work done yet, exclusively for OIE
in Indic languages. However, the field of language-independent (multilingual)
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OIE started in 2015 with two methods. The first method was developed by
Manaal and Kumar (M&K ) [108], where the authors translated the source
language to English using Google translate and then extracted triples using
the OLLIE tool. The English triples were projected back to their source
language through word alignments. It could handle as many languages as
Google can translate, but machine translation has not been regarded as a sus-
tainable solution for OIE due to translation errors [33]. The second method
was a rule-based triple extractor called ArgOE [43]. In order to generate
triples, it expects dependency parse of a sentence in CoNLL format as in-
put. However, the extracted triples contain only verb-mediated relations.
PredPatt [41] was developed a year later, which also relied on a dependency
parse tree and hand-crafted rules to identify predicate-argument structure in
a sentence. Another work called Multi2OIE modeled the problem of identify-
ing predicate-argument structure through two sequence-labeling tasks using
mBERT embeddings and multi-head attention blocks [105]. The first task
identified all the predicates in a sentence, and the second task identified
all arguments associated with each predicate. One limitation of identifying
predicate-argument structure is the post-processing that is needed to extract
triples (or relations) out of them.

2.3 Hate-speech Detection

Employing machine learning (ML) algorithms has been the most common
method to automatically detect hate-speech in text [109, 110]. Training tra-
ditional models (like SVM, decision trees, etc) using the extracted features
(like N-grams, POS tags, word embeddings, etc) from text was a general ap-
proach in many of the earlier works [111, 112, 113]. Dinakar et al. [114] used
world knowledge through the ontologies in ConceptNet to detect hostility
for members of LGBT community in online forums.

Due to availability of greater number of annotated data, hate-speech
detection methods based on deep learning (CNN/LSTM/GRU) started out-
performing traditional ML models [115, 116]. Zampieri et al. [117] made
an observation that in 2019 Semeval task on Offensive Language Identifica-
tion majority of participants used a deep learning based method. However,
Kwok and Wang [118] has previously observed that predictions of hate-speech
detection methods are largely influenced by the presence of some specific of-
fensive words. In 2018, attention-based BERT model achieved state-of-art
performance on various downstream tasks such as Question-Answering and
Named Entity Recognition [60]. In the subsequent works of hate-speech
detection, it was observed that fine-tuning the pretrained model on the an-
notated data for hate-speech detection yielded better results as compared to
other methods[119, 120, 121, 122].

We observed that most of the research in hate-speech detection was lim-
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ited to English. Though there are some notable works for other European
languages like Dutch [123], German [124], and Italian [125], hate-speech de-
tection in Indian languages has not been explored to the same extend as
English. However, with the advent of multilingual pretrained transformer
models (like multilingual BERT), many of the recent works dealing with
hate-speech detection in Indian languages have been focused on fine-tuning
transformers [126, 127]. Velankar et al. [128] has demonstrated that fine-
tuning transformer models on hate-speech detection performs better than
rigorous hyperparameter tuning of deep learning methods.

2.4 Coreference Resolution

Hobbs [129] employed constituency tree parsing and hand-crafted rules to
resolve coreferences. Lappin and Leass [130] used salience based features
and mention-pair architecture for the same. Other methods that were used
for coreference resolution involves centering theory [131] or knowledge-rich
approaches with hand-crafted rules [132]. Syntax-based features have been
popular method in earlier works of anaphora resolution [133, 134].

The recent best-performing models for coreference resolution have been
based on neural mention-ranking architecture [135, 136]. Joshi et al. [137]
pretrained a transformer model using span-based objective instead of word-
level, and observed the best performance on coreference resolution task in
English. However, anaphora resolution in Indian languages (specifically
Hindi) has limited to theoretical approaches [138], models without mention-
detection pipeline [139], and approaches that rely on morphological features
[140, 141].

2.5 Research Gaps Identified

Our extensive literature survey has made us aware about various areas that
are quite under explored in the field of indic-NLP. We formulate the identified
research gaps as follows:

1. Considering the under-developed maternal health infrastructure in In-
dia. There is a need to propose automated solutions to provide health-
care related information to an end-user in remote places of India.

2. The field of Open Information Extraction (OIE) from unstructured
text in Indic languages has not been explored much. Moreover, the ef-
fectiveness of existing multilingual OIE techniques has to be evaluated
on Indic languages.

3. There is a scarcity of annotated resources for automatic evaluation of
automatically generated triples for Indic languages.
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4. Incorporating dependency structure of a sentence in generating dependency-
aware contextual embeddings is an under-explored field in Indic-NLP.

5. A publicly available tool for coreference resolution in Indic languages is
required to be built using the state-of-art coreference resolution tech-
niques.

6. Pretraining of transformer models using different subword tokenization
methods and pretraining tasks are to be investigated extensively.

7. Construction of knowledge-graph using extracted triples from unstruc-
tured text in Indian languages needs to be explored as well.
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Chapter 3

Objectives

Considering the identified research gaps, we determine to achieve the follow-
ing objectives:

1. Build a question-answering system (chatbot) for maternal workers us-
ing different sentence similarity approaches.

2. Develop a triple extractor from unstructured text in Indian languages,
and explore their applicability in automatically answering questions
from long documents.

3. In order to improve the chunker for triple extraction, we aim to trans-
form subword-level transformer embeddings into Dependency-aware
word-level Transformer (DaT) embeddings.

4. Perform automatic pronoun resolution in an end-to-end manner on a
paragraph in Indian language. It will be used as a preprocessing step
for the triple extraction process.

5. Implement long context question answering using various components
from the above objectives

6. Pretrain a transformer model using a different pretraining objective
instead of Masked Language Modelling (MLM), and use it to develop
a QnA system for Indic languages.

3.1 Mission

In order to develop a QnA framework for Indic languages, we aim to build
various NLP tools, and explore different paradigms for better contextual
embeddings of Indic text. Our preliminary literature survey highlights a
scarcity of such work that deals with Long-context Question Answering in
Indic languages. Hence, it is our conviction that the proposed work is a
critical step in the direction of advancement of research in indic-NLP.
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Chapter 4

Progress Till Now

4.1 FAQ retrieval based Hindi Chatbot for health-
care workers

We aimed to contribute to the understanding of the performance of different
algorithmic approaches in reducing workload of healthcare professionals by
means of QnA support. Figure 4.1 illustrates the overall architecture of the
proposed chatbot. Due to the COVID-19 pandemic, on field testing of AI
models was not possible, therefore in order to evaluate the models on real-
time data, a total of 336 new user queries (q) were collected from healthcare
workers with the help of a non-governmental organization (NGO) partner.
We annotated these 336 queries with relevant questions (Q) from the FAQ
database. For each query q, authors identified completely matching, and
partially matching QA pairs from ASHA-FAQ database. In our work, both

Figure 4.1: Architecture of the proposed chatbot. A user query (q) can be
in Devanagari script or in Roman script. Using the best sentence similarity
approach, the chatbot fetches top-k most similar Question-Answer (QnA)
pairs from the FAQ database and stores them in a queue. User feedback is
taken for one question (Q) at a time. If Q at rank 1 is similar to q then
its corresponding Answer (A) is sent to the user as response, otherwise Q at
rank 2 is sent to the user for the feedback. Among the k suggestions, if the
user found not a single Q similar to q, then the chatbot responds ‘q cannot
be answered’.
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DTP DTPq−e SPC SPC+A SPCq−e COS COSq−e E
mAP 30.5 35.1 39.4 31.1 39.1 26.5 27.9 45.3
MRR 42.6 48.5 54.6 42.2 54.2 38.7 41.0 61.6
SR 27.1 59.6 66.2 49.6 64.4 47.7 51.1 70.3

nDCG 45.5 51.2 57.1 43.9 56.5 40.8 43.3 62.5
P@3 27.1 30.0 34.6 34.6 34.6 22.7 23.9 34.6

Table 4.1: Comparison of all three primary approaches on hold-out test set for
top-3 suggestions. Ensemble (E) is obtained by taking the best performing
models, highlighted with yellow , from each of the primary approach.

kind of matching (complete and partial) had been treated as relevant. It has
been found that, among 336 queries, only 270 user queries had at least one
relevant question in the database. These 270 questions will be treated as the
hold-out test set to asses our AI models.

We have experimented with different approaches to extract the most
relevant question-answer (QA) pairs from a FAQ database. The three pri-
mary approaches used in this work are (i) Dependency Tree Pruning (DTP)
method, (ii) Cosine Similarity (COS) method, and (ii) Sentence-pair Para-
phrasing Classifier (SPC). We tackled the polysemous words in healthcare-
related queries (like sugar vs diabetes), by maintaining buckets of such words.
If a single word from a bucket is encountered in either q or Qi, then rest of
the words from the bucket are added to the text. Expanding the query in
such a manner is called query-expansion (q-e) in the domain of automatic
question answering [93]. Table 4.1 shows the performance boost in DTP and
COS approach due to q-e variation. It was also observed that an ensemble
(E) model of all three primary approaches was found to be performing better
than other methods.

Given a GPU-enabled server, our proposed chatbot can be freely deployed
on instant messaging services like Telegram1. We also establish a relationship
between the diversity of questions in FAQ-database, with the performance of
our chatbot. We created a pruned hold-out test-set by removing the queries
which had 1 or less relevant questions in FAQ database. The ensemble model
evaluated on this pruned dataset is denoted by Ep1. Number of user queries
in the pruned set is written in the subscript. For example: removing user
queries that have 3 or less relevant questions in FAQ database would result
in p3 set. We observed that p3 set contains 105 user queries, each having
4 or more relevant questions in the FAQ database. The ensemble model
evaluated on this p3 set would be denoted by Ep3

#105. Figure 4.2 portrays
that the performance of our best method (E) improves when there are large
number of user queries in the test set (> 100), and each user query has a
large number of relevant questions in FAQ database (> 3).

1telegram.org
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Figure 4.2: Performance of ensemble models on test-sets with different level
of pruning. The label Ep2

#152 represents the performance of ensemble model
on a hold-out test-set that is pruned by removing all user queries that have 2
or less relevant questions in the FAQ database. The resulting pruned test-set
(p2 set) has 152 user queries.

4.2 Triple Extractor for Indian Languages

Our work is primarily focused on automatically extracting triples from Hindi
sentences since all the authors of this work are familiar with the language.
However, we have discussed the performance of our method on other low-
resource Indic languages as well. The main contributions of our work are as
follows: (a) We release a transformer model which is fine-tuned on manually
annotated chunks from six natural languages (Hindi, English, Urdu, Nepali,
Gujarati, and Bengali). The resulting model is able to perform chunking
on languages that it has not seen during the fine-tuning phase. (b) We
propose a greedy algorithm to extract triples for Hindi sentences. Figure 4.3
describes the overall procedure of generating triples from unstructured text.
(c) We create and release an OIE benchmark dataset for Hindi sentences,
Hindi-BenchIE, to facilitate the automatic evaluation of machine-generated
triples.

Since the task of chunking is defined as a sequence labeling task i.e. one
prediction for each word, we needed word-level contextual embeddings for a
given sentence. In this work, we tried a different approaches. Architecture of
the proposed chunking model is illustrated in Figure 4.4. The effectiveness
of our approach is empirically validated in Table 4.2.

Compared to CRF, our chunker gave better accuracy on the languages
that it had never seen during the learning or fine-tuning phase. Table 4.3
compares our fine-tuned XLM chunker and the sklearn CRF model. As
shown in Table 4.4, our method generated meaningful triples (containing all
the information of the sentence) for the maximum number of sentences as
compared to other baselines. Moreover, our method performs better than
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Figure 4.3: Overall architecture of the IndIE tool. The three primary steps
are (a) Chunk tag prediction, (b) Creating Merged-phrases Dependency Tree
(MDT), and (c) Triple generation. The three steps are run for each sentence
segmented by the Stanza library [142].

Figure 4.4: Architecture of the proposed chunking model. Word token IDs
are highlighted with blue , whereas sub-word token IDs are highlighted in
dark blue . Our approach takes the initial embeddings and transforms them.
The resultant embeddings are zero-padded, highlighted with grey color , in
order to produce the final embeddings in step (c). The padded tokens are
ignored while calculating the loss for back-propagation.

Classification Layers
Common

approach in
literature

Another
approach in

practice
Our approach

1 82±10 (50±20) 89±0.5 (62±1.0) 91±0.0 (65±0.5)
2 86±1.8 (51±6.2) 89±0.5 (54±7.4) 90±0.5 (54±4.5)
3 79±14 (43±13) 82±11 (41±12) 90±0.5 (48±2.2)

Table 4.2: Accuracy (macro average) of three approaches for solving the sub-
word token embeddings for chunking task on four different random seeds.

other baselines on automatic evaluation of triples. Table 4.5 shows the per-
formance comparison of different OIE methods.

22



Model Hindi English Urdu Nepali Gujarati Bengali
XLM 78% 60% 84% 65% 56% 66%
CRF 67% 56% 71% 58% 53% 53%

Table 4.3: A comparison of (fine-tuned) XLM chunker and CRF chunker on
the languages which are removed from training-set. The numbers represent
the accuracy obtained by each model when sentences from the given language
are used only in the test-set.

Image options ArgOE M&K Multi2OIE PredPatt IndIE
No information 17% 28% 71% 5% 4%

Most information 22% 44% 24% 29% 17%
All information 61% 28% 5% 66% 79%

Table 4.4: Percentage of sentences having no/most/all information in the
image representation of their generated triples. The method which generates
maximum triples with ‘All information’ is considered the best method.

4.3 DaT embeddings for hate-speech detection

In the initial experiments, we have observed that using the flattened to-
ken embeddings gives better accuracy than using CLS embedding or pooler
output embedding alone. Moreover, using flattened word-level contextual
embeddings gives better accuracy than flattened subword-level embeddings.
We have observed that the best approach to prepare word-level embeddings
is to take average of subword token embeddings.

We observed that hate-speech detection using DaT embeddings gives
better mean accuracy than hape-speech detection without DaT embeddings
over multiple random seeds. We also implemented LRP technique for ex-
plaining the predictions of our hate-speech detector. As shown in Figure
4.5, we observed that the LRP technique we implemented gave more intu-
itive explanations behind the hate-speech prediction as compared to other
methods.
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ArgOE M&K Multi2OIE PredPatt IndIE
Precision 0.26 0.14 0.12 0.37 0.62
Recall 0.06 0.16 0.03 0.08 0.62

F1-score 0.10 0.15 0.05 0.14 0.62

Table 4.5: Performance of different OIE methods on Hindi-BenchIE golden
set. It is observed that our method (IndIE ) outperforms other methods on
the automatic evaluation benchmark.

Figure 4.5: The following three methods used for explaining the predictions
of the trained hate-speech classifier: LRP (top), LIME (mid), and SHAP
(below).
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Chapter 5

Future Plans

We intend to evaluate the effectiveness of DaT embeddings for other tasks
such as chunking. However, considering the progress at this point, the
broader aim is to develop models for different downstream applications and
explore different pretraining paradigms for transformers in order to build
long-context QnA system for Indic languages. We intend to explore various
methods to improve the contextual embeddings produced by transformers.
We also intend to develop models for Indic languages that could solve various
supporting tasks (such as pronoun resolution) which would be helpful as a
preprocessing step for the previous methods.

5.1 Pronoun resolution

We plan to develop an end-to-end model for pronomial resolution in Hindi
text. It has been shown that it is better to jointly learn anaphoricity de-
tection and coreference together with a single loss [76]. Hence, the intended
model will be trained using multi-task learning. Figure 5.1 illustrated the
architecture of the proposed model.

The proposed model will be an extension to the work of Lee et al. [135]
with a novel direction of multi-task learning on Hindi sentences. We intend
to fine-tune the proposed model on the WikiCoref dataset [143], and the
dataset by Mujadia et al. [144]. The former is a coref annotated dataset in
English whereas the later is in Hindi. We have selected these two datasets
because to the best of our knowledge these are the only datasets which have
annotated pronomial coreference as a separate type of coreference.

5.2 Indic-SpanBERT

It has been observed that using a span-based pretraining task for transformer
encoders results in improved performance on various downstream tasks [137].
The current model has been pretrained on English text dump only. We
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intend to use our multilingual chunker and predict chunk-based spans as the
pretraining task.

5.3 Long-context Question Answering

Widely used datasets for automatic Question Answering (QnA) includes
datasets like SQuAD [145] which has a short-context for each question. Most
of the QnA systems for Indic languages are also built for short-context para-
graphs. We intend to explore the possibility of using OIE for answering long-
context questions. As a baseline, we plan to use a combination of Answer-
Sentence Selection (AS2) model and Machine Comprehension (MC) model
for Indic languages. The XQA dataset proposed by Liu et al. [146] will be
used as the evaluation dataset. It is to be noted that long-context ques-
tion answering can either be open-domain question answering (like XQA)
or domain-specific question answering (like healthcare chatbot). Since we
haven’t come across an annotated domain-specific dataset for long-context
question answering, we intend to direct our efforts for open-domain question
answering system.

Figure 5.1: Training phase of the proposed end-to-end neural architecture for
pronomial resolution in Hindi. The horizontal bars in orange, blue, and green
represents mention words. Pronomial word is represented by green horizontal
bar, whereas its gold antecedent is represented by a blue horizontal bar.
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5.4 Timeline

After considering the progress of work and plans for future, the expected timeline
for making a significant contribution in the field of indic-NLP and completing the
requirements for the doctoral program is as follows:

1. Aug 2022 - Oct 2022

• Incorporate the internal reviews for maternal chatbot, and submit the
manuscript to a journal like ACM Health (average citation per article
is 2) or IEEE Transactions on CSS (Impact score is 5).

• Finish the experimentation pipeline for DaT embeddings. Prepare the
first draft.

• Data preprocessing for pronoun resolution.

2. Nov 2022 - Jan 2023

• Incorporate internal reviews for DaT embeddings paper, and submit
the draft to ACL Rolling Reviews (ARR). Target AACL.

• Build the multi-task learning pipeline for pronoun resolution.

• Prepare data and dataloader for Indic-SpanBERT pretraining. Explore
the usability of bert and distilbert.

3. Feb 2023 - Mar 2023

• Implement the baselines for pronoun resolution and design evaluation
metrics.

• Explore the usability of OIE in long-context question answering.

• Use a combination of Answer Sentence Selection (AS2) and Machine
Comprehension (MC) to solve long-context question answering.

• Evaluate Indic-SpanBERT on various downstream tasks in Indic lan-
guages. Document the work as a short paper.

4. May 2023 - Aug 2023

• Prepare the draft for pronoun resolution, and long-context question
answering. Collect internal reviews. Modify and submit in EMNLP.

• Begin a survey on work done in Indic NLP.

5. Sep 2023 - Dec 2023

• Begin thesis writing.

• Draft review cycles.

• Defense1.

1After 4.5 years into the PhD program
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Chapter 6

Publications

1. Mishra, Ritwik, Simranjeet Singh, Rajiv Ratn Shah, Ponnurangam Ku-
maraguru, and Pushpak Bhattacharya. "IndIE: A Multilingual Open
Information Extraction Tool For Indic Languages". 2022. [Submit-
ted to a special issue of TALLIP]

2. Mishra, Ritwik, Simranjeet Singh, Jasmeet Kaur, Rajiv Ratn Shah,
and Pushpendra Singh. "Exploring the Use of Chatbots for Supporting
Maternal and Child Health in Resource-constrained Environments".
2022. [Draft ready. Under internal review]

6.1 Miscellaneous

1. Mishra, Ritwik, Ponnurangam Kumaraguru, Rajiv Ratn Shah, Aan-
shul Sadaria, Shashank Srikanth, Kanay Gupta, Himanshu Bhatia, and
Pratik Jain. "Analyzing traffic violations through e-challan system in
metropolitan cities (workshop paper)." In 2020 IEEE Sixth Interna-
tional Conference on Multimedia Big Data (BigMM), pp. 485-493.
IEEE, 2020.
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