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a b s t r a c t 

Clickbait indicates the type of content with an intending goal to attract the attention of readers. It has 

grown to become a nuisance to social media users. The purpose of clickbait is to bring an appealing link 

in front of users. Clickbaits seen in the form of headlines influence people to get attracted and curious to 

read the inside content. The content seen in the form of text on clickbait posts is very short to identify 

its features as clickbait. In this paper, a novel approach (two-phase hybrid CNN-LSTM Biterm model) has 

been proposed for modeling short topic content. The hybrid CNN-LSTM model when implemented with 

pre-trained GloVe embedding yields the best results based on accuracy, recall, precision, and F1-score 

performance metrics. The proposed model achieves 91.24%, 95.64%, 95.87% precision values for Dataset 1, 

Dataset 2 and Dataset 3, respectively. Eight types of clickbait such as Reasoning, Number, Reaction, Reveal- 

ing, Shocking/Unbelievable, Hypothesis/Guess, Questionable, Forward referencing are classified in this work 

using the Biterm Topic Model (BTM). It has been shown that the clickbaits such as Shocking/Unbelievable, 

Hypothesis/Guess and Reaction are the highest in numbers among rest of the clickbait headlines published 

online. Also, a ground dataset of non-textual (image-based) data using multiple social media platforms 

has been created in this paper. The textual information has been retrieved from the images with the help 

of OCR tool. A comparative study is performed to show the effectiveness of our proposed model which 

helps to identify the various categories of clickbait headlines that are spread on social media platforms. 

© 2020 Published by Elsevier Ltd. 
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. Introduction 

Clickbait refers to the content with a purpose to encourage vis-

tors and attract attention by creating curiosity among users to

lick on a link to a particular web page ( Gardiner, 2015; Tan &

ng, 2017 ). The maximum of the revenue generation for publishers

f the online content revenue model is through advertising. On-

ine content ( Chen, Conroy, & Rubin, 2015 ) attracts users through

lick links known as clickbaits by creating curiosity among visitors.

he content shared on social media for advertising is in the form

f short text, attachments including videos, audios, images, shar-

ng links, etc. Clickbait is an umbrella term that encompasses all

inds of content capable of instigating an increased click-through

 Biyani, Tsioutsiouliklis, & Blackmer, 2016 ). Most of the clickbait

eadlines use the first form of a person like ‘I’, ‘We’, ‘You’. Some

f the clickbait headlines are given below. 

What we found was really shocking! 

You can never guess what Happened! 

What happens next will surprise you! 
∗ Corresponding author. 

E-mail addresses: skaur_phd17@thapar.edu (S. Kaur), parteek.bhatia@thapar.edu 

P. Kumar), pk@iiitd.ac.in (P. Kumaraguru). 
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Just click to see this! 

Did you know this! 

OMG You won’t believe your Eyes! 

The primary danger posed by clickbaits is not only that the

ews topics such as economics, science, politics are replaced by

usiness, sports, entertainment, but also the focus has shifted on

ttention-grabbing shareable contents. Often misleading and un-

erified headlines in the form of clickbaits are major contributors

o the spread of fake news ( Horne & Adali, 2017 ) on the inter-

et. In spite of all these effects of clickbaits, no comprehensive so-

ution has been devised to remove the clickbait stories from the

ews feeds generated on user’s accounts ( Elyashar, Bendahan, &

uzis, 2017 ). Currently, some solutions for automatic clickbait de-

ection ( Potthast, Köpsel, Stein, & Hagen, 2016 ) are based on ma-

hine learning models ( Cao, Le et al., 2017 ), among which many of

hem yield low accuracy rates ( Rony, Hassan, & Yousuf, 2017 ). 

In this paper, a novel approach is proposed which is capa-

le to identify the difference between legitimate and clickbait

osts by directly analyzing the headings for both textual and non-

extual (text embedded in images) posts. To evaluate our model,

hree datasets have been collected. The first one is provided by

hakraborty, Paranjape, Kakarla, and Ganguly (2016) , second is pro-

ided by Khater, Al-sahlee, Daoud, and El-Seoud (2018) and the

https://doi.org/10.1016/j.eswa.2020.113350
http://www.ScienceDirect.com
http://www.elsevier.com/locate/eswa
http://crossmark.crossref.org/dialog/?doi=10.1016/j.eswa.2020.113350&domain=pdf
mailto:skaur_phd17@thapar.edu
mailto:parteek.bhatia@thapar.edu
mailto:pk@iiitd.ac.in
https://doi.org/10.1016/j.eswa.2020.113350
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third has been collected manually with the help of human annota-

tions. The main contributions of this paper are as follows. 

• A ground dataset has been prepared from the Facebook page

and Reddit website with the help of human annotations. 
• Text extraction from the non-textual (image-based) data with

the help of OCR tool using a pre-processing approach has been

performed in this paper. 
• Automatic identification of the eight types of clickbait headlines

into reasoning, number, reaction, revealing, shocking/unbelievable,

hypothesis/guess, questionable, forward referencing is done. 
• A novel approach is proposed which works under a two-phase

structure. In the first phase, the headlines of textual and non-

textual data are fed to the CNN-LSTM model with the use of

pre-trained vectors to identify whether the chosen post is le-

gitimate or a clickbait. In the second phase, the classified click-

baits are fed to the Biterm Topic Model (BTM) which is a type

of short text classifier. It uses a biterm co-occurrence of words

to cluster similar clickbait headlines to identify the types of

clickbait. 
• A comparative study is performed with the existing systems to

show the effectiveness of our proposed two-phase hybrid CNN-

LSTM Biterm model. 

The structure of the paper is organized as follows.

Section 2 gives a brief overview of the related work done in

the field of clickbait detection. The problem statement is dis-

cussed in Section 3 . Section 4 discusses the corpus used for the

experiment. Section 5 covers the architecture of our proposed

system. The experimental results achieved after implementing our

proposed model is presented in Section 6 . A comparative analysis

is performed with various existing systems in Section 7 . The paper

is concluded in Section 8 along with its future scope. 

2. Related work 

Clickbait has become an imperative subject for research pur-

poses, as it is used by computer research and linguists team. An

overview of the related approaches for clickbait detection has been

discussed in this section. 

Vijgen et al. (2014) studied listicles which are one of the vital

components of clickbaits. The authors deliberated approximately

70 0 0 clickbaits by Buzzfeed and the shred like “16 Cancer mak-

ing food you eat every day” or “Do you know 39 celebrities who

passed away this year” are some compiled examples from their

collected dataset. 

A clickbait type known as forward reference was studied by

Blom and Hansen (2015) from a Danish news website in the form

of headlines and is used for two purposes either to attract the user

to click the title or to make the information gap by giving a head-

line. According to the authors, clickbaits mainly composed of ad-

verbs, articles, demonstrative and personal pronouns. 

Ferro et al. (2016) brought together approximately 3,0 0 0 tweets

from the top twenty publishers on twitter among other computer

scientists and created a model that used handcrafted features from

three fields which are, the meta information, the linked web page,

and the teaser message or title. Among these three, the linked web

page comprised of readability and text features, and the teaser

message had some basic dictionary and text features, while the

meta information had tweets related features. These features were

classified into a supervised mechanism and achieved 0.79 ROC-AUC

for both precision and recall at 0.76. They also revealed that fea-

tures retrieved from the first category outperformed rest of the

categories taken into consideration, with n-gram and uni-gram fea-

tures contributing the maximum as they are known for capturing

the writing styles. 
Eight types of clickbait were expounded by Biyani et al. (2016) .

he authors used the definitions of such types to collect non-

lickbait (2,724) and clickbait (1,349) webpages, respectively from

he Yahoo homepage. The handcrafted features like presences of

uotes, questions, exclamations, etc. , are taken along with tradi-

ional features like uni-grams and bi-grams to develop the machine

earning model for identifying the clickbait. Comparable features

alculated the resemblance between the first five lines of the body

nd title of the article individually, and non-formality features

ere used to calculate the quality and formality of pages. For-

ard reference features were created after ( Blom & Hansen, 2015 )

ad given four types of forward references for clickbait class. They

chieved 0.712 precision and 0.548 recall. 

A Machine Learning classifier based browser plug-in called ‘Stop

lickbait’ has been proposed by Chakraborty et al. (2016) . The clas-

ifier has been trained by extracting the clickbaits (8069 articles)

hich they crawled from web domains such as ViralStories, Scoop-

Hoop, ViralNova, Buzzfeed and 18,513 Wikinews articles as legit-

mate posts. They used 14 features spanning to train their SVM

lassifier and reported the accuracy of 89%, 93% in blocking and

etecting the clickbait. 

In contrary, the methods given by authors are both painstak-

ng and time-consuming tasks as they used handcrafted features.

o the best of our knowledge, no work has been done to automat-

cally ( Tacchini, Ballarin, Della Vedova, Moret, & de Alfaro, 2017 )

dentify the type of clickbait on the basis of short text. So, in

his paper, a novel two-phase approach is proposed. The model

orks in two phases. In the first phase, features are extracted from

he clickbait headlines using the embedding (GloVe) model, which

re fed to Convolutional Neural Network (CNN) - Long Short-Term

emory (LSTM) model to classify the headlines as legitimate or

lickbait. In the second phase, the retrieved headlines labeled as

lickbait from the first phase are fed to the BTM to analyze the

ype of cluster (topic) for clickbait headlines. The problem state-

ent to identify the type of clickbait has been discussed in the

ext section. 

. Problem statement 

The work proposed in this paper addresses two types of issues.

• To identify clickbait and non-clickbait headlines seen in the

form of short text. 
• To categorize the identified clickbait headlines into various

clusters (topics). 

Thus, the problem statement has been formulated as follows.

o identify the headline as a binary classification problem, at the

rst phase the binary set of classes, C = {non_clickbait, clickbait}

re taken into consideration. Consider H as a set of all headlines

nd a training set T ⊆ H × C of labeled sentences to train

 model to learn a function F . The function F maps the head-

ines H to { non _ clickbait, clickbait} such as F : H → C . At the sec-

nd phase, the clickbait headlines are classified into 8 categories,

 t = { Re, Nm, Rea, Re v , Sh, Hy, Ques, F r} , where Re ∈ Reasoning, Nm

 Number, Rea ∈ Reaction, Rev ∈ Revealing, Sh ∈ Shock-

ng/Unbelievable, Hy ∈ Hypothesis/Guess, Ques ∈ Questionable, Fr

 Forward referencing using unsupervised model. 

. Data collection 

Many sources are utilized for clickbait generation such as Twit-

er ( Potthast et al., 2018 ), LinkedIn ( Chakraborty, Sarkar, Mrigen, &

anguly, 2017 ), Facebook ( Chakraborty et al., 2017 ), etc. , which are

sed by publishers as a trading platform. Such platforms are used

o disseminate inappropriate information in the form of clickbait

osts. 
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Table 1 

Statistics of collected datasets 

Datasets Total headlines Clickbait headlines Non-clickbait headlines Vocabulary length Year of creation 

Dataset 1 32,000 15,999 16,001 18,966 2015 

Dataset 2 12,000 5,637 6,080 13,232 2017 

Dataset 3 1,800 1,200 600 4,596 2019 

Fig. 1. Length distribution of clickbait and non-clickbait headlines on (a) Dataset 1, (b) Dataset 2 and (c) Dataset 3. 
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Various datasets are taken into consideration for eval-

ating our proposed model. The first dataset, taken from

hakraborty et al. (2016) is named as ‘Dataset 1’ in this paper.

t contains 32,0 0 0 headlines of news articles from several web

omains such as ‘ViralStories’, ‘Scoopwhoop’, ‘Thatscoop’, ‘Viral-

ova’, ‘Upworthy’, ‘Buzzfeed’, ‘The Hindu’, ‘The Guardian’, ‘New

ork Times’, ‘Wikinews’. Among these headlines, a total of 15,999

ere identified as clickbait headlines whereas 16,001 as non-

lickbait headlines to develop a two-phase classification model. 

The Second dataset, taken from Khater et al. (2018) is named as

Dataset 2’, which consists of 12,0 0 0 headlines. Among which 5,637

re the clickbaits and 6,080 are the non-clickbait headlines re-

rieved after pre-processing phase.‘The Huffington Post’, ‘The Times

f India’, ‘NewsWeek’ and ‘BuzzFeed’ web domains were chosen to

etch the data for clickbait headlines whereas ‘The Indian Express’,

National Geographic’, ‘The wall street journal’, ‘The Economist’,

Thr Guardian’and ‘The Hindu’ web domains were chosen to fetch

he non-clickbait headlines. The data was collected and got pub-

ished online in Jan-2017. 

A ground dataset has been created and is named as ‘Dataset

’ in this paper. The dataset was collected from two sources, i.e. ,

eddit 1 website ( Agrawal, 2016 ) using Octoparse 2 (a web-scraping

ool) and Facebook 3 page with the help of human annotations.

acebook and Reddit are the most popular social networking sites.

he dataset was collected to analyze the distribution of both click-

ait and non-clickbait headlines in terms of shares, likes, com-

ents, domains, time (available from 1-DEC-2016 to 21-JUN-2019).

he non-clickbait headlines were collected from subreddits (world-

ews, 4 news 5 ), which do not allow the clickbaits to creep in. 

The overall statistics of our three collected datasets are dis-

ussed in Table 1 , where the ratio of clickbait headlines for Dataset

, Dataset 2, and Dataset 3 are 49.99%, 46.97% and 40%, respec-

ively. The vocabulary length to classify the headlines for Dataset 1

re 18,966, for Dataset 2 are 13,232 and 4,596 for Dataset 3. 

The length distribution of clickbait and non-clickbait headlines

s represented by graphs shown in Fig. 1 . The X-axis labeled as
1 https://www.reddit.com/r/SavedYouAClick . 
2 https://www.octoparse.com/download . 
3 https://www.facebook.com/StopClickBaitOfficial . 
4 https://www.reddit.com/r/worldnews . 
5 https://www.reddit.com/r/news . 

t  

w  

e  

p  

s  

t  
text’ represents the number of terms used in clickbait headlines

hereas Y-axis represents the corresponding number of headlines

aving the same length distribution. It has been observed from

ig. 1 (a) and (b) that the non-clickbait headlines have longer length

istribution than clickbait headlines. Whereas from Fig. 1 (c), no ap-

ropriate difference is noted between clickbait and non-clickbait

eadlines. 

The mean distribution of the clickbait datasets as given in

able 2 for Dataset 1, Dataset 2 and Dataset 3 is 55.74, 66.72

nd 84.27, respectively. The mean values of clickbait headlines are

reater than the mean values of non-clickbait headlines for the

ame datasets. The difference between the mean values is not so

ignificant when evaluated on the basis of the Z-test. Hence, it can

e concluded that the length distribution of headlines for clickbait

ews is often longer than the non-clickbait headlines published on

ocial networking sites ( Song, Lee, & Kim, 2015 ). 

. Architecture of the proposed system 

The overview of the proposed two-phase model, where the hy-

rid CNN-LSTM model ( Wang, Jiang, & Luo, 2016 ) is embedded

t the first phase and the BTM ( Yan, Guo, Lan, & Cheng, 2013 )

t the second phase to identify the type of online clickbaits is

hown in Fig. 2 . To evaluate the proposed system, various datasets

ave been collected from three different sources in the first phase.

uring the pre-processing phase of textual data ( Kaur, Kumar, &

umaraguru, 2019 ), extra whitespaces are removed and the con-

ersion of all characters from upper to lower case is processed

 Collobert et al., 2011 ). Whereas the non-textual data is processed

sing the Optical character recognition (OCR) tool ( Mulfari, Celesti,

azio, Villari, & Puliafito, 2016 ) to retrieve the textual content and

hen the pre-processing step is applied to it. Once completed with

he pre-processing pipeline, the next step is to extract features

 Sboev, Litvinova, Gudovskikh, Rybka, & Moloshnikov, 2016 ) from

he collected data. The extraction of features from the given data

s called as feature engineering. It is done with the help of pre-

rained embedding models. During the embedding process, various

ords are represented using dense vector representation. Word

mbedding is an improvement over the Bag of Words (BOW) ap-

roach ( Kaur et al., 2019 ) where each word is represented using

parse vectors to represent the entire vocabulary. The represen-

ations are sparse because every single word is represented by a

https://www.reddit.com/r/SavedYouAClick
https://www.octoparse.com/download
https://www.facebook.com/StopClickBaitOfficial
https://www.reddit.com/r/worldnews
https://www.reddit.com/r/news
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Table 2 

Mean distribution of collected datasets. 

Datasets Mean distribution of labeled 

datasets 

Standard deviation of labeled 

datasets 

Mean distribution of headlines 

labeled as clickbait 

Mean distribution of headlines 

labeled as non-clickbait 

Dataset 1 0.50 0.50 55.74 51.85 

Dataset 2 0.51 0.49 66.72 65.65 

Dataset 3 0.32 0.46 84.27 83.86 

Fig. 2. Overview of our proposed two-phase hybrid CNN-LSTM Biterm model for automatic detection and classification of various types of clickbait headlines. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Pre-processing of non-textual (image-based) data to extract textual content 

 

 

 

row comprised of zero values. Whereas in an embedding layer ev-

ery single word is represented by dense vectors. The dense vectors

represent the projection of a word in a continuous vector space.

The position of a word is represented within these vector spaces

learned from the short headline text and is called as its embed-

ding. In the next step, the retrieved vectors are fed to the hybrid

CNN-LSTM model to classify the features of textual content. The

model classifies the content as clickbait or non-clickbait. Further,

the identified clickbait headlines are fed to the BTM (a short text

classifier) to identify the type of clickbait ( Yan et al., 2013 ). The de-

tailed description of each phase has been further discussed in this

section. 

5.1. Pre-processing 

Our system can take two types of input, i.e. , in the form of tex-

tual and non-textual data as shown in Fig. 3 . 

To process textual data there is no requirement of OCR tool.

Whereas non-textual data cannot be directly processed and fed to

the proposed model. So, a pre-processing step is required to extract

the textual information from non-textual (image-based) data. Dur-

ing the pre-processing of non-textual data, following operations

are performed: 

• Converting to grayscale: The quality of the image is improved

by removing the color variation by converting the original im-

age (as shown in Fig. 4 (a)) into a grayscale image (as shown in

Fig. 4 (b)) for accurate text detection. 
• Noise removal: Non-local Means Denoising algorithm

( Mikolov, Sutskever, Chen, Corrado, & Dean, 2013 ) has been

used for noise removal from an image. The denoised image

retrieved can be seen in Fig. 4 (c). 
• Extraction: The Google cloud vision (an OCR tool) is used to ex-

tract text from images. It requires Google cloud access and the

creation of an API key. The google-cloud-vision and google-cloud
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Fig. 4. Pre-processing on (a) Original image, (b) Grayscale image and (c) Denoised image. 

Table 3 

Embedding layer specifications of the proposed model. 

Arguments Description Size 

Input Dimension It specifies the size of vocabulary in our collected corpus 20,000 

Output Dimension It specifies the size of vector space where words are embedded 128 

Input length It specifies the length of the input sequences, i.e. , the maximum limit of words for each headline. 100 
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6 https://nlp.stanford.edu/projects/glove/ . 
7 https://docs.google.com/file/d/0B7XkCwpI5KDYeFdmcVltWkhtbmM/edit . 
libraries have been used for reading the images for further pro-

cessing ( Mulfari et al., 2016 ). 
• Auto-correction: The python libraries like autocorrect and lan-

guage_check are used in the experiment to correct the spelling

errors ( Kulkarni & Shivananda, 2019 ). 

Whereas during the pre-processing phase of textual headlines,

ll the missing values are removed from the document using

ropna method in python dataframe, lower and sub methods are

sed to convert the upper characters to lower cases and remove

he whitespaces, respectively. 

The formal representation of features chosen from textual and

on-textual data has been discussed below. 

Let K be the collection of posts published online over social

edia platforms and H is defined as a collection of headlines ex-

racted from posts K. H ( i ) is defined as the extracted headline from

he i th post as represented by Eq. (1) , 

(i ) = 

{
K(i ) , if K(i ) = T extual data 
OCR (K(i )) , if K(i ) = Non − T extual data 

(1) 

here i is the index which is repeated for the collection of posts

ith range [0 : (| K| − 1)] . OCR ( K ( i )) is considered as a function that

xtracts text from the image if the textual content is present else

tores NULL . 

The embedding layer used in the proposed model is discussed

n the following section. 

.2. Embedding layer 

In this paper, word embeddings are used to provide a better

ector feature representation of words. Gensim (NLP library) pro-

ides an amazing wrapper to adopt different pre-trained word em-

edding models which include GloVe (by Stanford) ( Sisodia, 2019 )

nd Word2vec (by Google) ( Mikolov, Chen, Corrado, & Dean, 2013a ).

The embedding layer specifies three arguments that are defined

or the first hidden layer of the hybrid CNN-LSTM model as shown

n Table 3 . 

.2.1. GloVe 

Global Vectors for Word Representation (GloVe) is provided

y the Stanford NLP team. The team also provides various ver-

ions of the GloVe pre-trained vectors. Among various avail-

ble versions, GloVe 1.2 is used to perform the experiment. It
onsists of four files with four different embedding represen-

ations such as glove.6B.50d.txt with 6 billion tokens and 50

eatures, glove.6B.100d.txt with 6 billion tokens and 100 fea-

ures, glove.6B.200d.txt with 6 billion tokens and 200 features,

nd glove.6B.300d.txt with 6 billion tokens and 300 features

 Sisodia, 2019 ). The script uses glove.6B.100d.txt (with 40 0,0 0 0 vo-

abulary size) file 6 to train the hybrid CNN-LSTM model. The GloVe

s an unsupervised learning model that is used to generate word to

ord co-occurrence matrix from a corpus. Python library named as

love_python is used to implement GloVe embeddings. 

.2.2. Word2vec 

It is a type of predictive model which is used to predict

he destination word from the context of its neighboring words.

he word vectors are trained on Google news data using skip-

ram to build the model provided by Mikolov, Chen, Corrado, and

ean (2013b) in 2013. Each word is encoded using a one-hot en-

oding scheme and then is fed to the hidden layer of the hy-

rid CNN-LSTM model using a matrix of weights. Our experiments

lso used a pre-trained vector with a vocabulary size of 3 million

ords trained from 100 billion words of Google News data.The pre-

rained vector file 7 for 300-dimensional word vectors was down-

oaded to perform the experiment. 

.3. Deep-learning based hybrid classifier 

The architecture of the hybrid classifier mainly consists of two

omponents, i.e. , Convolutional Neural Network (CNN) and Long-

hort Term Memory (LSTM). CNN ( Kim, 2014 ) is applied to ex-

ract high-level sequences of word features. Whereas the LSTM

 Eidnes, 2015 ) is embedded to capture long term sequences and

lso reduces the training time of the proposed model. The pro-

essed data (textual and non-textual) is fed to the hybrid CNN-

STM model ( Wang et al., 2016 ) where hyper-parameters are tuned

n a standard split. 

.3.1. CNN component 

The data extracted from the embedding layer is fed to the CNN

odule. Where the features are detected at different regions with

he help of a sliding filter vector evolved in the convolution layer.

https://nlp.stanford.edu/projects/glove/
https://docs.google.com/file/d/0B7XkCwpI5KDYeFdmcVltWkhtbmM/edit
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Consider u j ∈ R 

n as the n -dimensional word vectors of a par-

ticular word in a headline for j th position. Let u ∈ R 

L ×n be the

input headline, where L denotes the length of the headline. Con-

sider f as the length of the filter and vector v ∈ R 

f×n be the filter

for performing convolution operation. A window vector w i with f

consecutive word vectors, where i is the position of a word in a

headline is given by Eq. (2) , 

w i = [ u i , u i +1 , ..., u i + f−1 ] (2)

where commas denote the row vector concatenation. The filter v

revolves at each position with the window vectors to generate a

feature map m ∈ R 

L − f+1 , where each element m i of feature map

for window vector w i is represented by Eq. (3) , 

m i = t(w i � v + b) (3)

where b is the biased term that belongs to R and t is the non-

linear transformation function and � is the element-wise multi-

plication. In our experiment, ReLu ( Nair & Hinton, 2010 ) is chosen

as a non-linear function. To generate multiple feature maps, the

hybrid CNN-LSTM model uses multiple filters. For each row W i of

W ∈ R 

(L − f+1) ×z is a new feature representation generated from

z filters for window vector at position i . Max-pooling is applied to

feature maps after the convolution layer which helps to select the

top most important features. Further, the successive window rep-

resentation is fed into the LSTM model. 

5.3.2. LSTM component 

In LSTM, the output of the module is controlled by a set of

gates (forget gate ( f s ), input gate ( i s ), output gate ( o s )). In our ex-

periment, all vectors used in LSTM architecture share the same

memory dimensions. The working of i s , f s and o s is denoted by

Eqs. (4) –(6) , 

i s = σ (W i · [ h s −1 , x s ] + b i ) (4)

where σ is the logistic sigmoid function that gives output between

[0,1], x s is the input at current time step s and h s −1 is the previous

output of the hidden state. 

f s = σ (W f · [ h s −1 , x s ] + b f ) (5)

Here, f s is the function to control the extent of information re-

quired from the old memory cell to be thrown away. 

o s = σ (W o · [ h s −1 , x s ] + b o ) (6)

Here, o s is the control of output on the memory cell. Current input

and previous output of the hidden state are taken into considera-

tion to update the current hidden state h s and current memory cell

c s through various transition functions as shown by Eqs. (7) –(9) , 

q s = tanh (W q · [ h s −1 , x s ] + b q ) (7)

where tanh is the hyperbolic function that gives output between

[-1,1]. 

c s = f s � c s −1 + i s � q s (8)

Here, c s represents the current memory cell and � denotes the

element-wise multiplication, 

h s = o s � tanh (c s ) (9)

where h s represents the current hidden state. 

LSTM model is chosen and embedded on the CNN model to

learn the high-level sequence features. To get the final output from

the hidden layer, sigmoid layer is used. 
.3.3. Implementation of hybrid classifier 

The number of filters used in the hybrid CNN-LSTM model for

ur experiment is 128. The size of 1-dimensional convolution win-

ow is considered as 3 and the ‘ReLu’ activation function is used

or the hidden layers. The value of the pool size is selected as

 for max-pooling layers used in the hybrid CNN-LSTM model

 Wang et al., 2016 ). The early stopping method ( Zhang, Bengio,

ardt, Recht, & Vinyals, 2016 ) is used to decide the number of

raining epochs. Initially, 50 epochs were chosen to analyze the

odel performance. It was observed that the model performance

tops showing any significant improvement after 15 epochs as the

ccuracy rate remains nearly the same till 50 epochs. So, during

he learning process, our model is trained for 15 epochs. The ar-

hitecture of the hybrid CNN-LSTM model is shown in Fig. 5 . 

The input size in this architecture is the maximum sequence

ength chosen for clickbait headlines, i.e. , 100. The input is fed to

he embedding layer. The output dimensions (100 × 100) are re-

rieved from the embedding layer which is further fed to the con-

olution layer, where the number of parameters used is 38,528.

he output dimensions of the first convolution layer are 98 × 128,

hich is fed as an input to the first max-pooling layer giving an

utput of 32 × 128. The second convolution layer takes 32 x 128

imensions as input and trains the vector with 49,280 parameters.

n the next step, the second max-pooling layer takes 30 x 128 in-

ut dimensions from the second convolution layer and gives 10 x

28 as an output shape. The output from max-pooling layer is fed

o LSTM (flattening) layer which gives 100 values with 91,600 pa-

ameters. The output is then fed to the dense layer with 256 (val-

es) x 128 (number of neurons) + 128 (bias values for neurons)

long with 25,856 number of parameters, which is fed to the sig-

oid layer to identify the clickbait headlines. 

The total parameters, trainable and non-trainable parameters

aken by the hybrid CNN-LSTM model for Dataset 1, Dataset 2 and

ataset 3 are shown in Table 4 . 

It has been observed that the total parameters of our collected

ataset are 1,268,501, whereas only 268,501 parameters are used

y the model to find the optimal weights to reduce the cost func-

ion of the model. 

The classified clickbait headlines retrieved from the hybrid

NN-LSTM model are fed to BTM to identify the types of clickbait.

.4. Biterm topic model (BTM) 

Discovering topics from short texts has genuinely become an

ntractable problem. It was hard for traditional topic models such

s k-Means, Probabilistic latent semantic analysis (PLSA), Latent dis-

riminant analysis (LDA) ( Hoffman, Bach, & Blei, 2010 ) to identify

hort texts as they suffered from severe data sparsity problem

hen implemented on short texts. So, the BTM came into exis-

ence to overcome this limitation. 

BTM is a word co-occurrence biterm based model as shown in

ig. 6 . Where a biterm consists of two words co-occurrence in the

ame headline. It is a type of generative model which generates

 biterm by making a two word pattern from the same topic t .

he number of topics ( t ) chosen to apply BTM was decided after

nalyzing the elbow curve ( Kodinariya & Makwana, 2013 ). A plot

as drawn by taking into consideration the appropriate number of

opics. The point of a bend (known as knee) was tested by vary-

ng the value of t from 4 to 12. The best compactness of clustering

as considered when the value of t was set to 9, where an ap-

ropriate bend of the curve was seen. The first eight clusters (top-

cs) define the types of clickbait and the last cluster (9 th ) defines

he miscellaneous clickbait headlines as it was a loosely packed

luster covering mixed topics. Some of the generative processes for

he collected corpus in BTM where β and γ are considered as the

irichlet priors ( Dp ) ( Yan et al., 2013 ) is discussed as follows. 
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Table 4 

Number of parameters in the hybrid CNN-LSTM model using GloVe embeddings. 

Corpus Total Parameters Trainable parameters Non-trainable parameters 

Dataset 1 2,287,701 287,701 2,000,000 

Dataset 2 219,422 217,722 17,000 

Dataset 3 1,268,501 268,501 1,000,000 

Fig. 5. Architecture of the hybrid CNN-LSTM model. 

Fig. 6. Architecture of the Biterm Topic Model (BTM). 
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• For each topic t , 

– a topic-specific word distribution is drawn δt ~ Dp ( γ ) 
• Draw a topic distribution ϑ ~ Dp ( β) for the chosen dataset 
• For every biterm ( b ) in biterm set ( B ) 

– draw a topic assignment t ~ Multinomial ( ϑ) 
– draw b ( i.e., two word occurrence from the same headline ): 

( w x , w y ) ~ Multinomial ( δt ) 

The joint probability of b can be represented by Eq. (10) . 

 (b) = 

∑ 

t 

P (t) P (w x | t) P (w y | t) = 

∑ 

t 

ϑ t δx | t δy | t (10)

ence, the likelihood of the whole chosen dataset is represented

y Eq. (11) . 

 (B ) = 

∏ 

(x,y ) 

∑ 

t 

ϑ t δx | t δy | t (11) 

he argument t represents the number of topics chosen to clas-

ify the types of clickbait. The symmetric Dirichlet prior probabil-
ty of a topic is P(t) and is kept 1 whereas the symmetric Dirichlet

rior probability of a word with given topic P(w | t) is kept to 0.01.

he Gibbs algorithm ( Finkel, Grenager, & Manning, 2005 ) is used

or categorizing the type of clickbait, the number of iterations for

ibbs sampling is kept 10. The default window size (15) is consid-

red for performing the second phase experiment. 

Thus, the BTM helps to convey the semantic features of related

opics by making use of co-occurrence patterns based on biterms. 

. Experimental results 

The configuration of the computing environment includes: Pro-

essor is Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz 2.60GHz,

DR3 16GB RAM and Nvidia Titan Xp GPU with 3840 Cores run-

ing at 1404MHz. Theano 1.0.3 ( Bergstra et al., 2010 ) is used with

ython version 3.6.3 on Windows 10 Pro Operating System. To

valuate the proposed model, the performance analysis of each

hase has been discussed in this section. 

.1. OCR performance 

It has been observed from the results obtained in Table 5 that

he Google cloud vision tool ( Mulfari et al., 2016 ) gives an accuracy

f 87.60% while extracting headlines from the non-textual (image-

ased) posts for our Dataset 3. After pre-processing the images, it

as analyzed that the accuracy to recognize correct text from im-

ges increased by 1.34%. 

Also, it has been observed that the Google cloud vision tool per-

orms best on .bmp,.tff,.png,.jpg and.jpeg to extract text from images

 Vithlani & Kumbharana, 2015 ). The collected Dataset 3 used for

he experiment has only .jpg and .png formats. 

.1.1. Tag clouds 

Tag clouds of top 12 words are retrieved after pre-processing

he headlines as shown in Figs. 7–9 . 
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Table 5 

Results obtained after performing OCR and pre-processing on Dataset 3. 

Tool Total images Correctly identified Incorrectly identified Accuracy Precision Recall F1-score 

Google cloud vision 1,800 1,578 222 87.60 91.34 86.56 88.88 

Google cloud vision after pre-processing 1,800 1,601 199 88.94 92.7 89.6 91.12 

Fig. 7. Top 12 (a) Clickbait and (b) Non-clickbait word clouds generated from 

Dataset 1. 

Fig. 8. Top 12 (a) Clickbait and (b) Non-clickbait word clouds generated from 

Dataset 2. 

Fig. 9. Top 12 (a) Clickbait and (b) Non-clickbait word clouds generated from 

Dataset 3. 
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Fig. 7 (a) shows the top words like guess, questions, reasons, you,

identify retrieved from the clickbait headlines, whereas top words

retrieved from non-clickbait headlines like inauguration, iraq, ad-

vantage, government, supports are shown in Fig. 7 (b) for Dataset 1.

Top words like Twitter, celebs, actually, quote, most , retrieved from

the clickbait headlines are depicted in Fig. 8 (a) and words like

delhi, family, mumbai, england, uk are seen among top words, as

shown in Fig. 8 (b) for Dataset 2. For our collected Dataset 3, the

tag clouds includes why, don’t, guess, what, reason, secret, worse

top words for clickbait headlines, as depicted in Fig. 9 (a) and

words like saudi, agreement, sumbit, bomb, israel, india, pakistan,

russia are retrieved from non-clickbait headlines, as demonstrated

in Fig. 9 (b). 

It can be concluded that the top words extracted from the click-

bait headlines create the curiosity among users and urge them to
lick to view such type of headlines seen on various social me-

ia platforms in form of posts. The words retrieved from the non-

lickbait headlines are genuine and do not create any type of con-

using statements among users. 

.2. Classification performance 

In this experiment, classification has been performed on

ataset 1, Dataset 2 and Dataset 3. To validate our proposed model

arious results are discussed in this section. It has been observed

rom Fig. 10 that the validation loss value for Dataset 1, Dataset 2

nd Dataset 3 is 0.18, 0.43 and 0.27, respectively. 

The performance analysis of three models (hybrid CNN-LSTM

ithout pre-trained vectors, hybrid CNN-LSTM with Word2vec and

loVe pre-trained vectors) is evaluated in terms of accuracy, pre-

ision, recall, F1-score and ROC-AUC as depicted in Table 6 . It has

een observed that the hybrid CNN-LSTM model with pre-trained

mbeddings ( Word2vec and GloVe ) performs better than the hybrid

NN-LSTM model without pre-trained embeddings for all three

atasets. The accuracy metric of the hybrid CNN-LSTM model using

loVe embeddings achieves an increase of 2.38%, 4.57% and 4.25%

or Dataset 1, Dataset 2 and Dataset 3, respectively, when com-

ared with the hybrid CNN-LSTM model using Word2vec embed-

ings. Also, an increase of 3.9% in precision and 5.74% in recall val-

es is seen for our collected Dataset 3. It can be observed from

able 6 that the hybrid CNN-LSTM model when pre-trained with

he GloVe embeddings outperforms the hybrid CNN-LSTM model

hen pre-trained with Word2vec embeddings in terms of accuracy,

ecall, F1-score, ROC-AUC performance metrics. Hence, the hybrid

NN-LSTM model with pre-trained GloVe embeddings is used to

urther classify clickbait and non-clickbait headlines. 

The classified clickbait headlines are fed to BTM with specified

rguments considered in our experiment. 

.3. Cluster analysis to identify the types of clickbait headlines 

The approach followed in this work offers a preliminary dis-

ussion on misleading clickbait headlines. Various characteristics of

isleading clickbait headlines have been analyzed in this section.

o decide the appropriate number of topics ( t ) to apply the BTM,

n elbow method ( Kodinariya & Makwana, 2013 ) was applied. Af-

er running the elbow algorithm by varying the size of t from the

ange 4–12, it was analyzed that the best compactness of cluster-

ng was seen at 9. Thus the number of topics selected to apply

TM was 9. 

To evaluate the topic quality of clusters, an automated met-

ic, i.e., coherence score has been used ( Mimno, Wallach, Talley,

eenders, & McCallum, 2011 ). The coherence score of 9 clusters for

ataset 1, Dataset 2 and Dataset 3 is shown in Table 7 . Three sam-

les of top words (5, 10 and 20) are used to analyze the coher-

nce score of each topic for Dataset 1, Dataset 2 and Dataset 3.

t was observed that for each topic, some specific common words

or all three collected samples of top words (5, 10 and 20) were

xtracted. Some frequent occurrence of similar words like anger,

uilt, react, reply were seen in Cluster 3 and words like unbelievable,

mpossible, shock, wow were seen in Cluster 5 , where the coherence

core signifies the measure of the occurrence of frequent words in

 topic. It was observed from Table 7 that the quality of Cluster 9 
as very poor for our collected Dataset 1, Dataset 2 and Dataset
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Fig. 10. Training accuracy vs validation accuracy for (a) Dataset 1, (b) Dataset 2, (c) Dataset 3, and Training loss vs validation loss for (d) Dataset 1, (e) Dataset 2, (f) Dataset 

3 at different epochs. 
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Table 6 

Comparative analysis of the hybrid CNN-LSTM architecture with and without pre-trained vectors using perfor- 

mance metrics. 

Methods Dataset Accuracy Precision Recall F1-score ROC-AUC 

Without Pre-trained vectors Dataset 1 81.85 82.89 79.76 81.29 0.87 

Dataset 2 78.48 80.25 78.12 79.17 0.81 

Dataset 3 84.61 84.7 80.53 82.56 0.87 

With Word2vec pre-trained vectors Dataset 1 93.42 92.34 80.01 85.73 0.97 

Dataset 2 84.87 90.00 81.33 85.44 0.89 

Dataset 3 89.96 91.97 85.66 88.70 0.94 

With GloVe pre-trained vectors Dataset 1 95.8 91.24 85.43 88.23 0.99 

Dataset 2 89.44 95.64 89.69 92.56 0.94 

Dataset 3 94.21 95.87 91.4 93.58 0.98 

Table 7 

Coherence score of top 5, 10 and 20 words for Dataset 1, Dataset 2 and Dataset 3 among 9 clusters retrieved using 

BTM to analyze the quality of clusters. 

Clusters 

Top words 

Dataset 1 Dataset 2 Dataset 3 

5 10 20 5 10 20 5 10 20 

Cluster 1 −16.31 −93.89 −302.17 −15.71 −109.21 −428.83 −5.67 −60.67 −371.41 

Cluster 2 −19.01 −97.28 −425.67 −20.78 −102.9 −432.01 −14.55 −89.07 −330.38 

Cluster 3 −20.28 −76.09 −287.97 −20.05 −94.11 −445.36 −16.48 −81.62 −336.96 

Cluster 4 −20.03 −98.64 −353.91 −22.7 −93.19 −444.3 −17.34 −63.33 −376.81 

Cluster 5 −20.63 −105.92 −362.89 −24.67 −92.23 −455.63 −19.69 −85.37 −348.38 

Cluster 6 −21.55 −103.23 −379.1 −21.91 −118.02 −459.39 −17.54 −63.38 −360.41 

Cluster 7 −22.13 −107.39 −389.15 −21.8 −116.13 −469.85 −18.55 −69.06 −380.7 

Cluster 8 −22.46 −85.1 −430.3 −27.11 −109.21 −428.83 −22.44 −83.63 −349.88 

Cluster 9 −25.53 −108.56 −446.45 −29.81 −121.45 −474.4 −28.18 −91.09 −376.84 

Table 8 

Description of identified topics. 

Topics Priority Definition Example 

Reasoning 5 Deducing the fact out of the statement Here’s why chelseamperetti left ”brooklyn nine-nine”. 

Number 8 Creating curiosity by a particular quantum/figure 29 pictures that will ruin your whole dang day. 

Reaction 3 A process to act in response to a situation Rumour: next DLC fighter for smash bros. ultimate 

seemingly teased by game supervisor. 

Revealing 7 Making interesting by allowing a look at hidden content Star trek: william shatner reveals if he’d return as kirk 

for a new series. 

Shocking/Unbelievable 

2 Causing a sudden violent impact or blow in mind Can you shoot a feature film on an iPhone? 

Hypothesis/Guess 1 Committing oneself to an opinion with little knowledge You’ll never guess what language kendall jenner can 

speak. 

Questionable 4 Trying to invite inquiry cCan you shoot a feature film on an iPhone? 

Forward 

Referencing 

6 Use of demonstratives, pronouns to create a reference to 

entities 

Firefighters rescued litter of puppies. then they realized 

they weren’t actually dogs. 

Table 9 

Distribution of headlines. 

Dataset 1 Dataset 2 Dataset 3 

Types of clickbait Non-clickbait Clickbait Clickbait % Non-clickbait Clickbait Clickbait % Non-clickbait Clickbait Clickbait % 

Cluster 1 (Reasoning) 18 257 93.45 12 66 84.61 4 50 92.5 

Cluster 2 (Number) 2,981 7,057 70.3 3,875 3,248 45.59 28 482 94.50 

Cluster 3 (Reaction) 8 43 84.31 1 24 96 0 5 100 

Cluster 4 (Revealing) 45 94 67.6 20 27 57.44 7 63 90 

Cluster 5 (Shocking or Unbelievable) 1 130 99.23 9 39 81.25 0 16 100 

Cluster 6 (Hypothesis or Guess) 10 226 95.76 2 32 94.11 0 29 100 

Cluster 7 (Questionable) 290 3,544 92.43 190 1,238 86.69 18 196 91.58 

Cluster 8 (Forward referencing) 200 3,191 91.96 250 530 67.94 102 330 76.38 

Sub-total 3,553 14,542 – 4,359 5,204 – 159 1,171 - 

Cluster 9 (Miscellaneous) 12,448 1,457 10.47 1,721 433 20.1 441 29 6.17 

Total 16,001 15,999 – 6,080 5,637 – 600 1,200 - 
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3. The coherence score for top words (5, 10 and 20) for Dataset 3

is −28.18, −91.09 and −376.84, respectively. The more positive co-

herence score depicts that the topics are more coherent and have

better quality. 

Various types of clickbait headlines are defined with an appro-

priate example in Table 8 . 
The distribution of clickbait headlines in each categorized clus-

er is shown in Table 9 . It can be observed that 14,542 out of

5,999 clickbait headlines from Dataset 1 have been categorized

mong 8 types of clusters while the remaining headlines are clus-

ered as a ‘Miscellaneous’ set (9 th cluster) of clickbait headlines. 
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Table 10 

Comparison of the experimental results of our proposed model with the existing systems. 

Author Proposed approach Feature selection Models Dataset Results 

López-Sánchez et al. (2017) The proposed approach uses 

metric learning and deep 

learning algorithms by 

integrating them with 

Case-Based Reasoning 

methodology. 

TF-IDF, n-gram, 300 

dimensional Word2vec 

CBR + CNN Largest collected publicly available 

dataset ( Chakraborty et al., 2016 ) 

having 32,000 (clickbait and 

non-clickbait) headlines. 

The proposed approach achieved 

0.994, 0.95, 0.90 average area under 

the ROC curve using Word2vec, 

TF-IDF, n-gram count . 

Agrawal (2016) A convolution neural network 

based model is proposed to 

detect clickbaits. 

Click-Word2vec, Click-scratch CNN Created their own corpus from Reddit, 

Facebook, and Twitter social media 

platforms 

Click-scratch - 89% accuracy with 0.87 

ROC-AUC score; Click-Word2vec -90% 

accuracy with 0.90 ROC-AUC score 

Chakraborty et al. (2016) Build a browser extension to 

automatically detect the 

clickbait headlines. 

Sentence Structure, Clickbait 

Language, Word patterns 

and n-gram features 

SVM, Decision Tree, 

Random Forest 

Collected 30,000 headlines (clickbait 

and non-clickbait) from ViralStories, 

Upworthy, BuzzFeed, Wikinews, 

Scoopwhoop, and ViralNova.15,000 

headlines both in the clickbait and 

non-clickbait categories 

SVM-93% accuracy rate with 0.95 

precision, 0.90 recall, 0.93 F1-score 

and 0.97 ROC-AUC values; Decision 

Tree-90% accuracy rate with 0.91 

precision, 0.89 recall, 0.90 F1-score 

and 0.90 ROC-AUC values; Random 

Forest-92% accuracy rate, 0.94 

precision, 0.91 recall, 0.92 F1-score 

and 0.97 ROC-AUC values using a 

combination of all extracted 

features. 

Khater et al. (2018) A supervised machine learning 

algorithm was applied to 

classify the posts into 

clickbait and non-clickbait 

headlines. 

Extracted 28 features. The 

most common are Bag of 

Words (BOW), noun 

extraction, similarity, 

readability, and formality. 

Logistic regression, 

Linear SVM 

The dataset used was provided by 

Bauhaus-Universitat Weimar at the 

time of clickbait detection 

challenge. 

Logistic regression and Linear SVM 

gave 0.79, 0.78 precision and 0.79, 

0.79 recall values, respectively. 

Our proposed approach A two-phase hybrid CNN-LSTM 

Biterm model is proposed to 

detect short topics (clickbait 

headlines) and its types. 

Without pre-trained vectors, 

with Word2vec and GloVe 

(100 dimensional) 

pre-trained vectors 

CNN + LSTM First dataset ( Chakraborty et al., 2016 ) 

consists of 32,000 (clickbait and 

non-clickbait) headlines. Second 

dataset ( Khater et al., 2018 ) consists 

of 12,000 (clickbait and 

non-clickbait) headlines. Our 

created corpus (both textual and 

non-textual) from Reddit and 

Facebook social media platforms 

consists of 1,800 (clickbait and 

non-clickbait) headlines. 

The accuracy achieved by our 

proposed hybrid CNN-LSTM model 

for Dataset 1, Dataset 2 and Dataset 

3 using GloVe embeddings is 95.8%, 

89.44% and 94.21%, respectively. 

Whereas the accuracy achieved by 

the proposed hybrid CNN-LSTM 

model using Word2vec embeddings 

for Dataset1, Dataset 2 and Dataset 

3 is 93.42, 84.87 and 89.96, 

respectively. 
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The count of clickbait headlines from Dataset 2 is 5637, from

which 5204 have been categorized into 9 clusters using BTM. 

Dataset 3 has 1,200 clickbait headlines, among which 1171

have been categorized into 8 clusters. It has been observed from

Table 9 that the clickbaits such as Shocking/Unbelievable, Hypothe-

sis/Guess and Reaction are the highest in numbers among rest of

the clickbait headlines published on social media platforms. Based

on these findings, a priority number has been assigned to the iden-

tified clusters in Table 8 . For the priority attribute, value 1 signifies

the highest priority whereas 8 signifies the lowest priority. 

The repeatable code for our proposed model has been uploaded

to Github. 8 It will help the research community to regenerate the

results. 

7. Comparison with existing systems 

Our proposed model outperforms other existing clickbait detec-

tion systems as shown in Table 10 . 

The dataset created for clickbait and non-clickbait headlines

in this work has been collected from various social media

platforms (Reddit, Facebook). The collected dataset consists of

textual and non-textual (images with clickbait headlines) data.

Agrawal (2016) also created the ground corpus (only textual data)

for detecting clickbaits online using Reddit, Facebook, and Twit-

ter platforms. The author used CNN with one layer convolution

for detecting clickbaits using two variants of embeddings. The

first variant includes click-scratch features which give 89% accu-

racy with 0.88 precision, 0.80 recall and 0.84 F1-score values. The

second variant includes click-Word2vec features which give 90% ac-

curacy with 0.85 precision, 0.88 recall and 0.86 F1-score values.

It was observed that our proposed hybrid CNN-LSTM model with

Word2vec embeddings outperforms ( Agrawal, 2016 ) using click-

ord2vec variant in terms of accuracy, precision and F1-score rates

by 0.96%, 3.97% and 2.70%, respectively. 

López-Sánchez, Herrero, Arrieta, and Corchado (2017) used met-

ric and deep learning algorithms by integrating them with CBR

(Case-Based Reasoning) methodology using n-gram, Word2vec, TF-

IDF feature extraction techniques. The proposed model achieved

0.99, 0.95, 0.90 average area under ROC curves using Word2vec, TF-

IDF, n-gram count on Chakraborty et al. (2016) dataset. Whereas

our proposed approach achieves 0.99 ROC-AUC score using GloVe

embeddings for the same dataset by precisely identifying the type

of clickbait headlines that are spread on social media. Automatic

identification of classified clickbait headlines is not seen in the

case of López-Sánchez et al. (2017) . Khater et al. (2018) used

the dataset created by Bauhaus-Universitat Weimar giving 0.79,

0.78 precision, 0.79, 0.79 recall and 0.79, 0.79 F1-score val-

ues using Logistic regression, and Linear SVM models. Whereas,

our proposed model gives 0.95 precision, 0.89 recall, 0.92 F1-

score values using GloVe pre-trained vectors on the same dataset.

Chakraborty et al. (2016) build a browser extension to automati-

cally detect the clickbait headlines using sentence structure, clickbait

language, word patterns , and n-gram features. Our proposed hybrid

CNN-LSTM model using GloVe embeddings outperforms SVM, De-

cision Tree, Random Forest in Chakraborty et al. (2016) by 2.8%,

5.7%, 3.8% accuracy rates and 0.02, 0.09 and 0.02 ROC-AUC scores,

respectively. 

8. Conclusion and future scope 

In this paper, interesting characteristic differences between

clickbait and non-clickbait headlines have been highlighted. Such

characteristics are used as features to classify clickbait headlines.
8 https://github.com/sawinderkaurvohra/Clickbait-Detection . 

 

 

 two-phase model has been proposed in this paper. In the pro-

osed approach, the hybrid CNN-LSTM model is implemented in

he first phase to identify clickbaits, which are further fed to the

econd phase where the BTM is implemented to analyze the cat-

gory of clickbait headlines. The proposed approach outperforms

hen compared to the existing clickbait systems. It was surpris-

ng to note that the Shocking/Unbelievable, Hypothesis/Guess and Re-

ction types of clickbait are published maximum on social media

latforms to attract the readers. To the best of our knowledge, no

ork has been done to detect the type of clickbait on subsequent

isits by the users of social media. 

In future, the end user will be able to identify the type of click-

ait headline through a browser extension. The proposed system

as the potential to provide an impulse to analyze the type of

lickbait spreading at the time of political elections, natural dis-

sters, terrorist attacks, etc . As it will become easy for the re-

earchers to classify the category of clickbait spread at maximum

uring natural events. Such type of application can help in control-

ing the various types of clickbaits from growing over social me-

ia by activating a pop-up message indicating the warning in form

f clickbait categories (Number, Questionable, Reasoning, Reaction,

evealing, Shocking/Unbelievable, Hypothesis/Guess, Forward refer-

ncing). 
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