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Figure 2: Segmentation Example: Different Stages of pro-
cessing to get the final segmented image distinguishing be-
tween the water and land.

vation difference between any 2 points in the neighborhood.
For sampling locations, the choice of radius r and number of
locations K was made on the basis of the lowest p-value of
2-sampled Kolmogorov-Smirnov (KS) test on the specified
feature between dangerous and non-dangerous samples. To
evaluate the efficiency (or the discriminative power) of these
features, we computed the KS test for all the above features
between dangerous and non-dangerous points. We obtained
p-value < 0.01 for all, except for the elevation feature.

The second highest number of casualties were related to
drowning in water. Therefore, we used the location of the
selfie-er to determine how far he/she is from a water body
when clicking a selfie. Consider the selfie in Figure 2(a)
which was taken in the middle of a water body. We mapped
the exact location of the selfie as obtained from the geo-
tagged tweet to Google Maps and considered 500> 500 pixel
image pertaining to level 13 zoom factor on Google Maps.
The image after this step looked like Figure 2(b). We ap-
plied image segmentation to identify the contour of all the
water bodies as shown in Figure 2(c). We used two water re-
lated features - (a) minimum distance to a water body from
the location of the image and (b) fraction of the pixels in
the segmented image. We observed that for both the wa-
ter features, the distribution of water-related dangerous and
non-dangerous selfies was considerably different (p-value
< 0.01). This indicates that the features can potentially help
distinguish between dangerous and non-dangerous selfies.
Besides the features mentioned above, we also took into ac-
count other location-based features such as distance from
train/railway tracks, and distance from a major highway.
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Image-based Features: Classifying an image as danger-
ous or not requires extensive understanding of the context
and the elements in the image. Therefore, we first extracted
the salient regions in images and then generated captions for
each of those regions. Based on these captions, an under-
standing of the context and the elements in the image can be
formed which can then be used to identify dangerous selfies.
To extract informative regions in images and for the caption-
generating process, we used DenseCap (Johnson, Karpathy,
and Fei-Fei 2016). DenseCap is start-of-the-art deep learn-
ing based captioning technique for regions in an image. It
outperforms other models such as Full Image RNN (Recur-
rent Neural Network) and Region RNN on both the tasks:
dense captioning and as well as image retrieval. An example
of the output of the DenseCap on a selfie in our dataset is
shown in Figure 3. We treated the generated captions as text
describing the image in natural language. From the text, we
computed natural language features such as unigrams and
bigrams to determine if the content of the image was dan-
gerous or not.

Text-based Features: The content of the tweet can be a
useful source for indicating if the image accompanying it
is a dangerous selfie. Users tend to provide context to the
image either directly in the tweet text or through hashtags.
We used both (tweet text and hashtags) to generate our text-
based features. After pre-processing the text, we used TF-
IDF over the set of unigrams and bigrams as features.

Classifier

Considering the annotations performed in the section above
as ground truth, we evaluated the performance of our clas-
sifier on the task of classifying a selfie as dangerous. The
problem of classifying dangerous selfies is a highly unbal-
anced problem. We had only 623 (roughly 9%) dangerous
selfies in comparison to the remaining 5,837 non-dangerous
selfies. Imbalance in annotated data is a common problem
in many machine learning applications. In these cases, ap-
plying a classifier on the data as is, leads to a classification
algorithm to simply predict the majority class label for all
the samples. To avoid this, many methods have been pro-
posed in the literature for balancing such data sets (He and
Garcia 2009). For our task, we experimented with random
down-sampling (randomly removing samples from majority
class).

As mentioned earlier, our feature space can be easily di-
vided into 3 categories - text, image, and location-based.
To compare all feature types, we built and tested the clas-
sifiers for every possible combination of the features. For
all our experiments, we performed 10-fold cross validation.
Furthermore, we used grid search to find the ideal set of
hyperparameters for each classifier by doing 3-fold cross-
validation on the training set. We tested the performance of
our method using 4 different classification algorithms - Ran-
dom Forests, Nearest Neighbors, SVM and Decision Trees.
Each of the classifiers was trained and tested on the similar
dataset using the same feature configuration. Figure 4 shows
the ROC curves by using various classification techniques
over different combinations of our feature space.

Multimodal features are important: Based on the re-



a mountain is covered in snow. blue shirt on man.
snow on the ground. a man is on a blue shirt. blue
sky with no clouds. mountain covered in snow.

Figure 3: An example of the DenseCap on one of the images
(Left) from our dataset. We use the captions produced by
DenseCap (Right) to come up with text based features.
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Figure 4: Receiver Operating Characteristic (ROC) curves
corresponding to the statistical models for identifying dan-
gerous selfies. “Dangerous” selfie is the positive class.

sults shown in Figure 4, we can observe that when all the
classes of features are used, the accuracy is the highest. This
validates our approach of using multimodal features. It can
also be seen that the combination of image and text features
perform better than the image and location features. This
might indicate that the context and content of the selfies are
far better predictors than the location of the selfie.

Image features perform well: Further analyzing the re-
sults, we can clearly see that image-based features per-
formed the best out of all the classes of features. Therefore,
even in the absence of location of a selfie, a model based
only on the image based features can perform relatively well
in finding dangerous selfies. This can be helpful in cases,
where the user’s post is not geocoded, or in an application
case when location information is not available due to GPS
being turned off or unavailable.

Discussion

In this paper, we create a novel dataset of reported selfie
casualties to describe the subtleties of the situations where
such accidents may occur. Our work demonstrates the via-
bility of using selfies and content posted on Twitter as an in-
strument to quantify and characterize dangerous selfies that
may cause casualty to selfie-ers. Further, we present a mul-
timodal classifier that uses various features such as - text-
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, image-, and location-based features to identify dangerous
selfies. In this work, we demonstrate that measuring the mul-
timodal subtleties (image, text, and location) of selfie tweets
available on social media can help to identify physical harm
possibilities to selfie-ers. We show that location-based fea-
tures can be customized to detect the common reasons such
as water-related, height-related factors pertaining to selfie
casualties. We adopt state of the art deep learning techniques
such as DenseCap to determine the content of the selfie. The
approach demonstrated in our work, suggests that even in
absence of one or more of the above mentioned features,
technologies can be developed to identify dangerous self-
ies. We believe that there is an opportunity to extend our
approach for identifying selfie-ers who are at high risk of
selfie-related casualties.

Limitations: Our work explores a set of Twitter users,
who are explicit about sharing selfies and mention hash-
tags such as #selfies and #myselfie in their posts. However,
we acknowledge that these users may not be representa-
tive of the entire Twitter or general social media population.
There could be a section of users who may not be explicit
about sharing selfies using hashtags or keywords. We also
acknowledge, that there may be a section of selfie-ers who
may not be sharing their selfies on social media. There might
be an inherent selection bias towards selfie-ers who prefer to
use Twitter as a platform to share selfies.
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