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Abstract

With today’s social networks measuring up to millions and billions of nodes and edges, it becomes
essential to devise methodologies to obtain a subgraph with the required properties. Network sampling
is often one of the most important stages of obtaining and studying a network since the properties of a
sampling scheme used directly influence the properties of the network under consideration. Driven by
insights from studies on homophily and opinion formation, we introduce a variant of snowball sampling
specifically tailored to prioritize the inclusion of entire cohesive communities. This approach deliber-
ately avoids traditional aims like representativeness, breadth, or depth of coverage, which have been
the focus of extensive research in the past. We propose the sampling scheme in the context of Twit-
ter - a conceptually unbounded network, that can be transferred to other types of social networks with
different types of interactions. The study is undertaken in two stages - we combine multiplex forms
of interactions observed between users to construct a simple network, followed by using a variation
of snowball sampling to iteratively sample nodes based on a priority determined by their connectivity
with the currently sampled network. The efficacy and limitations of this approach are demonstrated
through empirical analysis on synthetic networks, which are unweighted and undirected, generated via
the Stochastic Block Model. Moreover, we utilize variants of our proposed sampling technique to gather
dataset(s) from Twitter. The experiments in both real and synthetic networks suggest that the scheme
behaves as desired.
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Chapter 1

Introduction

Graphs stand or fall by their choice of nodes

and edges.

Watts & Strogatz

1.1 Motivation

The study of networks spans multiple domains - from trade networks [Furusawa and Konishi, 2007]
and citation networks [Wallace et al., 2012] to even biological networks [Pavlopoulos et al., ] spanning
millions of nodes and even more edges. The idea of social networks particularly has picked up pace in
recent years, especially during COVID-19 [Prez-Escoda et al., 2020], when platforms like Instagram,
Twitter, TikTok etc. became a popular window to the external world, with some studies even showing the
correlation between structure of online social networks and geographic spread of COVID-19 [Kuchler
et al., ].

Online social networks such as Twitter are a valuable source of information for research on various
questions in the social sciences, not least because they contain vast amounts of process-generated data
[Antonakaki et al., 2021]. However, obtaining full-size networks from platforms is practically impos-
sible for researchers due to access limitations, and prohibitive due to volume. Sampling from massive
online networks with millions or even billions of users thus presents a fundamental challenge for social
network research [Ruths and Pfeffer, 2014].

Common sampling schemes rely on one or both of two main techniques [Ahmed et al., 2013]: re-
trieval based on attributes such as demographics or tweet content (node-based or edge-based sampling),
and seed-set expansion by following incoming or outgoing links (topology-based sampling) [Kim et al.,
2018, Leskovec and Faloutsos, 2006].

Seed-set expansion is related to graph exploration and snowball sampling, where elements of a net-
work of unknown size are discovered only through adjacency with already explored parts. If the un-
derlying networks exhibit small-world characteristics, as many social networks do, the boundary of
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connectivity-based sampling methods quickly covers distant parts of the network. When the research
goal is to study homophily and other social regularities, completeness of cohesive groups is a more
important sampling criterion than coverage of the network. Our problem is, therefore, closely related to
local clustering with seeds and especially relevant in conceptually unbounded networks such as Twitter.

1.2 Proposed sampling scheme

We propose a novel snowball-type sampling scheme that is designed to prioritize sampling within
the cohesive subgroups or local clusters around a given set of seed nodes in the (multiplex) network.
The approach thus resembles seeded community detection, where the objective is to determine a lo-
cally dense subgraph containing a seed node or a set of seed nodes, except that in our case the graph
is only partially known. Common clustering objectives such as low conductance or high modularity
[Chang et al., 2019, Zhang and Rohe, 2018, Newman, 2006] are difficult to optimize in such settings,
because using methods such as approximate PageRank [Andersen et al., 2006] or random-walk tech-
niques [Spielman and Teng, 2004] require large parts of the graph in which a seeded community resides
to be available. Without such information and confronted with rapid expansion of the boundary around
the sampled network, we prioritize the selection of nodes based on their likeliness to add to cohesive
groups in the sample.

Our approach generalizes a technique known as maximum adjacency search [Cai and Matula, 1993]
that has been used prominently to find minimum graph cuts by repeatedly expanding from a seed
node [Stoer and Wagner, 1997]. We replace the basic maximum-adjacency criterion with a general-
ized priority obtained from a combination of different forms of interaction in social media, such as
likes, retweets, replies, and quotes with empirically calibrated weights. Specifically for sampling sub-
networks on Twitter, we prioritize profiles outside the current sample set that show maximum levels of
engagement with profiles inside. The evolution of sampled networks is demonstrated on empirical and
synthetic data, and we conclude that our method effectively prioritizes local clusters around seeds.

1.3 Key contributions

Our main contributions are as follows:

1. Application of a maximum-adjacency principle to snowball-sampling to expand seed sets while
staying within local communities.

2. Generalization of the maximum-adjacency criterion to weighted multiplex networks. Specifically
for Twitter, we propose an empirically calibrated weighting scheme to combine types of interac-
tion.

3. Provision of a Twitter dataset focusing on the interactions within communities that engage with a
publicly available set of influential profiles.

2



1.4 Thesis organisation

The thesis has been divided into seven chapters, where Chapter 2 discusses the background of the
problem in details and outlines the related work. Chapter 3 formally introduces the problem and nota-
tion, followed by Chapter 4 where we discuss the proposed methodology for both construction of the
graph, and sampling itself. Chapter 5 and 6 discuss experiments on synthetic and empirical Twitter data
respectively, including data preparation and evaluation. We share the current state of work as a follow
up to the research done for this thesis in Chapter 7. We then conclude the thesis and discuss limitations
and future work in Chapter 8.
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Chapter 2

Past Work

This chapter presents an overview of various sampling methods used for studying social media net-
works, primarily focusing on how these approaches begin by sampling a set of profiles, links, or inter-
actions and then expand the network by exploring neighboring elements. This process is fundamental
in understanding and analyzing the structure and dynamics of social media networks.

2.1 Node-based Sampling Methods

Node-based sampling methods range from straightforward techniques like uniform random sampling
to more nuanced methods that consider node properties and network structure. For instance, uniform
random node sampling [Ahmed et al., 2013] involves selecting nodes randomly without preference,
providing a straightforward method to approximate direct node properties such as degree distribution
where nodes with either high-degree or low-degree nodes can be given preference. However, this method
may not preserve the connectivity of the underlying graph, possibly leading to isolated nodes or multiple
connected components in the sampled data.

Stratified Sampling [Chaudhuri et al., 2005] takes a more structured approach by categorizing nodes
into different groups or strata, often based on attributes like node degree, centrality, or other relevant
characteristics, followed by sampling a specified number or fraction of nodes from each stratum. This
method ensures a more representative sample across different node types, enhancing the quality and
diversity of the sampled network. More sophisticated node-based sampling approaches, such as the
PageRank and PageRank-with-restarts based sampling methods, choose sampled nodes based on their
PageRank scores and construct the induced subgraph on them [Rozemberczki et al., 2020].

2.2 Edge-based Sampling Methods

Similar to node-based sampling techniques, edge-based sampling methods also exist where an edge
is selected randomly or based on specific attributes that reflect the network’s structure. In contrast to
node selection, choosing an edge automatically includes the nodes at both of its endpoints in the sampled
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graph. Typically, this results in a partially induced subgraph formed from these sampled edges without
adding any additional edges from the original network. Uniform random edge sampling, analogous to its
node-based counterpart, involves selecting edges at random from the graph. [Ribeiro and Towsley, 2010]
demonstrate that random edge sampling is more effective than random node sampling for estimating
characteristics like the tail of the out-degree distribution and other properties. A variant of uniform
random edge sampling method is Total Induction Edge Sampling (TIES) [Ahmed et al., ], which creates
a subgraph induced on nodes at the endpoints of at least one sampled edge. This approach helps mitigate
the bias toward nodes with higher degrees often seen in uniform random edge sampling.

2.3 Traversal-Based Sampling Methods

Traversal-based sampling starts with one or more seed nodes and expands by exploring the neigh-
bourhood of the already sampled nodes. Traditional traversal methods like Breadth-First Search (BFS)
and Depth-First Search (DFS) [Giudice and Ursino, 2019] are commonly used, with BFS tending to
cover the network more broadly by choosing the earliest (breadth-first) discovered node, and DFS ex-
ploring it more deeply by choosing the latest (depth-first) node. Generally, BFS can result in a denser
cover and has been shown to be biased towards high-degree nodes [Ye et al., 2010]. The work by [Kurant
et al., 2011] addressed this bias by suggesting analytical solutions to correct the said bias.

Snowball Sampling is another form of traversal-based sampling strategy that aims to maintain net-
work connectivity using the breadth-first approach but can suffer from boundary bias, that is, nodes sam-
pled in the later iterations have many missing neighbours [Lee et al., 2006]. A large class of traversal-
based sampling strategies are based on Random Walks (RW). RW sampling techniques commence a
random walk (single or multi-dimensional) starting from seed nodes and construct a Markov chain by
iteratively choosing a random neighbor [Gjoka et al., 2010, Ribeiro and Towsley, 2010, Avrachenkov
et al., 2010]. These techniques are inherently biased towards high-degree nodes [Hu and Lau, 2013].
Metropolis-Hastings random walk sampling strategies overcome this bias by making the random walker
visit low-degree nodes [Hübler et al., 2008, Stutzbach et al., 2006, Li et al., 2015]. [Liu et al., 2019]
incorporate a novel hybrid jump mechanism in Metropolis-Hastings random walk to avoid repetitive
sampling within a small connected component.

Forest Fire sampling, a hybrid of random walk-based methods and snowball sampling expands by
burning a fraction of the outgoing links for each sampled node [Leskovec and Faloutsos, 2006]. This
fraction is drawn randomly from a geometric distribution with mean p

1−p (the recommended value of
p is 0.7, implying that, on average, each selected node burns 2.33 neighbors). [Maiya and Berger-
Wolf, 2010] proposed a community-preserving sampling approach by utilizing concepts from expander
graphs to sample representative subgraphs that reflect the community structure of the original network
by greedily constructing the sample with maximal expansion. Recently, [Zhang et al., 2023] introduced
expansion strategies for detecting clusters around seed nodes. These strategies involve including nodes
in the sample through specific expansion techniques based on edge connectivity. However, all these
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approaches require large parts of the graph surrounding the seeded nodes to be available. In the next
section, we provide a methodology to overcome the uncertainty of the unknown or unboundedness of
the network to make the sampler stay within cohesive subgroups surrounding seeds.
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Chapter 3

Tight sampling of cohesive communities
1

Our goal is to sample subgraphs of social media networks in such a way that cohesive communities
are covered in larger parts before expanding further into the underlying network. We refer to this as
tight sampling. Since the network is assumed to be much larger than the targeted sample size, say, all of
Twitter, we think of it as unbounded. We can visualise a sample bounded case for better understanding
in the figure 3.1.

Formally, we assume the existence of an infinite, initially unknown directed graph G = (V,E)

representing a vast social media network. Edges represent social relations between members of the
network and will be described more concretely below, where we also introduce edge weights. We
further assume that knowing a vertex v ∈ V , we can also obtain the set N−(v) = {u ∈ V : (u, v) ∈ E}
of in-neighbors with edges directed to v; the set of out-neighbors N+(v) is defined symmetrically.

Given a finite set Vs ⊂ V of seed vertices, we want to extract a subgraph G[S] induced by a finite set
of sample vertices S ⊂ V that includes the seeds, Vs ⊆ S. Starting from the seeds, vertices are sampled
one at a time, and each newly sampled vertex must be an in-neighbor of a vertex sampled earlier. In
other words, we aim for a sampling strategy that traverses edges backwards. Thus, we successively add
vertices that relate to those already included.

For notational simplicity, we omit timestamps and refer to the set of currently sampled vertices, or
insiders, as S. Candidate vertices that may be sampled next are all in-neighbors N−(S) =

∪
v∈S N−(v)

not yet in S. We refer to the vertices in N−(S) \ S as outsiders.

The boundary ∂(S) of a current sample S is the set of all edges directed from outsiders to insiders,
i.e., the edges crossing a directed cut. Since our objective is to keep this boundary small, we sample
outsiders that have the maximum number of edges directed to insiders. This is a directed version of
maximum-adjacency search, and greedily removes edges from the boundary. Note that we do not know
the in-neigborhood of a vertex prior to its sampling, so that we can not make any guarantees whether
the new boundary is smallest possible.

1The next 4 chapters are a part of Kshitijaa Jaglan*, Meher Chaitanya*, Triansh Sharma, Abhijeeth Singam, Nidhi Goyal,
Ponnurangam Kumaraguru, Ulrik Brandes. Tight Sampling in Unbounded Networks. Forthcoming in ICWSM 2024 - The
18th International AAAI Conference on Web and Social Media, June 3 - June 6, 2024, Buffalo, New York, USA
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(a) (b)

(c) (d)

Figure 3.1: Demonstration of tight sampling on a dummy bounded network where black nodes represent

seed nodes, and red, yellow, green and purple represent one community each. The shaded blue region

represents the nodes sampled at a given time, where the timesteps are in the order a < b < c < d.

In summary, we sample a vertex-induced subgraph by expanding a set of seed vertices one vertex at
a time, where the vertex selected is the outsider with the largest number of edges directed to insiders,
i.e., by maximum-adjacency search. In the next section, we extend this principle to weighted graphs
that integrate multiple types of relations and interactions in social media networks, and then validate the
outcome.

8



Chapter 4

Network construction and proposed sampling scheme

Social media typically combine multiple types of relations such as friending or following with inter-
actions such as liking or forwarding. In order to sample subgraphs in which the most cohesively related
groups are relatively intact, we propose an empirically calibrated aggregation into a single weighted
relation. This will allow for straightforward generalization of the maximum-adjacency principle from
counting edges to the sum of their weights.

As detailed in the following three subsections, weights are computed by deciding first on the patterns
of interaction to distinguish, and then combining their re-scaled frequencies of occurrence.

4.1 Interaction patterns

Because of our specific interest in social influence on Twitter, we consider four kinds of relations
as indicators of engagement with information shared by other users via tweets: likes, retweets, replies,
and quotes. First, the interaction pattern of a user i with a tweet t authored by i is represented by the
characteristic vector It(i, j) = x ∈ X of interaction types, x ∈ X = {0, 1}4. Here, binary values
{0, 1} denote the presence or absence of a particular form of engagement from the set {like, retweet,
reply, quote}. For example, if a user j retweets and quotes a tweet t of user i, there is a directed edge
from j to i labeled with interaction pattern It(i, j) = 0101. We omit indices i and j if they is clear from
the context. Note that for a single tweet and interacting user we only consider the presence or absence
of forms of engagement, not the number of their respective instances.

4.2 Frequency of occurrence

When counting interaction patterns it is sometimes desirable to count occurrences of one pattern
also toward the frequency of another, because it may or may not matter whether additional types of
interaction are present. We distinguish three cases.
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4.2.1 Distinct interaction patterns.

A pair of a tweet and interacting user contributes to the frequency of an interaction pattern only if
the user engages with the tweet in exactly this pattern. A user’s engagement is counted as an occurrence
of pattern x = 1100, for instance, if and only if the user likes and retweets and does not reply or quote.

4.2.2 Nested interaction patterns.

A pair of a tweet and interacting user contributes to the frequency of an interaction pattern if the
user engages with the tweet including this pattern. A user’s engagement is counted as an occurrence of
pattern x = 1100, for instance, if and only if the user likes and retweets and does or does not reply or
quote.

4.2.3 Audience-facing interactions (A-F).

We posit that likes and replies are more personal forms of interaction and usually directed at the
author of a tweet, whereas retweets and quotes tend to be aimed at visibility by signaling an interaction
to followers. We therefore introduce a third method of counting by treating retweets and quotes as
interchangable types of interaction. We thus have X = {001, 010, 011, 100, 101, 110, 111}, reducing
the effective number of patterns from 15 to seven. Merging of retweets and quotes has been applied in
other studies for instance on the Higgs Boson Twitter dataset [De Domenico et al., 2013].

4.3 Importance scaling

Interaction types occur at different rates and therefore potentially signal different levels of engage-
ment. Liking is the most frequent form of interaction, but is therefore assumed to be less informative
than, say, quoting. To determine the relative importance of interaction patterns, we therefore first assess
their empirical prevalence and then assign a weight inversely proportional to it.

Assume we are given an empirical sample S of insiders as well as their tweets, and the interactions
with them. Denote by T ⊇ S the set of interacting users. Furthermore let n(i, x, j) denote the number
of times that any user j ∈ T engaged with the tweets of a user i ∈ S using interaction pattern x ∈ X ,
and let N =

∑
i,x,j n(i, x, j) be the overall number of pattern occurrences. Recall that, say, multiple

replies of the same user to the same tweet are counted only once. To derive importance weights for the
types of interaction, we first distinguish three approaches to normalizing frequencies.
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4.3.1 Global normalization.

Ignoring the users involved, the overall frequency of interaction pattern x ∈ X is given by n(x) =∑
i∈S,j∈T n(i, x, j). The relative frequency of pattern x, normalized globally, is then defined as

η(x) =
n(x)

N
.

4.3.2 Source normalization.

Users spreading information may see very different patterns of engagement with their tweets. An al-
ternative approach is therefore to normalize interaction patterns by the average engagement that sources
of information receive,

←−η (x) =
1

|S|
∑
i∈S

n(i, x)
←−
N (i)

where n(i, x) =
∑
j∈T

n(i, x, t) and
←−
N (i) =

∑
x∈X

n(i, x).

4.3.3 Target normalization.

Symmetrically, users interacting with information published by others may exhibit very different
patterns of engagement. An alternative approach is therefore to normalize interaction patterns by the
average engagement that consumers of information display,

−→η (x) =
1

|T |
∑
j∈T

n(x, j)
−→
N (j)

where n(x, j) =
∑
i∈S

n(i, x, t) and
−→
N (j) =

∑
x∈X

n(x, j).

For the purpose of this paper we are balancing all of the above three perspectives by determining
a distribution that minimizes the sum of squared errors with respect to the alternatives, i.e., we find a
non-negative vector η∗(x) for the set of patterns X such that∑

x∈X
(η∗(x)− η(x))2 + (η∗(x)−←−η (x))2 + (η∗(x)−−→η (x))2

is minimum. In the spirit of Horvitz-Thompson importance sampling, we finally determine influence
weights ω(x) for the interaction patterns as the inverse of their balanced normalized frequencies,

ω(x) =
1

η∗(x)

In practice, we use entries ω∗(x) rounded to two decimals for simplicity and robustness.
Table 4.1 shows the calculated weights for a Twitter dataset collected using the proposed sampling

scheme with distinct, nested and audience-facing interaction patterns. More information about the users
has been provided in Chapter 6.
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η(x) ←−η (x) −→η (x) η∗(x) ω(x) ω∗(x)

Interaction type Distinct Nested Distinct Nested Distinct Nested Distinct Nested Distinct Nested Distinct Nested

0001 2.2560 2.8947 2.0575 2.9979 1.4276 2.1090 1.9137 2.6672 0.5225 0.3749 0.52 0.37

0010 7.9125 9.4169 5.5468 7.9285 5.9666 7.9333 6.4753 8.4263 0.1544 0.1186 0.15 0.12

0011 0.3272 0.0583 0.0645 0.1020 0.0367 0.0793 0.0047 0.0799 22.3920 12.5190 22.4 12.52

0100 6.0684 15.9760 6.8172 18.4080 6.2281 18.4700 6.3712 17.6180 0.1569 0.0568 0.16 0.06

0101 0.0687 0.2199 0.1092 0.3414 0.0864 0.2801 0.0881 0.2805 11.3490 3.5652 11.35 3.6

0110 0.0860 0.3692 0.1641 0.5828 0.1015 0.5901 0.1172 0.5141 8.5331 1.9452 8.53 1.95

0111 0.0018 0.0102 0.0034 0.0203 0.0031 0.0238 0.0028 0.0181 360.1600 55.1890 360.1 55.2

1000 72.3500 83.5740 71.6710 85.2370 72.4130 86.1500 72.1440 84.9870 0.0139 0.0117 0.014 0.01

1001 0.3707 0.5355 0.5174 0.7633 0.3457 0.5551 0.4113 0.6180 2.4314 1.6182 2.43 1.6

1010 1.0871 1.3840 1.7172 2.1497 1.3212 1.8254 1.3752 1.7864 0.7272 0.5598 0.73 0.6

1011 0.0154 0.0238 0.0172 0.0341 0.0188 0.0395 0.0171 0.0324 58.4740 30.8210 58.5 30.8

1100 9.3286 9.7510 10.6870 11.3150 11.3950 12.0510 10.4700 11.0390 0.0955 0.0906 0.095 0.09

1101 0.1410 0.1495 0.2118 0.2287 0.1699 0.1906 0.1743 0.1896 5.7386 5.2742 5.74 5.3

1110 0.2730 0.2815 0.3984 0.4153 0.4648 0.4855 0.3787 0.3941 2.6402 2.5375 2.64 2.5

1111 0.0084 0.0084 0.0169 0.0169 0.0207 0.0207 0.0153 0.0153 65.1750 65.1750 65.2 65.2

(a) Weights per interaction pattern involving like, retweet, reply, quote for distinct and nested interactions.

η(x) ←−η (x) −→η (x) η∗(x) ω(x) ω∗(x)

001 19.0910 21.7480 20.8590 20.5660 0.0486 0.05

010 9.4170 7.9285 7.9333 8.4267 0.1187 0.12

011 0.4378 0.7052 0.6932 0.6121 1.6338 1.6

100 83.5740 85.2370 86.1500 84.9870 0.0117 0.01

101 10.4360 12.3060 12.7960 11.8460 0.0844 0.08

110 1.3840 2.1496 1.8254 1.7864 0.5599 0.6

111 0.3137 0.4663 0.5456 0.4419 2.2624 2.3

(b) Weights per interaction pattern involving like, retweet, reply, quote for audience-facing interactions.

Table 4.1: Weights per interaction pattern involving distinct, nested, and audience-facing interactions.
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Chapter 5

Experiments - Synthetic data

We evaluate our sampling strategy by first creating synthetic networks in a controlled setting using
stochastic blockmodels (SBM) [Holland et al., 1983], allowing us to generate networks with predefined
communities and monitor their sampling. Following this controlled assessment, we proceed to evalu-
ate our sampling approach in an empirical context by expanding a seed set on Twitter into a directed
weighted network. Our findings on both synthetic data and the empirical network indicate that our
sampling strategy results in improved coverage of cohesive communities as compared to random-based
sampling approaches.

5.1 Data preparation

In this section, we describe the process of generating synthetic network data with planted communi-
ties. These networks constitute the simplest meaningful situations in which the evolution of our sample
can be observed most clearly.

5.1.1 Instances

We explore different networks generated using SBM by varying block sizes, inter/intra block den-
sities, and seed node distributions. Specifically, we explore three distinct block size settings: (1) four
blocks of sizes {400, 800, 1200, 1600}, (2) four blocks of sizes {800, 1200, 1600, 2000}, and (3) eight
blocks of 1000 nodes each. For these three configurations, we derive the block probability matrix with
consistent average degrees within each block (⟨k′⟩) and a uniform ratio of intra-block to inter-block
edges, denoted as r, across all blocks. In this context, we define several key parameters: n represents
the total number of nodes in the SBM, ρij signifies the inter-cluster probability between block i and
block j, ni denotes the size of the ith block, mii represents the number of edges within block i, mi,∗

indicates the total count of edges between block i and all other blocks, and ρi,∗ denotes the approximate
density between block i and the other blocks. Given a specific configuration characterized by ⟨k′⟩, r,
and b blocks with specified sizes, we derive the block probability matrix P as follows:
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In the case of the diagonal elements of the matrix P , the value of ρii is calculated as

ρii =
⟨k′⟩

ni − 1

However, for non-diagonal elements, we determine the value of ρij using the ratio r, which represents
the proportion of intra-block to inter-block edges as follows.

mii = r ·mi,∗

ni · ⟨k′⟩
2

= r · ρi,∗ · ni · (n− ni)

ρi,∗ =
⟨k′⟩

2 · r · (n− ni)

In the case of a block (i, j) where i ̸= j, since the previously calculated value is non-symmetric,
we derive the final value for the respective cell by averaging ρ values with respect to both the row and
column:

ρij =
ρi,∗ + ρj,∗

2
(5.1)

where ρij represents the value in block (i, j) for the block transition matrix P .
For our study, we have chosen the following values for r: 1

b−1 , 0.5, 1, 2, 4, 8. These values have
been carefully selected to facilitate an evaluation of the sampler’s performance across a spectrum of
community structure definitions. The minimum value of r corresponds to a scenario in which, for each
edge within block i, there are approximately b− 1 edges connecting block i to the other blocks. In this
particular scenario, we observe a lack of distinct community structure, representing a case where our
sampler struggles to identify clear community boundaries. By varying the values of r, we can effectively
demonstrate the gradual changes in the sampler’s performance.

It is important to highlight that while the intra-block average degree is fixed at ⟨k′⟩, the average
degree of the entire network can vary due to the presence of inter-block edges (determined by r). Never-
theless, the process maintains uniform degree distributions across all blocks, ensuring that the sampler’s
preferences are not influenced solely by the presence of higher or lower degree nodes in specific com-
munities. In our study, we set the value of ⟨k′⟩ to 10 for all SBM configurations.

5.1.2 Selection of seeds

In the case of the first two network configurations, which consist of four blocks each, we conducted
experiments involving varying numbers of seed nodes per block. Specifically, we selected 20 nodes per
block from two blocks at a time, totaling 6 possible combinations. We repeated this process with 50
nodes per block, resulting in a total of 12 possible combinations. Furthermore, we explored the scenario
in which each community was planted with 20 seed nodes, and similarly, we conducted experiments
with 50 nodes per block.
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We conducted experiments with different seed node configurations in the network comprising eight
communities, each containing 1000 nodes. These configurations included [1] ∗ 8, [10] ∗ 8, [20] ∗ 2, and
[20] ∗ 3, where the notation [i] ∗ j indicates that there are i seed nodes in each of the j blocks, with the
remaining blocks having zero seed nodes. We utilize random sampling to obtain the requisite number
of nodes per block for all the aforementioned seed node configurations. Alternatively, we considered
selecting nodes based on their degree centrality, both low and high, but throughout our experiments, we
did not observe any significant disparities in the results.

5.2 Sampling

For a given synthetic defined by its P matrix and selection of seed users, we sample new nodes by
employing the following expansion based strategies:

1. Maximum Adjacency Search (MAS). This strategy selects an outsider (non-seed node) with the
highest number of edges incident to the insider set.

2. Random Insider and MAS (RI MAS). This strategy randomly selects an insider, i, and selects
an outsider incident to i based on maximum adjacency search.

3. Random Outsider (RO). This strategy randomly samples an outsider with uniform probability
from the set of outsiders.

4. Random Insider and Random Outsider (RI RO). We randomly select an insider followed by a
random outsider incident to this insider.

5.3 Evaluation

Our primary focus is directed towards the boundary vs. timestep plot to assess the synthetic networks
we have constructed in light of our objective. Additionally, we make use of community size evolution
plots to discern which community is being sampled at a given time. As an illustrative example of the
outcomes we aim to achieve with our sampling scheme, consider Figure 5.1(a), which showcases the
boundary’s dynamic changes in one of the synthetic network configurations.

In Figure 5.1(a), notable inflection points are clearly visible around timesteps 1000, 2000, 3000, etc.,
along with the commencement of a corresponding steep increase in the size of one of the communities
as depicted in Figure 5.1(b). Here, an inflection point refers to the timestep at which the sampler starts
sampling a new community.

In stark contrast, when we investigate one of the random sampling methods, specifically Random
Outsider (RO), applied to the identical SBM configuration, Figure 5.2(a) conspicuously lacks any dis-
cernible inflection points. Likewise, in Figure 5.2(b), as anticipated, we notice that the sizes of all
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1000 2000 3000 4000 5000 6000 7000

0

200

400

600

800

1000

Community 0 1 2 3 4 5 6 7

Timestep

N
um

be
r 

of
 n

od
es

(b) Community size evolution

Figure 5.1: Sampling using MAS for a network of 8 blocks with 1000 nodes and one seed node each.

The ratio of intra cluster to inter cluster edges (r) and average degree within the block (⟨k′⟩) are set as 4

and 10 respectively

communities are simultaneously increasing. This observation indicates that the sampled network does
not exhibit a preference for obtaining one community at a time and does not account for community
partitions. Similar behavior was observed with the other two random schemes, namely RI RO and
RI MAS.
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(a) Evolution of network boundary with time. We observe that all
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(b) Community size evolution

Figure 5.2: Sampling using RO (Random Outsider) for a network of 8 blocks with 1000 nodes and one

seed node each. The ratio of intra cluster to inter cluster edges (r) and average degree within the block

(⟨k′⟩) are set as 4 and 10 respectively

Having established our desired outcomes from the sampling scheme, we will now explore how its
behavior varies across different configurations and assess the limits of detectability for inflection points
by varying the values of r.
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5.3.1 Selection and distribution of seeds

Throughout our experimentation, we observed that varying the choice of seed nodes had little to
no discernible impact on sampling behavior. In other words, the sampling behavior remained largely
consistent whether we opted for higher-degree, randomly selected, or lower-degree nodes. However, it
is important to note that sampling does indeed depend on the distribution of seeds across blocks. This
phenomenon can be attributed to the behavior of MAS, which tends to greedily favor the nodes with
larger boundaries in an effort to minimize the boundary of the cluster.

5.3.2 Ratio of intra- to inter-cluster edges (r)

In this study, we employ the ratio r as a metric to gauge the ’cohesiveness’ of a community. A
significant contrast in sampling behavior becomes apparent when r ≥ 2, leading to the identification of
inflection points signifying the transition from one community to another. Conversely, when r = 1, the
inflection points on the boundary vs. timestep plot are not easily discernible, particularly in scenarios
where seeds are distributed across multiple blocks of the SBM with differing block sizes. This phe-
nomenon is exemplified in Figure 5.3(a) for the boundary vs. timestep plot of a network characterized
by block sizes 800, 1200, 1600, 2000, r = 1, and 20 seed nodes per block.

As depicted in 5.3(b), following the sampling of community ‘0’, we observe that community ‘1’
attempts to be entirely sampled but becomes contaminated with nodes from communities ‘2’ and ‘3’.
After approximately timestep 3200, no particular community exhibits a clear preference for complete
sampling.

Nevertheless, in scenarios where communities are of equal size and seed nodes are uniformly dis-
tributed, we can still detect inflection points even when r = 1. Although less visible than those observed
when r ≥ 2, these inflection points remain detectable. For even lower values of r, the inflection points
become less pronounced, and it becomes apparent that multiple communities are being sampled simul-
taneously.

Forecasting the exact sequencing of community sampling subsequently becomes complex, as it is
influenced by a multitude of factors, including both intra-cluster edges and the inter-cluster edges be-
tween the community that has been sampled and those that remain unsampled, all of which impact the
directed boundary of the sampled nodes.

5.3.3 Observations

Throughout our experimental investigations, we have discerned that the sampler’s behavior is contin-
gent upon the seeds’ distribution and the intra- to inter-cluster ratio’s value (r). However, when seeking
to determine which community is being sampled at a given point in time, we have found that the plot
depicting boundary vs. timestep tends to yield precise insights. We have observed that once a commu-
nity is exhausted after sampling, a brief period of competition ensues among candidate communities,
contending for the next sampling opportunity. The duration of this phase varies depending on the value
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(b) Community size evolution

Figure 5.3: Sampling using MAS for a network of block sizes {800, 1200, 1600, 2000} with 20 seed

nodes per block. The ratio of intra cluster to inter cluster edges (r) and average degree within the block

(⟨k′⟩) are set as 1 and 10 respectively

of r. Specifically, for smaller values of r, this phase tends to be protracted, leading to the concurrent
sampling of nodes from multiple communities. Conversely, this competition is relatively shorter for
larger values of r. Eventually, the community with the highest boundary emerges as the winner, attract-
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ing a substantial influx of users who follow its initial lead. A higher value of r (such as r ≥ 2) closely
aligns with this ideal behavior since it results in a better-defined community structure, thereby reducing
the likelihood of contention.
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Chapter 6

Experiments - Empirical data

Moving from undirected and unweighted synthetic networks in the previous chapter, in this chapter,
we analyze and understand the behaviour of our sampling scheme on a weighted and directed Twitter
network.

6.1 Configuration

As a case study, we expand a well-curated data set of topically relevant Twitter profiles by sampling
additional profiles that form cohesive communities of engagement with them.

The selection of seed profiles is from the DISMISS dataset [Arya et al., 2022], comprising a cohort of
11, 580 highly networked individuals. Since we are looking for individuals engaging with information
sources, we want our seed set to consist of influential profiles triggering engagement. DISMISS is seen
as an ideal case in the context of the Indian political sphere. For our study we focus on a subset of these
individuals as seed users, namely those with the ‘category’ label as ‘civil society’. Here, ‘category’
indicates the ‘primary industry’ of the respective user and can have values like ‘civil society’, ‘creative’,
etc.

To facilitate the study, we collected tweets posted by the seed users during July 2022 and use inter-
actions received by these tweets to form a seed network as discussed in Chapter 4. During the process,
we further filter out users to keep only those who posted at least one tweet in the said duration, resulting
in 1,095 users as the seed set, from the initial 1,184 belonging to the ‘civil society’ category.

For the above 1,095 seed users, we obtained 50,379 tweets for the chosen duration. To ensure
a balanced dataset and mitigate the potential influence of outlier tweets that may have garnered an
exceptionally high number of interactions, we employed a ranking approach, focusing on the lower
90% of the tweet interactions. This curation process ultimately yielded a final set of 45,341 tweets,
which had received interactions from 379,514 distinct Twitter users. Among the seed users, the number
of authored tweets ranged from 1 to 534. This curated dataset forms the cornerstone for constructing
an initial network, which subsequently serves as the foundational point for ongoing data collection

21



efforts pertaining to Distinct, Nested, and A-F sampling schemes. The data collection was initiated in
December 2022 under the presumption that interactions had reached a stable state by that time.

The interactions from these collected tweets were used to get weights per interaction type for all
three interaction frequencies - distinct, nested and audience-facing, and have been shown in Table 4.1.

6.2 Sampling

For the seed network generated above, along with the weights from Table 4.1, we sample the net-
works for distinct, nested and audience-facing variants. Along with the three variants, we also sample
using four types of random sampling schemes for comparison.

Our random node sampling strategy possesses two key attributes: selection probabilities and se-
lection strategy. Selection probabilities can either be uniform (U ), where all samples share an equal
probability of being chosen, or weighted (W ), where the probability is determined based on the pri-
ority/score computed using our sampling scheme. The selection strategy encompasses two options:
‘direct’ (D), in which one of the outsiders is chosen randomly with the specified selection probability,
and ‘staged’ (S), which involves the selection of an insider at random, followed by the selection of
one of the chosen insider’s outsiders with the given selection probability. By combining these features,
we derive four distinct random node sampling strategies, denoted as RS DU , RS DW , RS SU , and
RS SW by considering all possible combinations. Table 6.1 provides an overview of the Twitter data
sampled, using the three variants of our sampling scheme in conjunction with the random node-based
sampling strategies. It is worth noting that due to the Twitter API shutdown, the sizes of the collected
sampled networks differ, ranging from a minimum of 1,905 for RS DW to a maximum of 5,515 for
RS SU .

Sampling scheme Insiders Nodes Edges in insider network Total edges Tweets

Distinct 8,721 609,609 208,628 1,545,420 161,471

Nested 4,698 525,531 98,889 1,182,774 91,966

A-F 3,919 513,466 93,476 1,149,281 84,267

RS DU 1,976 417,439 5,438 745,871 50,856

RS DW 1,905 410,061 8,383 744,067 51,191

RS SU 5,515 600,858 28,536 1,070,803 74,463

RS SW 3,355 527,265 34,127 1,023,682 62,872

Table 6.1: Dataset statistics for the sampled Twitter network using the three variants of our sampling

scheme and four variants of random sampling.
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6.3 Evaluation

The fundamental distinction between the Twitter network we collected and the synthetic networks
we generated pertains to the definition of a community. In the case of synthetic networks, a community
was explicitly defined as a block utilized in configuring the Stochastic Block Model (SBM). In contrast,
with the Twitter network, we lack a definitive “community label” and must rely on obtaining it without
a guarantee of accuracy. In an effort to potentially assign community labels to each node, we apply the
Louvain community detection algorithm to the collected Twitter network. Analogous to our approach
with synthetic networks, we employ these community labels to explore potential correlations between
the initiation of community sampling and the boundary vs. timestep plot of the entire network.

As observed in synthetic networks, we anticipate the presence of inflection points in the “boundary
vs timestep” plots, indicating the transition from sampling one community to the next. In the context
of the Twitter network, we notice a similar pattern, although occasional instances occur where two
communities are sampled concurrently. For instance, in the case of sampling using the Audience-Facing
(A-F) approach, exemplified in Figure 6.1(a), we discern distinct segments where only one community is
sampled at any given time. However, there are intervals during which, alongside the primary community,
certain nodes from a background community are also included in the insider set. This occurrence is
linked to scenarios where the priority of nodes is identical, signifying they possess similar weighted
directed boundary values. A notable example of this behavior can be found in the time range between
timesteps t = 800 and t = 1200, where we observe substantial growth in the community labelled as
“68” (blue), while a few nodes are added to the community labeled as “73” (pink).

Despite the utilization of community labels generated from the data, we are still able to identify
significant spikes in boundary values that correspond to the initiation of new communities. In Figure
6.1(b), we can observe these spikes corresponding to the commencement of communities “44,” “68,”
and “75” at timesteps 344, 713, and 1929, respectively. Following this initiation, the boundary values
stabilize briefly before witnessing another spike with the onset of a new community. It is worth high-
lighting that at timestep 1297, where although the expansion of community “73” is relatively modest,
the boundary plot effectively captures it with a minor peak. In a real-world scenario, however, users
would encounter a boundary-versus-timestep plot and need to discern points such as the one at timestep
1297, which might be easily overlooked amidst the noise. Nevertheless, the approach remains capable
of capturing rising trends akin to those observed at timesteps {344, 713, 1929}.

6.3.1 Structure based metrics

To gain insight into the characteristics of the cohesive communities obtained through sampling, we
conduct a comprehensive evaluation using informative structural metrics, as outlined below:

1. Average shortest path (⟨L⟩): The average directed path length along the shortest paths for all
possible pairs of nodes.
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(b) Community size evolution

Figure 6.1: The four shaded circles in (b) indicate points where significant sampling of a new community

starts. For corresponding timesteps in (a), we observe that boundary shoots up before plateauing again.

This is especially noticeable for timesteps = {344, 713, 1929}. For a smaller increase in community

size, as seen for timestep = 1929, we still also observe a small rise in boundary value in (a). However,

every small rise in (b) might not correspond to a different community being sampled in (b). Hence,

we tend to focus on bigger jumps in value of boundary timestep = {344, 713, 1929} where a different

community begins sampling as can be seen through the steep rise in community size.
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2. Clustering Coefficient:

(a) Local clustering coefficient (CClocal): The local clustering coefficient for a node i on a
directed network is given by

CCi =
|ejk : j, k ∈ N(I); ejk ∈ E|

deg(i)(deg(i)− 1)

where E denotes the set of edges in the graph and N(i) denotes the open neighborhood of
node i. The average local clustering coefficient, CClocal, is the mean of the local clustering
coefficients of all nodes.

(b) Global clustering coefficient (CCglobal): This is given by the ratio of the number of closed
triplets over all possible triplets in the network.

3. Average degree (⟨k⟩): The average degree is the mean of all node degrees.

As the sizes of the sampled networks obtained through the three variants and four random schemes
vary, we restrict our analysis to the subgraphs sampled up to the size of the smallest common network.
This approach allows us to calculate metrics on networks of equal size, ensuring the comparability of
results across different schemes while eliminating the influence of network size disparities.

Sampling scheme CClocal CCglobal ⟨L⟩ ⟨k⟩

Priority

Distinct 0.2566 0.4239 5.34 12.97

Nested 0.3747 0.4145 4.62 21.65

Audience-Facing (A-F) 0.4004 0.4035 4.40 26.49

Random

RS DU 0.0646 0.0698 5.25 3.40

RS DW 0.1360 0.0608 4.87 5.32

RS SU 0.1179 0.0559 4.95 4.81

RS SW 0.1237 0.0562 4.33 9.11

Table 6.2: Structural evaluation of networks obtained using priority-based and random schemes on Twit-

ter. The bold values signify the highest or lowest values as per the chosen metric. To ensure comparison

across sampling schemes despite different sampled network sizes, we consider the subgraphs sampled

till the minimum common network size (one for priority based schemes, and one for random sampling)

and calculate metrics for that snapshot.

As presented in Table 6.2, we observe that the clustering values (CClocal and CCglobal) for the pro-
posed priority-based sampling schemes are notably higher compared to any of the random sampling
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schemes. This disparity in values suggests that networks obtained through priority-based schemes ex-
hibit stronger connectivity. Additionally, Table 6.2 reveals that the Audience Facing interactions variant
outperforms all other variants in terms of CClocal metric, indicating a higher number of triads, with
the exception of CCglobal where the distinct variant maintains a slight advantage. It is also important
to highlight that all the variants have a significant performance advantage over any random sampling
schemes.
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Chapter 7

Using long-range network regularities for node attribute prediction

In this chapter, we explore the application of datasets derived through the sampling approach detailed
in earlier chapters. Our analysis primarily utilizes datasets gathered from ”Audience-Facing” interaction
frequencies. As indicated in Table 6.2, these datasets exhibit superior cohesion compared to those using
Distinct or Nested interaction frequencies.

The sampling study was motivated by the objective of obtaining tightly clustered datasets conducive
to downstream analytical tasks that necessitate such cohesion. In the current phase of our research, we
leverage the concept of homophily to discern long-range patterns within the network, which are then
applied in two key areas:

1. Prediction of Node Attributes: By exploiting the long-range regularities identified, we aim
to predict node attributes. This prediction is intended to align with observed network patterns,
facilitating the accurate characterization of nodes based on their network interactions.

2. Identification of Fraudulent Actors: Following the prediction of node attributes, our subsequent
analysis focuses on detecting discrepancies between observed and predicted attributes. Significant
disparities suggest deviations from established network patterns, potentially identifying nodes
associated with fraudulent activity.

7.1 Selection of Attribute

Prior to initiating the studies described above, it is essential to select appropriate node attributes
for prediction. The selection process is guided by evaluating potential attributes against the following
criteria:

1. Coverage: The selected attribute should be prevalent across a significant portion of the nodes
within the dataset. For instance, an attribute with 60% coverage means that 60% of the nodes
have a recorded value for that attribute. This ensures a sufficient data volume for robust analysis.
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2. Categorical vs. Continuous: Our methodology is adaptable to both categorical and continuous
attributes. For categorical attributes, we aim to calculate the probability that a node falls into a
particular category. Conversely, with continuous attributes, we predict a specific numerical value
and validate this against the actual measured value. Attributes that do not conform to these types
(neither categorical nor continuous) are excluded from the current study.

7.2 Preliminary analysis of attributes

In the process of evaluating our sampled Twitter dataset, we have identified a set of available at-
tributes, which we will refer to as candidate attributes. These attributes are detailed in Tables 7.1 and
7.2, representing user and tweet characteristics, respectively. It is important to note that the Twitter Aca-
demic API directly provides these attributes; thus, our analysis will rely exclusively on these predefined
attributes without incorporating any synthetically created ones.

The rationale behind avoiding synthetic attributes stems from potential risks of data leakage. If
synthetic attributes were derived from the structural properties of the nodesproperties that are also uti-
lized in our predictive modelsit could introduce bias. Our objective is to assess the extent to which the
graph’s structure alone can reflect (non-structural) social interactions. Therefore, our focus remains on
non-structural attributes that capture the intrinsic qualities of users and tweets, avoiding any overlap
with the structural data used in our models.

7.2.1 User attributes

In our study, user-related attributes such as the number of followers, friends, lists, and status updates
present challenges due to their volatility. These attributes can change frequently, especially for active
users, over short periods like days or weeks. Given that our dataset spans an extended timeframe, the
values of these attributes may have shifted, thus compromising their reliability for consistent analysis.
This temporal variability contrasts with the stability of tweet-related attributes, where potential changes
over time were mitigated during the data collection process, as detailed in Chapter 6.

Our preliminary analysis of the ‘Entities’ attribute, which aggregates hashtags, mentions, and URLs,
shows considerable promise due to its broad coverage. However, the predominance of URLs among
these data points suggests that while this attribute provides valuable insights, its diversity and non-
uniformity across different entities make it challenging to define its scope for our use case.

Similarly, the ‘Location’ attribute, while frequently populated, often contains non-serious or ‘mock’
entries like “Universe” or “ur home,” introducing significant noise and reducing its utility.

The ‘Verified’ attribute initially seemed promising due to its high coverage and categorical nature.
However, verification status is influenced by factors beyond mere user characteristics or network ho-
mophily, such as external administrative criteria, which complicates its use in predicting based on net-
work behaviour alone.
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Attribute Description Structure Coverage

Verified If the user is verified by Twitter

or not. On the Twitter UI, this is

often represented by a blue tick

mark

Boolean (True or

False)

100% where 13% have

the true value

Follower count Number of followers of the re-

spective user

A positive integer 100%

Friend count Number of people followed by

the respective user

A positive integer 100%

Listed count Number of public lists this user

is a member of

A positive integer 100%

Status count Number of tweets (including

retweets and quotes) the user has

posted

A positive integer 100%

Entities Hashtags, Mentions and URLs

in the user’s Twitter profile

A JSON object

containing list of

hashtags, mentions

and URLs

100%

Location Entry in the “location” field on

the user profile. However, this

can have values like ”Universe”

A string 59%

Table 7.1: Attributes obtained as a part of user’s profile metadata

Due to these limitations, we have decided not to utilize user attributes for predictive analysis in our
study, focusing instead on more stable and reliable tweet-related data.

7.2.2 Tweet attributes

In evaluating tweet attributes for our analysis, coverage is defined as the percentage of tweets that
possess a specific attribute. Unlike user attributes, which are linked directly to individual profiles, tweet
attributes require aggregation for effective integration into an interaction network - constructed with
users as nodes and the interactions between them as edges.
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Attribute Description Structure Coverage

Context An-

notations

Describes what the respective

tweet is talking about

List of (domain, entity) pairs.

Example: (City, Mumbai),

(Politician, Narendra Modi)

44%

Entities Hashtags, Mentions, Cashtags,

URLs etc. included in the tweet

A JSON object containing list

of hashtags, mentions, cashtags

and URLs

100%

Source The device use to tweet A string of the format ”Twitter

for Web”, ”Twitter for Android”

etc.

27%

Public Met-

rics

Counts of likes, retweets, quotes

and replies

A dictionary where key-value

pairs respresent the counts of

likes, retweets, replies and

quotes

100%

Geo The geo-location linked with the

tweet

A JSON object containing in-

formation like coordinates about

the specific geo location

3%

Language Language of the tweet Language tags like ENG etc. 97% (3% are

undefined)

Table 7.2: Attributes obtained as a part of Tweet metadata

Among the tweet attributes, ‘Entities’ poses similar challenges to its counterpart in user attributes,
primarily because of its heterogeneity and the extensive range of data points it encompasses. However,
other attributes like ‘Context annotations’, ‘Source’, ‘Public Metrics’, and ‘Language’ display promis-
ing characteristics for our study. These attributes are notable for their substantial coverage, making them
valuable resources for analyzing and understanding the dynamics within our interaction network.

The structure of ‘Context annotations’ is inherently complex, typically presented as a list of tuples,
with each tuple representing a domain-entity pair for a tweet. To standardize this attribute for consistent
application across the network, we transform it into a multidimensional vector. Each dimension within
this vector represents a specific entity, such as ‘Canoeing & Kayaking’, ‘FIFA’, ‘Apple - iPhone’, etc.
In our study, each entity in the context annotation is analogous to a topic discussed by the user. Here,
the user’s value for a particular topic represents the number of their tweets containing the said topic.
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The number of dimensions d in this vector corresponds to the total number of unique entities iden-
tified in our dataset, 2970. This approach enables us to quantify and analyze the thematic engagements
of users across the network, providing an understanding of the information discussed and interaction
within the Twitter landscape.

7.2.3 Future goals and prediction baselines

Building on our initial analysis of tweet attributes, we aim to develop a methodology that effectively
captures long-range interactions within the network. This involves exploring various baseline strategies
to compare and validate our proposed methods. These baseline methods might include:

1. Random Prediction based on probability of observed values: This method generates predic-
tions by randomly selecting attribute values, weighted by their observed frequency in the dataset.
This strategy ensures that the probability of predicting a specific attribute value reflects its actual
distribution within the data.

2. Prediction Using Mean of ≤ k-hop Neighbors: This approach leverages the network structure
by predicting an attribute based on the mean values of that attribute observed in the k-hop neigh-
bourhood of a node. This method hypothesizes that nodes within close network proximities might
exhibit similar attribute characteristics.

By integrating these baseline models, we can better assess the effectiveness of our proposed method-
ology in capturing and predicting the interactions based on long-range regularities. These comparisons
not only help validate our approaches but might also provide insights into the influence of network
structure on user behaviour and vice versa. This groundwork is crucial for advancing our understanding
of network dynamics and enhancing predictive accuracy in social network analysis.
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Chapter 8

Conclusion and limitations

Networks are present everywhere. All we

need is an eye for them.

Albert-Laszlo Barabasi

We propose a novel scheme for snowball-type sampling in unbounded networks designed to respect
cohesive communities. Its intended purpose is the extraction of communities, and can be used as a form
of local community detection.

Our approach consists of two main parts, a sampling priority utilizing the maximum-adjacency prin-
ciple, and a method to integrate modes of interactions such as likes, retweets, replies and quotes into a
single weighted directed graph. The latter is based on importance scaling and can be calibrated empiri-
cally as demonstrated in a prototypical case study on Twitter. Computational experiments on synthetic
and empirical data demonstrate that our method samples subgraphs with low inwards-directed conduc-
tance by keeping the boundary around the sampled region small. While the growth inside communities
is almost perfect in the idealized setting of stochastic blockmodels, a similar evolution is observed in
the case study on Twitter that motivated this research.

While the proposed sampling scheme tackles the problem of getting cohesive subgroups instead of
any form of representativity, it should be made sure that the expected properties of the sampled network
align with the expected result of the sampling scheme. For studies where the aim is to get a representative
sample, other classic schemes like random sampling, that have been extensively researched in the past,
might be more suitable. As mentioned in subsection 5.3.3, how well the clusters are separated within the
underlying network determines the extent to which a community can be identified. For example, in case
of a synthetic network made using stochastic block model, we observe a limiting case when the ratio
of density within clusters to that between clusters is one. Thus, in cases where the distinction between
different clusters is not apparent, caution should be exercised, and due analysis should be conducted on
the underlying network.

Our research paves the way for future investigations into network sampling aimed at identifying co-
hesive communities, potentially generating new datasets and research initiatives that focus on studying

32



the dynamics within these groups. We discuss our current work built on top of the networks collected
through our sampling method in Chapter 7, and hope that the given examples demonstrate the need and
scope of learning more about dynamics within cohesive social groups.
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