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Massive increase in professional, scientific, and technical services from 2021-2031

Online Professional Activities
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830 M+ Registered users 
89.73 M+ Monthly active users
6.65 M+  Job applications/day 
58 M+ Questions

Source: https://www.linkedin.com/pulse/50-linkedin-statistics-every-professional-should-ti9ue/
              https://bit.ly/3z4RE4P

Content Quality Matters!

https://www.linkedin.com/pulse/50-linkedin-statistics-every-professional-should-ti9ue/
https://bit.ly/3z4RE4P
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Source: https://bit.ly/3z4RE4P
https://www.linkedin.com/pulse/building-strong-linkedin-network-quality-vs-quantity-kapic/
https://www.linkedin.com/pulse/50-linkedin-statistics-every-professional-should-ti9ue/

Quality follows the value content create after being put to use
Content Quality is paramount for those who rely on online professional 

platforms for business & networking

Content Quality Matters!

https://bit.ly/3z4RE4P
https://www.linkedin.com/pulse/building-strong-linkedin-network-quality-vs-quantity-kapic/
https://www.linkedin.com/pulse/50-linkedin-statistics-every-professional-should-ti9ue/
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Inconsistent Content  (Non-standard Entities)1

ICICI Prudential Life Insurance
497 variations

Dr. Babasaheb Ambedkar 
Marathwada University 

Aurangabad  
1145 variations

Incomplete Content (Missing Entities)2

Around 65% of job descriptions are missing skills

Content Quality Issues
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Fraudulent Content3 Low-quality Content4

A question gets closed due to off-topic content on 
technical question answering website

A misleading  job advertisement on LinkedIn that promises 
unusually high salary  for shuttle-bus drivers

Content Quality Issues



Core Thesis Question
&

Thesis Contributions



19

Core Thesis Question

How can we improve the quality of online professional 
content by leveraging domain-specific learning and 

knowledge?
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01 Standardize Entities Find missing Entities Identify low-quality content

Proposed and evaluated novel framework, JobXMLC for finding missing entities to improve the 
quality of jobs using job-skill graph

Developed an architecture to identify low quality (off-topic, too broad, opinion-based, unclear what 
are you asking) questions

Built a Domain-specific Knowledge Graph (Con2KG) and developed a novel framework FRJD to 
classify fraudulent and legitimate jobs

04Identify misleading content

Developed a multi-tier framework, KCNet to normalize domain-specific entities (skills, institutes, 
companies, and designations)1

Thesis Contributions

2

3

4



030201 Standardize Entities Find missing Entities Identify low-quality content04Identify misleading content

21

0302

21

01 Standardize Entities Find missing Entities Identify low-quality content
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quality of jobs using job-skill graph
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Non-standard Entities

• Java Developer
• Java Deveoper

01.    Spelling Variations

• Oracle Financial Services Software
• Oracle Corporation02. Hierarchical variations

• Emerald Bikes pvt limited
• Emerald Jewellery Retail Limited

03. Overlapping but different 
entities

• SOAP
• REST

04. Domain specific concepts

• Accel Frontline
• Inspirisys

05. Semantic variations

• umbc
• University of Maryland, Baltimore County

06. Short Forms or Abbreviations

Inconsistent Content
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university of maryland baltimore county
Umbc

23

         Microsoft corp india pvt ltd
Microsoft corporation (india) pvt. ltd
Microsoft corp india pvt ltd
Microsoft, india

Accel Frontline
Inspirisys

  

Objective
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Canonicalization

• Generic 
approaches

• Domain-specific 
methods

Misleading 
Content

Vashishtha  et al.

(WWW 2018)

Fatma et al.

(PAKDD 2020)

Focus upon either statistical 
similarity measures or deep learning methods like 

word-embedding and lack domain-specific 
knowledge for normalization.

Improving

Research Gap
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Source Dataset Entity Clusters

 Proprietary

RDE(C) 25,602

RDE(I) 23,690

RDE(D) 3,894

RDE(S) 607

Open

DBpedia(C) 2,944

ESCO(S) 2,644

ESCO(D) 2,903

Source Dataset Side Information

 Proprietary

RDE(C) {‘title wikis’, ‘websites’}

RDE(I) {‘Names’, ‘websites’, ‘affiliation’} 

RDE(D) {‘Names’, ‘websites’, ‘title wikis’} 

RDE(S) {‘title wikis’, ‘websites’, ‘types’} 

Open

DBpedia (C)  {‘types’, ‘industries’, ‘websites’, ‘native 
names’, ‘title wikis’} 

ESCO(S) {‘Names’, ‘title wikis’, ‘websites’, ‘types’} 

ESCO(D)  {‘Names’, ‘websites’, ‘title wikis’} 

Side Information Collection from Wikipedia InfoBox and Google KGDataset from popular recruitment platform

Dataset Statistics
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KCNet
Kernel based 

Canonicalization 
Network to learn 
pairwise similarity 

between input pairs.

Clustering / Canonicalizing

Hierarchical Agglomerative 
clustering

Dataset
Set of Entities (Skills, designations, 
companies, institutes)
Side Information Acquisition.
Positive and negative samples are created.
Random sampling is used for negative pairs.

KCNet: Kernel-based Canonicalization Network for entities in Recruitment Domain published in  30th International Conference on Artificial 
Neural Networks (ICANN). 2021.

Proposed Architecture
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Proposed Framework
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Z models element-wise relationships between input pairs.
𝑍 =  (𝑤𝑖 ∘  𝑤𝑗)  ⊙ |𝑤𝑖 –  𝑤𝑗|

𝑍 =  {𝑤1
𝑖 ∗  𝑤1

𝑗 , … ,
𝑤𝑖

𝑚 + 𝑛 ∗  𝑤𝑗
𝑚 + 𝑛, |𝑤1

𝑖 –  𝑤1
𝑗 | , … , | 

𝑤𝑖
𝑚 + 𝑛 –  𝑤𝑗

𝑚 + 𝑛|}

𝑤ℎ𝑒𝑟𝑒 𝑤𝑘
𝑖 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 𝑜𝑓 𝑤𝑖. 𝑇ℎ𝑒 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙𝑖𝑡𝑦 𝑜𝑓 𝑍 𝑖𝑠 2 ∗ (𝑚 + 𝑛).

Similarity(xi, xj)

Proposed Framework
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Model

Performance

S D I C

P F P F P F P

Galarraga-IDF†} 33.2 12.5 63.0 60.3 64.3 66.5 75.8 71.2

Distilled S-BERT(*)+cosine 47.8 47.5 49.7 48.8 49.7 49.1 49.2 49.1

Distilled S-BERT(**)+ cosine 47.5 48.8 49.8 49.9 34.6 41.5 56.2 48.4

CharBiLSTM+A† 81.8 86.9 72.6 77.2 84.5 84.8 99.3 98.9

WordBiLSTM+A† 80.1 86.5 90.5 94.8 80.6 83.3 95.3 95.6

CharBiLSTM+A+Word+A† 82.7 88.5 94.4 96.3 86.7 86.7 99.5 99.2

KCNet (without sideinfo) 96.7 90.6 99.6 90.9 92.4 89.3 99.4 98.8

KCNet (with sideinfo) 99.5 99.4 99.7 99.6 99.5 99.5 99.5 99.3

Table 1: Test Results of pairwise similarity using our proposed model in comparison with different baselines.  Here S, D, I, C refers to Skills, Designations, Institutes, and Companies datasets 
(Proprietary) respectively. Results of † are taken from [1]. P and F refers to Precision and F1-scores. Distilled S-BERT (*, **) refers to (entity, entity side information) embedding using 

distilled S-BERT model.

Results
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Summary
KCNet induces a non-linear mapping between the contextual vector representations while 
capturing fine-granular and high-dimensional relationships among vectors.

KCNet efficiently models more prosperous semantic and meta side information from external 
knowledge towards exploring kernel features for canonicalizing entities in the recruitment 
domain.

KCNet is able to model similar semantic variations (mycology, fungi studies) gives a pairwise 
similarity score of 0.98.

Misclassified some skills such as bees wax and natural wax which signify same concept but 
occur in the different cluster.
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Incomplete Content (Missing Skills)
Missing Skills Problem

Get less number of
applies from job seekers

65% job postings miss relevant skills
 40% of job postings miss listing 20% 
or more explicitly-stated skills in the 

job postings

Poor quality 
job postingsJob seeker

Find relevant
candidate

job search

Recruiter
Poor performance of search and 
recommendation systems

Skills are crucial parameters to 
determine whether or not a 
candidate is suitable for a job position
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Finding Missing Skills

An example of a job posted over a recruitment platform. The job description does not include implicit and job-specific skills such as 'tableau', 'visualization', 
'python', and 'Excel'.



030201 Standardize Entities Find missing Entities Identify low-quality content04Identify misleading content

Finding Missing Skills

Novel job-skill graph consisting of 22, 844 nodes(jobs and skills) 
and 650K relationships 

Formulated and proposed a framework,  JobXMLC that learns a 
job-skill graph with multi-resolution graph neighborhoods

JobXMLC outperforms by a margin of 6% from the SOTA baselines

JobXMLC is lightweight, up to 18X faster in training and 634X in 
predicting than existing deep learning-based extreme classifiers 
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Dataset Statistics

Element mycareersfuture.sg StackOverflow Jobs

#No. of job posts 20, 298 20, 320

# of distinct skills 2, 548 275

# of skills with 20 or more 
mentions 

1, 209 50

Average skill tags per 
job post

19.98 2.8

Average token count per 
job post

162.27 200.8

Maximum token count
in a job post

1, 127 800

Dataset statistics for mycareersfuture.sg and StackOverflow Jobs
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Proposed Approach

JobXMLC consists of three components: Module I consists of a mechanism to construct a job-skill graph, and Module II consists of a graph neural network-based architecture 
that learns embeddings using multi-hop neighborhoods using a job-skill graph effectively. Module III uses a scalable mechanism of extreme classifiers to predict missing skills.
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JobXMLC consists of three components: Module I consists of a mechanism to construct a job-skill graph, and Module II consists of a graph neural network-based architecture 
that learns embeddings using multi-hop neighborhoods using a job-skill graph effectively. Module III uses a scalable mechanism of extreme classifiers to predict missing skills.

Proposed Approach
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Job-skill graph construction

Pre-process job description (apply POS tagging to filter uninformative words)
Initialize the nodes (jobs, skills) using representations from a light-weight embedding model
Skills relevant to jobs are connected based on ground truth (required skills)
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Proposed Approach

JobXMLC consists of three components: Module I consists of a mechanism to construct a job-skill graph, and Module II consists of a graph neural network-based architecture 
that learns embeddings using multi-hop neighborhoods using a job-skill graph effectively. Module III uses a scalable mechanism of extreme classifiers to predict missing skills.
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Propagation Network

➢ Exploits higher-order job-skill graph structure using 
multiple layers of aggregation

➢ Convolution aggregates information from node 
neighbors

➢ Transformation update the node representation based 
on convolved embeddings

➢ The network is able to capture transitive cues if jobs j1 

and j2  share a common skill s1. Another skill s2 relevant 
to j2, we infer that s2 might also be relevant to j1
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Proposed Approach

JobXMLC consists of three components: Module I consists of a mechanism to construct a job-skill graph, and Module II consists of a graph neural network-based architecture 
that learns embeddings using multi-hop neighborhoods using a job-skill graph effectively. Module III uses a scalable mechanism of extreme classifiers to predict missing skills.
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Extreme multi-label classification

Incorporate label-wise attention 
for every skill and obtain their 
attention weights

Calculate score for label-specific 
embedding and then
One vs all classifier is used to 
obtain a score for a skill label
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Qualitative Analysis

Shows the skills predicted by BERT–XMLC+CAB and JobXMLC where input is job description. Purple shows correct skill predictions by JobXMLC as compared with 
required skills (ground truth). Green shows the extra skills predicted by JobXMLC. Red skills are missed by BERT+XMLC+CAB model as compared with ground truth.
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Experiments and Results
Model R@5 R@10 R@30 P@5 P@10 P@30

CNN 14.17 23.58 45.34 56.67 47.17 30.23

LSTM† 11.67 18.44 35.02 46.67 36.89 23.34

Bi-LSTM† 13.02 21.37 41.54 52.07 42.75 27.70

Bi-GRU† 13.98 23.43 44.41 55.94 46.87 29.61

BERT+XMLC 15.27 25.96 51.18 61.06 51.92 39.32

RoBERTa+XMLC 16.15 26.52 51.99 60.08 53.85 39.87

BERT+XMLC+CAB 16.72 29.45 58.98 66.87 58.90 41.21

GalaXC 16.31 28.34 54.16 65.25 56.70 36.11

JobXMLC (GraphSaint) 16.23 27.79 53.32 64.93 55.59 35.55

JobXMLC (GraphSAGE) 16.84 29.18 56.89 67.36 58.36 37.93

JobXMLC 18.29 32.33 63.18 73.20 64.66 42.22

Results of JobXMLC along with state-of-the-art approaches on mycareersfuture.sg dataset. For RNN-based models (†), we have 
limited all model architectures to two layers.
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Experiments and Results

Model R@5 R@10 R@30 P@5 P@10 P@30

CNN 25.16 39.39 64.80 15.24 11.72 6.36

LSTM† 26.63 40.47 67.89 16.07 11.95 6.65

Bi-LSTM† 41.46 55.27 76.38 23.83 16.12 7.56

Bi-GRU† 46.15 59.01 78.61 26.68 17.23 7.79

BERT+XMLC 35.50 50.95 76.06 20.75 14.99 7.58

RoBERTa+XMLC 36.20 52.23 77.05 21.98 15.09 7.88

BERT+XMLC+CAB 37.20 51.24 78.98 22.18 15.02 8.03

GalaXC 43.27 51.47 67.50 24.23 14.53 6.50

JobXMLC (GraphSaint) 39.16 51.73 73.99 22.28 14.88 7.22

JobXMLC (GraphSAGE) 38.76 52.26 74.19 21.98 14.99 7.23

JobXMLC 47.85 59.26 74.53 26.92 16.94 7.23

Table 3: Results of JobXMLC along with state-of-the-art approaches on StackOverflow Jobs dataset. For RNN-based models (†), 
we have limited all model architectures to two layers.
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Performance Comparison

Datasets mycareersfuture.sg StackOverflow Jobs

Models Training Time (in 
hours)

Prediction Time
(in ms)

Training Time
(in hours)

Prediction Time
(in ms)

BERT+XMLC 5.50 1200 1.63 350

RoBERTa+XMLC 4.72 1200 1.24 350

BERT+XMLC+CAB 9.50 1200 4.86 350

JobXMLC 0.51 1.89 0.31 1.71

Comparison of JobXMLC with stronger baselines. JobXMLC is faster to train than leading Deep Extreme Classifiers like BERT at training time 
and prediction time.
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Summary

Proposed a JobXMLC framework, which uses a graph neural network to incorporate neighborhood 
information with the help of a collaborative graph over jobs and skills

JobXMLC leverages skill attention mechanism and attends to multi-resolution representations of jobs 
and skills

JobXMLC outperforms leading deep extreme classifiers on precision and recall metrics by 6% and 3% 
respectively

JobXMLC is 18X faster on training and 634X faster on predicting than deep extreme classifiers and can 
be scaled efficiently to real-world datasets with thousands of labels



3. Con2KG
FRJD

Built a Domain-specific Knowledge 
Graph (Con2KG) and developed a novel 
framework FRJD to classify fraudulent 

and legitimate jobs

030201 Standardize Entities Find missing Entities Identify low-quality content04Identify misleading content
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Identify misleading content

Extract domain-specific information from job postings and construct domain-specific 
knowledge base (Building the Domain-Specific Knowledge Graphs)

Build a framework to classify misleading content using domain knowledge
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Con2KG-A Large-scale Domain-Specific Knowledge Graph published in

Proceedings of the 30th ACM Conference on Hypertext and Social Media, pp. 287-288. 2019.

Building the Domain-Specific 
Knowledge Graphs
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Con2KG-A Large-scale Domain-Specific Knowledge Graph published in
Proceedings of the 30th ACM Conference on Hypertext and Social Media, pp. 287-288. 2019.

A. Preprocess the noisy, unstructured and semi-structured data from 
job postings using NLP techniques

B. To accomplish this task, we
A. Employed sentence detection module
B. Revived missing phrases using POS Tagging
C. Removed HTML Non-ASCII characters.

C. Exploit rule -based heuristics and vocabulary list  to deal with 
Abbreviations

Building the Domain-Specific 
Knowledge Graphs



030201 Standardize Entities Find missing Entities Identify low-quality content04Identify misleading content

Con2KG-A Large-scale Domain-Specific Knowledge Graph published in

Proceedings of the 30th ACM Conference on Hypertext and Social Media, pp. 287-288. 2019.

• POS tagging and NER using Stanford NLP, spacy, FlashText, and customized 
libraries.

• Dependency Parsing to find the context.

• Relation and triple extraction using OpenIE Systems.

Companies Institutes Skills Experience Certifications Designations

Building the Domain-Specific 
Knowledge Graphs
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Con2KG-A Large-scale Domain-Specific Knowledge Graph published in

Proceedings of the 30th ACM Conference on Hypertext and Social Media, pp. 287-288. 2019.

Dependency Parsing to 
tag entities with positive 
and negative polarities.

Building the Domain-Specific 
Knowledge Graphs
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250,000 Job postings

5,220 unique relations

linking 3,65,0,61 Entities

40,11,030 relationships

12057
1100

223955

87905

10000
60

Entity Statistics

Skills Certifications Companies

Institutes Designations Degrees

Building the Domain-Specific 
Knowledge Graphs
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Building the Domain-Specific 
Knowledge Graphs
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Summary
We randomly selected 310 jobs from our legacy dataset containing 4719 sentences 
to evaluate the quality and quantity of the triples

Con2KG can extract 1.72 triples per sentence on an average

We assess these triples and found 82% precision, 68.23% recall, and F-measure of 
74.46%

Triple extraction causes 0.05% errors due to incomplete triples

0.20% due to no triple extraction for most of the sentences
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Misleading content

Fraudulent jobs contain untenable facts about domain-specific entities such as mismatch in skills, industries, offered compensation, etc.

Fig. 2. Examples of job postings a) fraudulent job on the left and b) legitimate at the 
right. These job postings are taken from publicly available dataset.
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Literature

Information 
Extraction

• Generic approaches

• Domain-specific 
methods

Misleading 
Content

• Content-based 
approaches

• Context-based 
approaches

• Knowledge-based 
approaches

Identification

Kertkeidkachorn et al.

(AAAI 2017)

Wang et al.

(CIKM 2018)

Vidros et al.

(Future Internet 2017)

Mahbub et al.

(ISD 2018)

Pan et al.

(ISWC 2018)
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Research Gap

Attributes 
using 

Information 
Extraction

• Generic approaches

• Domain-specific 
methods

Misleading 
Content

• Content-based 
approaches

• Context-based 
approaches

• Knowledge-based 
approaches

Identification

Kertkeidkachorn et al.

(AAAI 2017)

Wang et al.

(CIKM 2018)

Vidros et al.

(Future Internet 2017)

Mahbub et al.

(ISD 2018)

Pan et al.

(ISWC 2018)

Handcrafted , linguistic, writing styles, string-based features.

Ignore the factual information among domain-specific entities 

present in job postings.
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Proposed Framework

Spy The Lie: Fraudulent Jobs Detection in Recruitment Domain using Knowledge Graphs. Published in 14th International Conference on Knowledge Science, 
Engineering and Management (KSEM 2021).
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𝑂𝑢𝑟 𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑖𝑠 𝑡𝑜 𝑙𝑒𝑎𝑟𝑛 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝜙 𝑤ℎ𝑒𝑟𝑒 𝜙:  𝐹 (𝐾𝐺𝐴 𝑓𝑎𝑙𝑠𝑒 (𝑇) 𝑖 , 𝐾𝐺𝐴
 
𝑡𝑟𝑢𝑒 (

𝑇) 𝑖 , 𝑐 𝑖, 𝑚𝑖) 𝑤ℎ𝑒𝑟𝑒 
𝐾𝐺𝐴 

𝑡𝑟𝑢𝑒 (
𝑇) 𝑖 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑐𝑜𝑟𝑖𝑛𝑔 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑤𝑒 𝑙𝑒𝑎𝑟𝑛 𝑓𝑟𝑜𝑚 𝑡𝑟𝑖𝑝𝑙𝑒 𝑡

 𝑖 ∈  𝑇 𝑖 |𝑦𝑖 
=  0 𝑜𝑓 𝑙𝑒𝑔𝑖𝑡𝑖𝑚𝑎𝑡𝑒 𝑗𝑜𝑏 𝑝𝑜𝑠𝑡𝑖𝑛𝑔𝑠 𝑎𝑛𝑑 𝐾𝐺𝐴

 
𝑓𝑎𝑙𝑠𝑒 (

𝑇) 𝑖
 
𝑓𝑟𝑜𝑚 𝑡𝑟𝑖𝑝𝑙𝑒 𝑡

 𝑖 ∈  𝑇
 𝑖 |𝑦𝑖 

=  1 𝑜𝑓 𝑓𝑟𝑎𝑢𝑑𝑢𝑙𝑒𝑛𝑡 𝑗𝑜𝑏 𝑝𝑜𝑠𝑡𝑖𝑛𝑔𝑠. 

𝐾𝐺𝐴 ∈  {𝑇𝑟𝑎𝑛𝑠𝐸, 𝑇𝑟𝑎𝑛𝑠𝑅, 𝑇𝑟𝑎𝑛𝑠𝐻, 𝑇𝑟𝑎𝑛𝑠𝐷, 𝐷𝑖𝑠𝑡𝑀𝑢𝑙𝑡, 𝐶𝑜𝑚𝑝𝑙𝐸𝑥, 𝐻𝑜𝑙𝐸, 𝑅𝑜𝑡𝑎𝑡𝐸} 

Objective
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MRR (Mean Reciprocal Rank) metric for triple 
prediction

TransH outperforms the other fact-checking 
algorithms

TransH is able to model many-to-many 
relationships well

Results
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Results

Fig. 3. Evaluation results on proprietary and public datasets for job postings a) fraudulent class and b) legitimate class at the right 
where M1, M2, M3 are contextual, factual, and meta features.
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Summary
Study on a fact validation dataset containing 4 million facts extracted from job postings.

Proposed a multi-tier novel end-to-end framework called FRaudulent Jobs Detection (FRJD), which jointly 
considers

a) fact validation module using knowledge graphs,

b) contextual module using deep neural networks

c) meta-data inclusion

Spy The Lie: Fraudulent Jobs Detection in Recruitment Domain using Knowledge Graphs. Published in 14th International Conference on 
Knowledge Science, Engineering and Management (KSEM 2021).
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JobXMLC: EXtreme Multi-Label Classification of Job Skills with 
Graph Neural Networks

     Nidhi Goyal           Jushaan Singh Kalra                            Charu Sharma 
       IIIT-Delhi                                    DTU, Delhi                                    IIIT-Hyderabad 
Raghava Mutharaju             Niharika Sachdeva                Ponnurangam Kumaraguru
        IIIT-Delhi                       InfoEdge India Limited                           IIIT-Hyderabad



4. LQuaD
Developed an architecture to identify 

low quality (off-topic, too broad, 
opinion-based, unclear what are you 

asking) questions and 
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Low-quality content

70

Fig. 1. A sample of ‘closed’ questions from Stack Overflow. These are ‘closed’ due to different reasons such as ‘off -topic’, ‘ 
unclear what you’re asking’, ‘ too broad’ and ‘primarily opinion-based’.
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Contributions

71

Propose a novel framework, LQuaD, which establishes the utility of a question-tag graph and 
transformers to detect low-quality questions that are likely to get ‘closed’ at the time of posting. Our 
framework acts as an early-assessment tool to assist users in composing a question, which would 
remain open and receive responses.

Examine the impact of non-content related characteristics of the question using survival analysis to 
estimate the time duration of closure of the question.

Evaluate LQuaD on dataset of ‘closed’ and non-‘closed’ questions from Stack Overflow platform and 
make the code publicly available for reproducibility.
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Contributions

72

Propose a novel framework, LQuaD, which establishes the utility of a question-tag graph and 
transformers to detect low-quality questions that are likely to get ‘closed’ at the time of posting. 
Our framework acts as an early-assessment tool to assist users in composing a question, which 
would remain open and receive responses.

Examine the impact of non-content related characteristics of the question using survival analysis 
to estimate the time duration of closure of the question.

Evaluate LQuaD on dataset of ‘closed’ and non-‘closed’ questions from Stack Overflow platform 
and make the code publicly available for reproducibility.
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Problem Formulation
Consider the set of questions Q = {q1, q2, · · · · · · , qi}, a question qi ∈ Q is a tuple (ci, Ti , 

yi) where ci, Ti, yi represents the content, tag set, and label of the ith question.

73

𝐶𝑜𝑛𝑡𝑒𝑛𝑡 ( 𝑐𝑖) ∶ 𝑇𝑖𝑡𝑙𝑒 𝐵𝑜𝑑𝑦

𝑇𝑎𝑔 𝑠𝑒𝑡 (𝑇𝑖) ∶  {𝑡𝑖1, 𝑡𝑖2, 𝑡𝑖3 … . . 𝑡𝑖𝑘 } ∀ 1 ≤  𝑘 
≤  6 𝑎𝑛𝑑 𝑡𝑖𝑘 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 𝑡ℎ𝑒 𝑘𝑡ℎ 𝑡𝑎𝑔 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛.

𝐶𝑙𝑎𝑠𝑠 (𝑦𝑖) ∶ 𝑦𝑖 = 0 −> 𝑐𝑙𝑜𝑠𝑒𝑑 𝑦𝑖 = 1 −> 𝑛𝑜𝑛 − 𝑐𝑙𝑜𝑠𝑒𝑑

𝑊𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡 𝑎𝑛 𝑢𝑛𝑑𝑖𝑟𝑒𝑐𝑡𝑒𝑑 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 − 𝑡𝑎𝑔 𝑔𝑟𝑎𝑝ℎ 𝐺 =  (𝑉, 𝐸)
𝑉 = >  𝑄 𝑎𝑛𝑑 𝑇 = {𝑇1 ∪  𝑇2 ∪  … ∪  𝑇

|𝑄|}
𝐸 =>  𝑞𝑖 −  𝑡𝑖𝑘 𝑎𝑛𝑑 𝐸 ⊂  𝑄 ×  𝑇
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Proposed Approach

74

Fig. 2. LQuaD consists of three components: Module I fine-tunes the BERTOverflow model, which inputs the title and body for the question’s classification task, Module II consists of a graph 

convolutional network initialized with the question’s content and tag embedding for the node classification task, Module III consists of a late fusion strategy that combines predictions from 

both modules.
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Proposed Approach

75

Propose a novel framework, LQuaD, which establishes the utility of a question-tag graph and 
transformers to detect low-quality questions that are likely to get ‘closed’ at the time of posting. 
Our framework acts as an early-assessment tool to assist users in composing a question, which 
would remain open and receive responses.

Examine the impact of non-content related characteristics of the question using survival analysis 
to estimate the time duration of closure of the question.

Evaluate LQuaD on dataset of ‘closed’ and non-‘closed’ questions from Stack Overflow platform 
and make the code publicly available for reproducibility.
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Temporal Event Analysis

76

‘primarily opinion-based questions’ remain open for longer time duration than ‘unclear what you’re asking’ questions. 

Question with tags in Cloud and other frameworks have higher mean time till EOI and median  ̂S(t) than other categories and are 
not closed for relatively longer time periods.

Reasons Tag Categories

Category Off-topic Unclear what 
you’re asking

Too broad Primarily 
opinion-based

Database Cloud Web 
frameworks

Programming 
languages

Other 
frameworks 

Mean Time Till 
EOI (days)

330.76 65.91 230.87 531.81 145.54 228.13 185.03 177.89 482.89

Median Survival 
Time (hrs)

12.89 7.51 8.57 15.07 9.04 27.33 8.17 7.27 16.51

Table I : We report the mean time (days) till EOI and median survival time (hrs) corresponding to reasons and tag categories. 
The highest values in respective rows are shown in bold and the lowest values are underlined.   
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Temporal Event Analysis

77

Fig. 3. Kaplan-Meier estimator of survival function for time period for ‘closed’ questions based on different reasons of 

‘closing’. Plot (a) specifies the tag category whereas Plot (b) specifies the reasons due to which the question get ‘closed’.
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Dataset Statistics

78

Module I Module II

Dataset No. of train samples No. of val. (test) samples Total Graph Total

‘Closed’ 155,554 51,852 259,258 Nodes (questions) 2,851,838

Non-‘Closed’ 1,555,548 518,516 2,592,580 Nodes (unique tags) 48,374

Total questions 1,711,102 570,368 2,851,838 Edges 8,442,584

Table II : Dataset Statistics from the Stack Overflow Platform
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Experimental Results

79

Model Precision Recall F1

Denzil et al. 70.25 70.25 70.24

Toth et al. 73.78 73.33 73.66

Count Vectorizer + LR 89.94 76.90 81.38

Count Vectorizer + XGBoost 90.17 77.48 81.82

FastText + LR 90.52 79.71 83.44

DistilBERT +LR 92.19 85.26 87.59

GCN (fastText) 90.69 83.98 86.42

LQuaD (LF [mean]) 94.85 95.20 94.86

Table III: Average performance metrics (weighted) on the Stack Overflow Dataset
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Visualizations

80
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Ablation Studies

81

Model Precision Recall F1

Module I 94.81 (0.03) 95.08 (0.04) 94.53 (0.01)

Module II 91.86 (0.07) 84.38 (0.07) 86.92 (0.08)

LQuaD (LF [max]) 93.62 (0.02) 92.85 (0.04) 93.16 (0.07)

LQuaD (LF [mean]) 94.85 (0.03) 95.20 (0.05) 94.86 (0.02)

Table 4: Effectiveness of LQuaD (and variances) as compared to Module I and Module II
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Conclusion

82

We propose LQuaD that incorporates semantic information of questions associated with each 
post using transformers and learns question and tag graphs in a transductive manner using GCNs. 
Our graph consists of 2.9M nodes and 8.4M edges. LQuaD detects low-quality questions that are 
likely to get ‘closed’ at the time of posting. 

Our framework acts as an early-assessment tool to assist users in composing a question, which 
would remain open and receive responses. 

We use survival analysis that reduces the number of questions close by informing users to take 
appropriate action. 

LQuaD outperforms the state-of-the-art methods by a 21% in F1-score on the dataset of 2.8 
million questions. 
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Summary

01 Standardize Entities Find missing Entities Identify low-quality content

Construction of a novel job-skill graph consisting of 22,844 (jobs and skills) and 
650K relationships and novel framework, JobXMLC to find missing entities to 
improve the quality of jobs

Proposed LQuaD that incorporates semantic information of questions associated 
with each post using transformers and learns question and tag graphs in a 
transductive manner using GCNs.

Construction of Knowledge Graph (Con2KG) and Developed an architecture FRJD 
to classify fraudulent and legitimate jobs on online professional platforms

04Identify misleading content

Developed a multi-tier framework, KCNET to normalize domain-specific entities 
(skills, institutes, companies, and designations)
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Definitions of High-quality data from Data.world and professional users

https://data.world/blog/what-is-high-quality-data/

https://data.world/blog/what-is-high-quality-data/
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Contribution : Improve quality 
of  job postings

1 32

User generated content is often noisy, 
ambiguous and contains duplicate information.

Unstructured text PerformanceOpenKB

This affects performance in downstream 
tasks like question answering, search 
systems, recommendation  etc.

This leads to redundant  information 
and increased KB size.

Knowledge 

BaseCompany Profiles

Job postings
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Proposed Approach 
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Module I fine-tunes the BERTOverflow model, which inputs the title and body for the question’s classification task.
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Proposed Approach 
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Module I fine-tunes the BERTOverflow model, which inputs the title and body for the question’s classification task.
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Proposed Approach 
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Contribution 1:
Details about facts:

https://docs.google.com/presentation/d/1JPeZp1Kmj5BVku16XZR8gpo8xvxwpmi0PkWHq73DDoE/edit#
slide=id.g54587baa50_0_14
Why KGs for fact checking?
Survey fact checking: https://arxiv.org/pdf/2002.00388.pdf
Survey knowledge graphs: https://arxiv.org/pdf/2002.00388.pdf

Domain-specific knowledge graphs:
https://docs.google.com/presentation/d/1l2T8FlomxnP4jDC2mjMQLVJvhL2szd69D676GXGLqtA/edit#sli
de=id.ge1e1fc1e29_0_1316

https://docs.google.com/presentation/d/1JPeZp1Kmj5BVku16XZR8gpo8xvxwpmi0PkWHq73DDoE/edit
https://docs.google.com/presentation/d/1JPeZp1Kmj5BVku16XZR8gpo8xvxwpmi0PkWHq73DDoE/edit
https://arxiv.org/pdf/2002.00388.pdf
https://docs.google.com/presentation/d/1l2T8FlomxnP4jDC2mjMQLVJvhL2szd69D676GXGLqtA/edit
https://docs.google.com/presentation/d/1l2T8FlomxnP4jDC2mjMQLVJvhL2szd69D676GXGLqtA/edit
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Contributions 2

• Slide 23:

Functions :

https://docs.google.com/presentation/d/1_UZ1fpt4hZRPDvd0AAKaaiW
f6Gq3-dcE60DPm2LTzig/edit#slide=id.ge4886c0253_0_50

https://docs.google.com/presentation/d/1_UZ1fpt4hZRPDvd0AAKaaiWf6Gq3-dcE60DPm2LTzig/edit
https://docs.google.com/presentation/d/1_UZ1fpt4hZRPDvd0AAKaaiWf6Gq3-dcE60DPm2LTzig/edit
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Side Information Collection
• We acquired additional knowledge using:

• Wikipedia InfoBox: Extracted knowledge from Wikipedia infoboxes for different datasets.

• {‘title wikis’, ‘websites’, ‘types’}  -
 RDE(S)                                      {‘Names’, ‘websites’, ‘title wikis’} - 
RDE(D)                                     {‘Names’, ‘websites’, ‘affiliation’} -
 RDE(I)                                     {‘Names’, ‘websites’, ‘title wikis’, ‘types’} - 
ESCO(S)                              {‘Names’, ‘websites’, ‘title wikis’} - 
ESCO(D)                                    {‘types’, ‘industries’, ‘websites’, ‘native 
names’, ‘title wikis’} - DBpedia(C).

• Google Knowledge graph (Serp API): We  extract textual descriptions and other attributes such 
as {location, type, established} for entities to supplement the model with semantic knowledge.
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Table 3. Results of triple prediction 
task on proprietary dataset.

MRR Hits @

Model Raw Filter 1 3 10

TransH   0.52 0.69 0.63 0.73 0.82

TransD 0.50 0.67 0.62 0.69 0.80

TransR 0.20 0.60 0.55 0.64 0.73

TransE 0.51 0.60 0.56 0.62 0.68

HolE 0.22 0.48 0.34 0.49 0.71

ComplEx 0.29 0.34 0.25 0.35 0.52

DisMult 0.30 0.40 0.30 0.40 0.50

RotatE 0.28 0.41 0.39 0.40 0.43
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Entities Count

Skills 12,057

Certifications 1100

Companies 2,23,955

Total Entities 3,65,061

Institutes 87,905

Designations 10,000

Qualifications 60

Total relations 40,11,030
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Knowledge Graph

Graph structured knowledge bases (KBs) that store factual information in form of 
relationships between entities.

Nodes represent entities, edge labels represent types of relations, edges represent existing relationships.
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Challenges

• Heterogeneous Data (different industries and business areas, languages, labour 
markets, educational systems etc.)

• Dynamically Evolving behavior of users

• Unavailability of Domain Specific Knowledge Bases

• Huge Volumes of Data-  Recruitment Business with billions of users.
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Literature Review

Attributes 
using 

Information 
Extraction

• Generic approaches

• Domain-specific 
methods

Misleading 
Content

• Content-based 
approaches

• Context-based 
approaches

• Knowledge-based 
approaches

Identification

• Proposed an end-

to-end framework 

for Information 

Extraction.

• Addressed the 

problem of 

predicate mapping 

that will reduce 

heterogeneity in 

KGs .

• Dataset:  1,20,000 

Wikipedia articles

• Precision, Recall 

improved- 0.24 , 

10.02

• F- measure 

improved - 6.56
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Literature Review

Attributes 
using 

Information 
Extraction

• Generic approaches

• Domain-specific 
methods

Misleading 
Content

• Content-based 
approaches

• Context-based 
approaches

• Knowledge-based 
approaches

Identification

• Heterogeneous 

Academic 

Information 

Network.

• Dataset:  3.13 

billion triples.

• Extracted all 

scholars, papers 

and venues in 

those  fields of 

study to construct 5 

heterogeneous 

collaboration 

networks.
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Literature Review

Canonicalization

• Generic approaches

• Domain-specific 
methods

Missing

• Content-based 
approaches

• Context-based 
approaches

• Graph-based 
approaches

Improvement

Kertkeidkachorn et al.

(AAAI 2017)

Wang et al.

(CIKM 2018)

Vidros et al.

(Future Internet 2017)

Mahbub et al.

(ISD 2018)

Pan et al.

(ISWC 2018)
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Contribution 
3: Improve quality of  job postings
• We acquired additional knowledge using:

• Wikipedia InfoBox: Extracted knowledge from Wikipedia infoboxes for different 
datasets.

• {‘title wikis’, ‘websites’, ‘types’}  -
 RDE(S)                                      {‘Names’, ‘websites’, 
‘title wikis’} - RDE(D)                                     {‘Names’, 
‘websites’, ‘affiliation’} -
 RDE(I)                                     {‘Names’, ‘websites’, ‘title 
wikis’, ‘types’} - ESCO(S)                              {‘Names’, 
‘websites’, ‘title wikis’} - 
ESCO(D)                                    {‘types’, ‘industries’, 
‘websites’, ‘native names’, ‘title wikis’} - DBpedia(C).

• Google Knowledge graph (Serp API): We  extract textual descriptions and other 
attributes such as {location, type, established} for entities to supplement the model 
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What to Identify?

• Fraudulent jobs are dishonest, money seeking, intentionally and 
verifiably false that mislead job seekers.

• Fraudulent jobs contain untenable facts about domain-specific entities 
such as mismatch in skills, industries, offered compensation, etc.

Fig. 1. Examples of job postings a) fraudulent job on the left and b) legitimate at the right. These job postings 

are taken from publicly available dataset.
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Literature Review

Paper title/ Reference

Domain / 

Criteria Research gap

CESI: Canonicalizing open knowledge bases using 

embeddings and side information [8]

(WWW, 2018)

Non-standard

Recent research discusses either statistical similarity 

measures or deep learning methods like word-

embedding or siamese network-based representations 

for canonicalization.Canonicalization of entities in

recruitment domain [7]

(PAKDD, 2020)

Hiring Now A Skill-Aware Multi-Attention Model 

for Job Posting Generation [6]

(ACL, 2020)

Missing

Existing approaches are limited to contextual 

modelling and do not exploit inter-relational structures 

such as job-job and job-skill relationships.
Retrieving Skills from Job Descriptions: A 

Language Model Based Extreme Multi-

label Classification Framework [5]

(COLING, 2020)
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Literature Review

Information 
Extraction

• Generic approaches

• Domain-specific 
methods

Misleading 
Content

• Content-based 
approaches

• Context-based 
approaches

• Knowledge-based 
approaches

Identification

Kertkeidkachorn et al.

(AAAI 2017)

Wang et al.

(CIKM 2018)

Vidros et al.

(Future Internet 2017)

Mahbub et al.

(ISD 2018)

Pan et al.

(ISWC 2018)
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Side Information Collection
We acquired additional knowledge from

Wikipedia InfoBox: Extracted knowledge from Wikipedia infoboxes for different 
datasets.

                                                   {‘Names’, ‘websites’, 
‘affiliation’} -  RDE(I)                                     {‘Names’, ‘websites’, 
‘title wikis’, ‘types’} - ESCO(S)                             - 
ESCO(D)                                   - DBpedia(C).

Google Knowledge graph (SERP API): We  extract textual descriptions and other 
attributes such as {location, type, established} for entities to supplement the model 
with semantic knowledge.
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Research Objectives

1. To Identify misleading content
• Extract domain-specific information from job postings and 

construct domain-specific knowledge base.

• Build a framework to classify misleading information 

using domain knowledge.

2. To Improve job posting quality
• Standardize the recruitment domain entities (skills, 

institutes, companies, designations).

• Build a framework for missing entities (skills) prediction.
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Literature Review

Attributes 
using 

Information 
Extraction

• Generic approaches

• Domain-specific 
methods

Misleading 
Content

• Content-based 
approaches

• Context-based 
approaches

• Knowledge-based 
approaches

Identification

• Fake news 

Detection Problem.

• Proposed B-TransE 

model to detect 

fake news using 

knowledge graphs.

• Addressed the 

problem 

of  computational-

oriented fact 

checking.

• Dataset:  Kaggle 

"Getting real about 

fake news".

• F- measure 

improved – 0.81
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Contribution 2

• Existing approaches mainly focus on handcrafted, linguistic, writing styles, 
string-based features of job postings.

• Ignore the factual information among domain-specific entities present in 
job postings, which are important to capture relationships.

To capture 

the connections

between 

domain-

specific entities

Incorporate 

the factual info

rmation 

in Knowledge

Graph

Employ fact-

checking

algorithms
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Related Work
Related work Domain / Criteria

Research gap

Kertkeidkachorn et al. , T2KG: An End-to-

End System for Creating Knowledge Graph

(AAAI, 2017)

 

Domain-specific

Knowledge

Graphs

1. Open (Public) Knowledge bases are available. They 

do not contain domain-specific information.

2. Recruitment domain-specific Knowledge bases 

are unavailable.Wang et al. (AceKG: A large-

scale Knowledge Graph 

(CIKM, 2018)

Automatic detection 

of online recruitment frauds: Characteristics,

methods, and a public dataset [4]

(Future Internet, 2017)

Misleading

1. Existing approaches focus 

on studying writing styles, linguistics, and context-

based features.

2. Ignore the relationships among domain-

specific entities.

3. Unavailability of recruitment domain Knowledge 

Graph.

Content-based fake news Detection [3]

(ISWC, 2020)

130
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• In future,

• Plan to test our approach for hierarchy-based, neural network-based  and path-
based fact-checking algorithms.

• Learning heterogeneous information from documents such as CVs to build 
an integrated framework and explore user features.
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Research Work

1. To Identify misleading content

• Extract domain-specific information from job postings and 

construct domain-specific knowledge base.

• Build a framework to classify misleading information 

using domain knowledge.

2. To Improve job posting quality

• Standardize the recruitment domain entities (skills, 

institutes, companies, designations).

• Build a framework for missing entities (skills) prediction.
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Problem Formulation

Let J = {J1, J2, J3........., JN} be the set of job postings and Y = {y1, y2, y3........., 

yn} be corresponding labels such that yi ∈ {0, 1}. For every Ji, we extracted a set 

of triples Ti where Ti = {ti
1, t

i
2, t

i
3,…......., ti

k} and k > 0 ; using OpenIE. A triple 

ti
j ∈ Ti is of the form (subject (s), predicate (p), object (o)) where (s, o) ∈ E and 

p ∈ P. We further define mi ∈ M and ci ∈ C as meta features and contextual 

features extracted from Ji
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Summary

• We design a novel multi-tier framework Kernel-based Canonicalization Network 
(KCNet).

• KCNet induces a non-linear mapping between the contextual vector 
representations while capturing fine-granular and high-dimensional relationships 
among vectors.

• KCNet efficiently models more prosperous semantic and meta side information 
from external knowledge towards exploring kernel features for canonicalizing 
entities in the recruitment domain.

• We demonstrate that our proposed methods are also generalizable to domain-
specific entities in similar scenarios.
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Objective

Our objective is to learn function Φ where Φ: F (KGA
false (T) i, KGA

true (T) i , c i, mi 
where KGA

true(T) i is the scoring function, we learn from triple t i ∈ T i |yi = 0 of 
legitimate job postings and KGA

false(T) i from triple t i ∈ T i |yi = 1 of fraudulent job 
postings. Here KGA ∈ {TransE, TransR, TransH, TransD, DistMult, ComplEx, HolE, 
RotatE} which are popular fact-checking algorithms from existing knowledge graph 
literature.
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Test Results over HAC using pairwise 
similarity

Micro

Macro
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• https://precog.iiitd.edu.in/pubs/2021_July_KCNet.pdf

• https://precog.iiitd.edu.in/pubs/2021_July_KCNet.pdf

https://precog.iiitd.edu.in/pubs/2021_July_KCNet.pdf
https://precog.iiitd.edu.in/pubs/2021_July_KCNet.pdf
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