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Online Professional Activities

Massive increase in professional, scientific, and technical services from 2021-2031
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Online Professional Activities

Massive increase in professional, scientific, and technical services from 2021-2031
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Interaction of different contributors and the content shared by them on online professional platforms
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Online Professional Activities

Massive increase in professional, scientific, and technical services from 2021-2031

Job Seekers

&

Recruiters

N Job postings ‘@

OmpanﬁOWﬁtH@lstered users
89.73 onthly active users

Question Askers ¢ = g 6.65 Job applications/day
2,277, .7 Q\\e‘v‘\ 58 M+ Uuestions
» ol Certifications Delerees ations Salary

T |
Interaction of different contributors and the content shared by them on online professional platforms
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Content Quality Matters!

830 M+ Registered users

89.73 M+ Monthly active users

6.65 M+ Job applications/day
. 58 M+ Questions

Source: https://www.linkedin.com/pulse/50-linkedin-statistics-every-professional-should-ti9ue/
https://bit.ly/3z4RE4P

Ayjuenp ysiy

Ajiauenp moT

High Quantity & Low Quality
Efficient but ineffective

High Quantity & High Quality
Efficient and effective

Low Quantity & Low Quality Low Quantity & High Quality
Inefficient and ineffective Inefficient but effective
‘ o
Low Quality High Quality Fig.1
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Content Quality Matters!

Quality follows the value content create after being put to use

Content Quality is paramount for those who rely on online professional
platforms for business & networking

How often should | post on LinkedlIn to stay active? in)

There's no one-size-fits-all answer, but aiming for 1-2 posts per week can help you stay
visible without overwhelming your network. Quality over quantity is important; focus on

sharing insightful content that adds value to your audience.

INDRAPRASTHA INSTITUTE of
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Content Quality Issues

Inconsistent Content (Non-standard Entities)

o
1000000y

Dr. Babasaheb Ambedkar
Marathwada University
Aurangabad
1145 variations

i

-
@1CICT PRIDENTIALT 7
R

ICICI Prudential Life Insurance
497 variations

a Incomplete Content (Missing Entities)

Job Title Market Analyst

---------------------------------------------------------------

Job Assist the Manager In sourcing food Industry, in conducting product research and
analysis. Facllitate effective communication between the analytics and user experiénce
description leams. Suong research, dala anatysis and communication skills,

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

communicalion data anatysis regex visualization python

| J L J

2
\ Eapiot Sam Vrgher] Sade

Around 65% of job descriptions are missing skills
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Content

B Fraudulent Content

Quality Issues

u Low-quality Content

I - 3rdi+ e
Airport Shuttle Drivers
3mo @
Primary duties include picking up passengers providing on time
shuttle service assisting passengers by answering question,
providing directions or attending to their Various other needs.
This includes helping paengers with inquiries about delayed or
| :
$2,000-10,000/Week

O 1-1 comment

A misleading job advertisement on LinkedIn that promises

unusually high salary for shuttle-bus drivers

Nokia 2700 Classic copy contacts to SIM without display? [closed]

. The display of my Nokia 2700 Classic has broken accidentally. | need to copy all contacts to my SIM
1 card. | don'tintend to repair it. | just need to copy contacts to the SIM card. Can someone help me?

-w Here is an example for 2600: http:/discussions.nokia.com/t5/Hardware-Codes-and-Operator/2600-
copy-contacts-to-SIM-without-display/td-p/543272 But | need instruction for Nokia 2700.

Toubesnooting

mod | share | edit | reopen | delete | flag | copy | @@ edited 1 hour ago asked 1 hour ago

Mat ﬁ Reekdeb Mal
2,283 #3016 51

closed as off topic by techie007, slhck ‘ 1 hour ago

This question was closed because:

add comment

s ...itis not about computer hardware. Mobile phones, gaming consoles and other electronic devices aren't
considered computers.

Consider editing the question or leaving comments for improvement if you believe the question can be reworded
to fit within the scope. Read mere about closed questions here.

A question gets closed due to off-topic content on

technical question answering website

IIIrJ INDRAPRASTHA INSTITUTE of
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Core Thesis Question
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Thesis Contributions




Core Thesis Question

How can we improve the quality of online professional
content by leveraging domain-specific learning and
knowledge?



01

Standardize Entities 02  Find missing Entities 03 Identify misleading content 04 Identify low-quality content

h W@ N

Thesis Contributions

Developed a multi-tier framework, KCNet to normalize domain-specific entities (skills, institutes,
companies, and designations)

Proposed and evaluated novel framework, JoboXMLC for finding missing entities to improve the
quality of jobs using job-skill graph

Built a Domain-specific Knowledge Graph (Con2KG) and developed a novel framework FRID to
classify fraudulent and legitimate jobs

Developed an architecture to identify low quality (off-topic, too broad, opinion-based, unclear what
are you asking) questions

INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI 20
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01  Standardize Entities 02  Find missing Entities 03 Identify misleading content 04 Identify low-quality content

Thesis Contributions

1 Developed a multi-tier framework, KCNet to normalize domain-specific entities (skills, institutes,

companies, and designations)

“Ir.) INDRAPRASTHA INSTITUTE of
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01

Standardize Entities

Inconsistent Content

Non-standard Entities

01. Spelling Variations

02. Hierarchical variations

03. Overlapping but different
entities

04. Domain specific concepts

05. Semantic variations

06. Short Forms or Abbreviations

Java Developer
Java Deveoper

Oracle Financial Services Software
Oracle Corporation

Emerald Bikes pvt limited
Emerald Jewellery Retail Limited

SOAP
REST

Accel Frontline
Inspirisys

umbc
University of Maryland, Baltimore County

inp
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01 Standardize Entities

Objective

2 )
Microsoft corp india pvt Itd
\ Microsoft corporation (india) pvt. Itd |:> B J
Microsoft corp india pvt Itd UMBC
| N Py of BE-IPN P
4 )

INDRAPRASTHA INSTITUTE of
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01 Standardize Entities

Research Gap

approaches
» Domain-specific

Canonicalization

-~

.

Vashishtha et al.
. Generic / (WWW 2018)

- methods \
: Fatma et al.
Improving (PAKDD 2020)

Focus upon either statistical
similarity measures or deep learning methods like
word-embedding and lack domain-specific
knowledge for normalization.

~

/

inp
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01

Standardize Entities

Dataset Statistics

RDE(C) 25,602
Proprietary RDE() 23,690
RDE(D) 3,894
RDE(S) 607
DBpedia(C) 2,944
Open ESCO(S) 2,644
ESCO(D) 2,903

Dataset from popular recruitment platform

RDE(C) {‘title wikis’, ‘websites’}
Proprietary  RDE(l) {'Names’, ‘websites’, ‘affiliation’}

RDE(D) {'Names’, ‘websites’, ‘title wikis’}

RDE(S) {title wikis’, ‘websites’, ‘types’}

DBpedia (C) {‘types’, ‘industries’, ‘websites’, ‘native
names’, ‘title wikis’}
Open
ESCO(S) {'Nameys’, ‘title wikis’, ‘websites’, ‘types’}

ESCO(D) {'Names’, ‘websites’, ‘title wikis’}

Side Information Collection from Wikipedia InfoBox and Google KG

““-) INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI 25



01

Standardize Entities

Proposed Architecture

© Clustering / Canonicalizing

Hierarchical Agglomerative

clustering
KCNet 2

Kernel based
Canonicalization
Network to learn
pairwise similarity

between input pairs.

Dataset
(@ Set of Entities (Skills, designations,
companies, institutes)
Side Information Acquisition.
Positive and negative samples are created.
Random sampling is used for negative pairs.

KCNet: Kernel-based Canonicalization Network for entities in Recruitment Domain published in 30th International Conference on Artificial

Neural Networks (ICANN). 2021.

INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI 26
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01 Standardize Entities

Proposed Framework

Entity embedding module

g VS
f R
— Entity
' embedding s \'
generation W Z(.)
Extract entities from : J

source documents (CVs,
job postings, company proﬁles)

Y ,~: ") |=—>{Output Similarity Sim(x;,x;)
& Layer Score "

Side

information ; ;
e:‘t::&rr\‘g Feed Forward
g Neural Network

Collect side information of entities Al
from external knowledge sources
(Wikipedia, GoogleKG) Kernel Network
B
Side Information module

““-) INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI 27



01 Standardize Entities

Proposed Framework

Z models element-wise relationships between input pairs.
Z = (w; o Wj) O |w; - Wj|

+ +

where wk; represents the kth dimension of w,.The dimensionality of Z is 2 * (m + n).

““-) INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI 29



01 Standardize Entities

Results

>
Galarraga-IDF'} 33.2
Distilled S-BERT(*)+cosine 47.8
Distilled S-BERT(**)+ cosine 47.5
CharBiLSTM+A' 81.8
WordBiLSTM+A" 80.1
CharBiLSTM+A+Word+A" 82.7
KCNet (without sideinfo) 96.7
KCNet (with sideinfo) 99.5

Table 1: Test Results of pairwise similarity using our proposed model in comparison with different baselines. Here S, D, |, C refers to Skills, Designations, Institutes, and Companies datasets

S

F
12.5
47.5
48.8
86.9
86.5
88.5
90.6
994

63.0
49.7
49.8
72.6
90.5
94.4
99.6
99.7

D

P
60.3
48.8
49.9
77.2
94.8
96.3
90.9
99.6

F
64.3
49.7
34.6
84.5
80.6
86.7
92.4
99.5

P
66.5
49.1
41.5
84.8
83.3
86.7
89.3
99.5

F
75.8
49.2
56.2
99.3
95.3
99.5
99.4
99.5

C

p
71.2
49.1
48.4
98.9
95.6
99.2
98.8
99.3

Performance

(Proprietary) respectively. Results of T are taken from [1]. P and F refers to Precision and F1-scores. Distilled S-BERT (*, **) refers to (entity, entity side information) embedding using
distilled S-BERT model.

D |

INDRAPRASTHA INSTITUTE of
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01 Standardize Entities

Summary

KCNet induces a non-linear mapping between the contextual vector representations while
capturing fine-granular and high-dimensional relationships among vectors.

KCNet efficiently models more prosperous semantic and meta side information from external
knowledge towards exploring kernel features for canonicalizing entities in the recruitment
domain.

KCNet is able to model similar semantic variations (mycology, fungi studies) gives a pairwise
similarity score of 0.98.

Misclassified some skills such as bees wax and natural wax which signify same concept but
occur in the different cluster.

INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI 31
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02

Find missing Entities

Incomplete Content (Missing Skills

job search

ﬁ

©

Job seeker
* Find relevant
. candidate
Recruiter

Missing Skills Problem

ind o

MONSTER

coreersfuture

Get less number of
applies from job seekers

2>
Q

Poor performance of search and
recommendation systems

™
0

Skills are crucial parameters to
determine whether or not a
candidate is suitable for a job position

" Poor quality .

job postings

INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI
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02  Find missing Entities

Finding Missing Skills

Job Title Market Analyst

Assist the Manager in sourcing the food industry and in conducting product research and analysis. Facilitate
Job effective communication between the analytics and user experience teams. Evaluates customers' online

description behaviour and provide insights and recommendations for further enhancements to the guest experience.
Strong research, data analysis and communication skills.

Required
skills

communication data analysis tableau visualization python Excel

I | I |
Explicit Skills

Implicit Skills

An example of a job posted over a recruitment platform. The job description does not include implicit and job-specific skills such as 'tableau’, 'visualization',
‘python’, and 'Excel'.

IIIr) INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI



02  Find missing Entities

Finding Missing Skills

PoAp
Q\/;(Q*(}’ Novel job-skill graph consisting of 22, 844 nodes(jobs and skills)
o and 650K relationships

Formulated and proposed a framework, JobXMLC that learns a
job-skill graph with multi-resolution graph neighborhoods

JobXMLC outperforms by a margin of 6% from the SOTA baselines

K

JObXMLC is lightweight, up to 18X faster in training and 634X in
» predicting than existing deep learning-based extreme classifiers

INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI
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02  Find missing Entities

Dataset Statistics

#No. of job posts 20, 298 20, 320
# of distinct skills 2,548 275
# of skills with 20 or more 1,209 50
mentions
Average skill tags per 19.98 2.8
job post
Average token count per 162.27 200.8
job post
Maximum token count 1,127 800
in a job post

Dataset statistics for mycareersfuture.sg and StackOverflow Jobs

IIIrJ INDRAPRASTHA INSTITUTE of
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02  Find missing Entities

Proposed Approach

Job description

Market Researcher
Assist the Manager in sourcing the food industry and in
conducting product research and analysis. Facilitate 1Y 2
effective communication between the analytics and user Ji b
experience teams. Evaluate customer’s online behaviour
and provide insights and recommendations for further
enhancements to the guests experience. Strong
research, data analysis and communication skills.

intialization of
job nodes

| (1)

T

Required skills
(o )

‘Communication

s|npoyy Buisssooid-aid

l

2. o4
Sj Sj

[Visllalixation ] [ Python ]

1

S

intialization of
skill nodes

Initial
Embedding

relevant skills to jobs
connected based on ground

Set of job and skill nodes

Final generated
job-skill graph

[ Moduie | (job-skill graph construction) )

Layer 3
(Convolution
and
Transformation

Similar skills

Layer 2
(Convolution
and
Transformation

L ap
Y

o’

L oap
30
<

Similar jobs

Layer 1
(Convolution
and
Transformation

Qo

le
o~

Immediate skills ""

( Module if (Propagation Network) )

Skill label
specific
embedding

!

h®)

One vs All
Classifier

1

Predicted Skill labels

Moduie ili: Extreme multi-label
classification

JobXMLC consists of three components: Module | consists of a mechanism to construct a job-skill graph, and Module Il consists of a graph neural network-based architecture
that learns embeddings using multi-hop neighborhoods using a job-skill graph effectively. Module Il uses a scalable mechanism of extreme classifiers to predict missing skills.

INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI
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02  Find missing Entities

Proposed Approach

C Module iI (Propagation Network) )

C Module | (job-skill graph construction) ) Module Hli: Extreme muiti-label )

classification

-
.
Layer 3 .
(Convolution H
and H
() [
Job description . Y i
) ) . T\ Skill label
VT I t skills to job: > ifi
Market Researcher intialization of © e;l adnbs I : o d i —>  specific

Assist the Manager in sourcing the food industry and in job nodes connected based on groun u A embeddlng
conducting product research and analysis. Facilitate 1.2 .d-17:d truth :
effective communication between the analytics and user 3, i i - -- »
experience teams. Evaluate customer's online behaviour [
and provide insights and recommendations for further ? :
enhancements to the guests experience. Strong ® Layer 2 [
research, data analysis and communication skills. R (Convolution .

o
] and . i (s) %Te V.Sf.A"
g Initial Transformation . t By
Required skill 2 Embedding
= 1 2 k-1 -
Communication Data Analysis é_ Similar jObS :
= 1 L]
Visualization l [ Python ] ’ Excel ] @ Setof jOb and skill nodes F]gtils?(ﬁrg:::)?\d : Predicted Skill label
) [ reqicte: Il labels
sj1 sz - - sjd'1 Sj (Convolution " | I
—/ .
S and : ! !
intialization of Transformation -
: | @® @

Immediate skills k1K .
.
.
L]
L]
.

JobXMLC consists of three components: Module | consists of a mechanism to construct a job-skill graph, and Module Il consists of a graph neural network-based architecture
that learns embeddings using multi-hop neighborhoods using a job-skill graph effectively. Module Il uses a scalable mechanism of extreme classifiers to predict missing skills.

lllr) INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI



02  Find missing Entities

Job-skill graph construction

EJob description]
C relevant skills to jobs
Market Researcher intialization of 4 based J g
Assist the Manager in sourcing the food industry and in job nodes connected based on groun
conducting product research and analysis. Facilitate 1.2 .d-1 7. d truth
effective communication between the analytics and user Ji I | - — ~
experience teams. Evaluate customer's online behaviour T
and provide insights and recommendations for further 3
enhancements to the guests experience. Strong ®
research, data analysis and communication skills. ;U
(]
o
& ”
o Initial
( Required skills ) a Embedding
<
Communication Data Analysis | Tableau I 8_
—>» c ’
(0]

[Visualization ] [ Python ] [ Excel ]

| Set of job and skill nodes F_|nal ggnerated
job-skill graph
1 o2 _ .. od1 od7
S S Si S

intialization of
skill nodes

Pre-process job description (apply POS tagging to filter uninformative words)
Initialize the nodes (jobs, skills) using representations from a light-weight embedding model
Skills relevant to jobs are connected based on ground truth (required skills)

IIIr) INDRAPRASTHA INSTITUTE of
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02

Job description

Market Researcher
Assist the Manager in sourcing the food industry and in
conducting product research and analysis. Facilitate
effective communication between the analytics and user
experience teams. Evaluate customer's online behaviour
and provide insights and recommendations for further
enhancements to the guests experience. Strong
research, data analysis and communication skills.

Required skills

Communication

[ Excel ]

[Visualization ] [ Python ]

Data Analysis
—>

Find missing Entities

Proposed Approach

)
intialization of
job nodes

1Y:2 :d-17;d
50T - ke

iy

e

Y

15}

Q

®

&. Initial

3 Embedding

=

o

o

<

@ i
1 2. od1 o
SiSi SIS

intialization of
skill nodes

d-

relevant skills to jobs

truth

connected based on ground]

Set of job and skill nodes

Final generated
job-skill graph

( Module 1 (job-skill graph construction) j

Layer 3
(Convolution

!

(Convolution
and
Transformation

(Convolution

and
Transformation

Immediate skills ""

/‘ Skill label
Y »  specific

A embedding

- One vs All

]1(") Classifier

]

Predicted Skill labels

k\ Module I (Propagation Network) )j
L (]

Module lil: Extreme mufti-label

classification ]

JobXMLC consists of three components: Module | consists of a mechanism to construct a job-skill graph, and Module Il consists of a graph neural network-based architecture
that learns embeddings using multi-hop neighborhoods using a job-skill graph effectively. Module Il uses a scalable mechanism of extreme classifiers to predict missing skills.
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02  Find missing Entities

Propagation Network

» Exploits higher-order job-skill graph structure using
multiple layers of aggregation

» Convolution aggregates information from node
neighbors

» Transformation update the node representation based
on convolved embeddings

» The network is able to capture transitive cues if jobs j;
and j, share a common skill s;. Another skill s, relevant
to j,, we infer that s, might also be relevant to j,

_ k-1
=0+ 30 570 o B = 19 4 3R g(70) @)
FENw jF#v
where N, be the set of neighboring nodes of an i**

k .
node; f-aE ) be the representation of the v** node  palization and Ry, is a parameter matrix for the
after layer k, and A is a fixed scalar for layer k. residual layer.

where g(.) is ReLU activation, 4(.) is batch nor-

Layer 3 P Q §e
(Convolution o\ /{
and o \/ ‘< >
Transformation)

Similar skills®” g

-----

L ap
(Clc;r?jlrczl;uﬁon Q§ —(<>)

Transformation) o \O/

Similar jobs

Q
Layer 1 /Q <
(Convolution < >
and (
Transformation) \Q/

Immediate skills ""

IIIrJ INDRAPRASTHA INSTITUTE of
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Job description

Market Researcher
Assist the Manager in sourcing the food industry and in
conducting product research and analysis. Facilitate
effective communication between the analytics and user
experience teams. Evaluate customer's online behaviour
and provide insights and recommendations for further
enhancements to the guests experience. Strong
research, data analysis and communication skills.

[ Excel ]

Communication Data Analysis

[Visualization ] [ Python ]

02

Find missing Entities

Proposed A

__),

a|npoy\ Buisseooid-aid

i’

j

intialization of
job nodes

ji2 -t

Initial
Embedding

- Sj

2 d-1

Si
intialization of
skill nodes

S:

d-

relevant skills to jobs
connected based on ground
truth

Final generated
job-skill graph

Set of job and skill nodes

( Module I (job-skill graph construction) )

Layer 3
(Convolution
and

L ap
O\
Transformation) ? _< >

Similar skills©” o’

Layer 2
(Convolution
and
Transformation)

Layer 1
(Convolution
and
Transformation)

1).__. 1
Immediate skills '

( Module Il (Propagation Network) ]

'\ Skill label

/ »  specific

Y embedding
~, | OnevsAll
h("’] Classifier

Predicted Skill labels

Module lli: Extreme multi-label
classification

2

JobXMLC consists of three components: Module | consists of a mechanism to construct a job-skill graph, and Module Il consists of a graph neural network-based architecture
that learns embeddings using multi-hop neighborhoods using a job-skill graph effectively. Module Il uses a scalable mechanism of extreme classifiers to predict missing skills.

mnn
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02  Find missing Entities

Extreme multi-label classification

Incorporate label-wise attention
for every skill and obtain their
attention weights

Calculate score for label-specific
embedding and then

One vs all classifier is used to
obtain a score for a skill label

Layer 3 P Q 2
(Convolution q /{
and ‘(( —<> —
Transformation) - v
similar skils® N Skill label
. }\ W —»  specific
) -hcdhd = | &7 embedding
o Q : !
Layer 2 O\ /Q /O -
Convolution —<< > -
( and Q . > () One vs All
Transformation) o \O/ . h'*| Classifier
Similar jobs . \1
ap i
(C'-ayelr : /Q < > . Predicted Skil labels
onvolution .
and q . I {
Transformation) \o/ .

Immediate skills
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02  Find missing Entities

Qualitative Analysis

minimum 5 7 years experience information technology software development must 3 4 yeras experience dot
net development experience asp.net ¢, .net xml experience, language query update etc knowledge pc
networking require dot net developer mnc client singapore typre position long term contract initial degree
information technology require minimum 5 7 years experience information technology software development

must 3 4 years experience dot net development experience asp.net ¢ net xml etcknowledge pc networking
good communication skills

Job descriplion

Required skills Software . . . .
(Ground lrulh) development java LIET Ja\/ascrlpt JQuery i K appllcatlons ol ET] L
Software ) ) . )
BERT-XMLC+CAB development  13va NET jQuery XML PHP Python C Linux Software engineering
Software

OBMLE  evelopment  Java (NET  Javascript  jQuery XML Web applications ASP.NET SDLC

Shows the skills predicted by BERT-XMLC+CAB and JobXMLC where input is job description. Purple shows correct skill predictions by JobXMLC as compared with
required skills (ground truth). Green shows the extra skills predicted by JobXMLC. Red skills are missed by BERT+XMLC+CAB model as compared with ground truth.

Illr) INDRAPRASTHA INSTITUTE of
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02  Find missing Entities

Experiments and Results

e e Lo Lieso | res | ren ] rexn

14.17

LSTMt 11.67
Bi-LSTMt 13.02
Bi-GRUt 13.98
BERT+XMLC 15.27

RoOBERTa+XMLC 16.15
BERT+XMLC+CAB 16.72
GalaxC 16.31
JobXMLC (GraphSaint)  16.23
JobXMLC (GraphSAGE) 16.84
JobXMLC 18.29

23.58
18.44
21.37
23.43
25.96
26.52
29.45
28.34
27.79
29.18
32.33

45.34
35.02
41.54
44.41
51.18
51.99
58.98
54.16
53.32
56.89
63.18

56.67
46.67
52.07
55.94
61.06
60.08
66.87
65.25
64.93
67.36
73.20

47.17
36.89
42.75
46.87
51.92
53.85
58.90
56.70
55.59
58.36
64.66

30.23
23.34
27.70
29.61
39.32
39.87
41.21
36.11
35.55
37.93
42.22

Results of JobXMLC along with state-of-the-art approaches on mycareersfuture.sg dataset. For RNN-based models (T), we have
limited all model architectures to two layers.

mnn
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02  Find missing Entities

Experiments and Results

--

25.16

LSTMt 26.63
Bi-LSTMt 41.46
Bi-GRUT 46.15
BERT+XMLC 35.50
RoBERTa+XMLC 36.20
BERT+XMLC+CAB 37.20
GalaxC 43.27

JobXMLC (GraphSaint) 39.16
JobXMLC (GraphSAGE) 38.76
JobXMLC 47.85

39.39
40.47
55.27
59.01
50.95
52.23
51.24
51.47
51.73
52.26
59.26

64.80
67.89
76.38
78.61
76.06
77.05
78.98
67.50
73.99
74.19
74.53

15.24
16.07
23.83
26.68
20.75
21.98
22.18
24.23
22.28
21.98
26.92

11.72
11.95
16.12
17.23
14.99
15.09
15.02
14.53
14.88
14.99
16.94

6.36
6.65
7.56
7.79
7.58
7.88
8.03
6.50
7.22
7.23
7.23

Table 3: Results of JobXMLC along with state-of-the-art approaches on StackOverflow Jobs dataset. For RNN-based models (),
we have limited all model architectures to two layers.
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02  Find missing Entities

Performance Comparison

I\/Iodels Training Time (i Prediction Time Training Time Prediction Time
hours) (in ms) (in hours) (in ms)

BERT+XMLC 5.50 1200 1.63 350
RoBERTa+XMLC 4.72 1200 1.24 350
BERT+XMLC+CAB 9.50 1200 4.86 350
JobXMLC 0.51 1.89 0.31 1.71

Comparison of JobXMLC with stronger baselines. JobXMLC is faster to train than leading Deep Extreme Classifiers like BERT at training time
and prediction time.
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02  Find missing Entities

Summary

Proposed a JobXMLC framework, which uses a graph neural network to incorporate neighborhood
information with the help of a collaborative graph over jobs and skills

JobXMLC leverages skill attention mechanism and attends to multi-resolution representations of jobs
and skills

JobXMLC outperforms leading deep extreme classifiers on precision and recall metrics by 6% and 3%
respectively

JobXMLC is 18X faster on training and 634X faster on predicting than deep extreme classifiers and can
be scaled efficiently to real-world datasets with thousands of labels
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01  Standardize Entities 02  Find missing Entities 03  Identify misleading content 04 Identify low-quality content

3 Con ) KG Built a Domain-specific Knowledge
] Graph (Con2KG) and developed a novel

F RJ D, framework FRID to classify fraudulent
and legitimate jobs



03  Identify misleading content

|[dentify misleading content

Extract domain-specific information from job postings and construct domain-specific
knowledge base (Building the Domain-Specific Knowledge Graphs)

Build a framework to classify misleading content using domain knowledge

INDRAPRASTHA INSTITUTE of
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Building the Domain-Specific
Knowledge Graphs

| Designation
Unique Job ID
da'a nosql Skills
analyti
sam sap machlne Experience
reports Iearnlng

Linguistic Pre-Processing

Qualification

T

Q

Information Extraction

Q

[ Specialization

|

@

Polarity Detection

I

Knowledge Graph
Construction

i

Con2KG-A Large-scale Domain-Specific Knowledge Graph published in
Proceedings of the 30th ACM Conference on Hypertext and Social Media, pp. 287-288. 2019.
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03  Identify misleading content

Building the Domain-Specific
Knowledge Graphs

Linguistic Pre-Processing

h

; Information Extraction

Polarity Detection

i

Knowledge Graph
Construction

!

v

A.

Preprocess the noisy, unstructured and semi-structured data from
job postings using NLP techniques

To accomplish this task, we
A. Employed sentence detection module
B. Revived missing phrases using POS Tagging
C. Removed characters.

Exploit rule -based heuristics and vocabulary list to deal with
Abbreviations

Con2KG-A Large-scale Domain-Specific Knowledge Graph published in
Proceedings of the 30th ACM Conference on Hypertext and Social Media, pp. 287-288. 20189.
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03  Identify misleading content

Building the Domain-Specific

©

Linguistic Pre-Processing

Information Extraction

Q

IL

O

Polarity Detection

I

Knowledge Graph
Construction

i

Knowledge Graphs

* POS tagging and NER using Stanford NLP, spacy, FlashText, and customized
libraries.

—> «  Dependency Parsing to find the context.

* Relation and triple extraction using OpenlE Systems.

Mm@ R E L

Companies Institutes Skills  Experience Certifications Designations

Con2KG-A Large-scale Domain-Specific Knowledge Graph published in
Proceedings of the 30th ACM Conference on Hypertext and Social Media, pp. 287-288. 2019.
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Building the Domain-Specific
Knowledge Graphs

Linguistic Pre-Processing nmod:npmaod
sz rB Imd-d t-\m’/l‘v_ﬂr-cnmpnund

This s not 3  day SR job Dependency Parsing to

( .,.f.,,mat.o,,m,m,) tag entities with positive
@ and negative polarities.

(Polaﬁty Detectior) ‘ E MI—EJ :;:\1_]
1| no

freshers can apply
Knowledge Graph
Construction

\_®

Con2KG-A Large-scale Domain-Specific Knowledge Graph published in
Proceedings of the 30th ACM Conference on Hypertext and Social Media, pp. 287-288. 2019.
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Identify misleading content

Building the Domaln Specific
Knowledge Graphs

250,000 Job postings
5,220 unique relations
linking 3,65,0,61 Entities
40,11,030 relationships

Entity Statistics

10000

#25955

Skills Certifications ® Companies

M Institutes Designations M Degrees



/o
Building the Domain-Speci
nowledge Graphs

| Designation

Unique Job ID
s
machine [ Experience
learning
[

Qualification

250000 [ Specialization

i data
= analysis,
-
600000

D |
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03 Identify misleading content

Summary

We randomly selected 310 jobs from our legacy dataset containing 4719 sentences
to evaluate the quality and quantity of the triples

Con2KG can extract 1.72 triples per sentence on an average

We assess these triples and found 82% precision, 68.23% recall, and F-measure of
74.46%

Triple extraction causes 0.05% errors due to incomplete triples

0.20% due to no triple extraction for most of the sentences
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03  Identify misleading content

Misleading content

Fraudulent jobs contain untenable facts about domain-specific entities such as mismatch in skills, industries, offered compensation, etc.

EData Entry Clerks Position ai Ent-ry‘ (-j!erk- . H
: - - S : Responsibilities include, but are not limited to: :
‘We have several openings available in this area earning d ext Iy e !
1$1000.00-52500.00 per week. We are seeking only honest, self- nd extremety :
imotivated people with a desire to work in the home typing and enter (""key what you see™). . :
idata entry field, from the comfort of their own homes.The d and at a high level of
ipreferred applicants should be at least 18 years old with Internet anc accuracy. and/or [N :
iaccess. No experience is needed. However the following skills o perform GAENIGBKEIR and validation. :

. of instifance, legal and ;

rare desirable: Basic computer and typing skills, ability to spell
high degree of quality control and validation of the completed

iand print neatly, ability to follow directions.

‘Earn as much as you can from the comfort of your home typing
rand doing data entry.

iYou do NOT need any special skills to get started.

Fig. 2. Examples of job postings a) fraudulent job on the left and b) legitimate at the
right. These job postings are taken from publicly available dataset.
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Literature

|dentification

Vidros et al.
» Content-based == (ytyre Internet 2017)
approaches

Misleading . Context-based = Mahbub etal.

Content approaches (ISD 2018)
« Knowledge-haseGe=p Pan etal.
approaches (ISWC 2018)
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03  Identify misleading content

Research Gap

a N

Handcrafted , linguistic, writing styles, string-based features.

Ignore the factual information among domain-specific entities
present In job postings.

/

ldentitication

Vidros et al.
» Content-based == (ytyre Internet 2017)
approaches

Misleading . Context-based = Mahbub etal.

Content approaches (ISD 2018)
« Knowledge-haseGe=p Pan etal.
approaches (ISWC 2018)



03  Identify misleading content

Proposed Framework

r
_:;. ,—,. J.l . "I'.l:-
£y A e
E % ‘.;{?-'I 1-»:": 1'-':.7:."-- . -»:-'- - \
- Z & Job embeddings -
L o — §‘ o E‘
> of [V - Fact Yy 4
:: o — - > checking |—» g g {;‘ﬂu:-l:nle?t.-'
del & l = knowledge | Knowledge Algorithms 3 E gitimate
= % E Base Base % 2
13 |
K ‘8 x Collective Bt
= | representations

Spy The Lie: Fraudulent Jobs Detection in Recruitment Domain using Knowledge Graphs. Published in 14th International Conference on Knowledge Science,

Engineering and Management (KSEM 2021).
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03 Identify misleading content

Objective

4 N

Our objective is to learn function ¢ where ¢: F (KGA ;4. (T) ', KGA 1, T) ', ¢!, mi) where
KG4,,., T)'!isthe scoring function,we learn fromtriplet' € 7‘ |yl

= 0of iegltlmate job postings and KGAfalse T)!fromtriplett € T!|y,
= 1 of fraudulent job postings.

KG* € {TransE,TransR,TransH, TransD, DistMult, ComplEx, HolE, RotatE}

. /
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03  Identify misleading content

Results

MRR (Mean Reciprocal Rank) metric for triple i
prediction s ™ . -
_ o - o
TransH outperforms the other fact-checking o
algorithms £ . —_——
g 0.1
TransH is able to model many-to-many

relationships well
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Results

Proprietary Dataset Proprietary Dataset

—

1.2 %
1
0.8 0.8
0.6 0.6
I 1 I 03 || I 1 I|
02 I .l m| alln 2
¢ © © © ¥ ¢ S F
Q W]
& & & Gg" & @9 &
o
& &
Approaches Approaches
uP =R nmFl mP mR mFl]
Public Dataset Public Dataset
l.f 12
1
gg 08
: 06
|I| 1l ||| E I|| | I|
02 .l 9 sl Run
.;igI \\\ S
W% A ' 0 X
¥ o Q N
4‘“@ #‘P (“)0 @'ﬁ & & 69 c\\w
o
& &
Approaches Approaches
mPER AE ®P =R #Fl

Fig. 3. Evaluation results on proprietary and public datasets for job postings a) fraudulent class and b) legitimate class at the right
where M1, M2, M3 are contextual, factual, and meta features.
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03 Identify misleading content

Summary

Study on a fact validation dataset containing 4 million facts extracted from job postings.

Proposed a multi-tier novel end-to-end framework called FRaudulent Jobs Detection (FRJD), which jointly
considers

a) fact validation module using knowledge graphs,
b) contextual module using deep neural networks

c) meta-data inclusion

Spy The Lie: Fraudulent Jobs Detection in Recruitment Domain using Knowledge Graphs. Published in 14th International Conference on
Knowledge Science, Engineering and Management (KSEM 2021).
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03  Identify misleading content

KJobXI\/ILC: EXtreme Multi-Label Classification of Job Skills Witm
Graph Neural Networks

Nidhi Goyal Jushaan Singh Kalra Charu Sharma
IIT-Delhi DTU, Delhi IIIT-Hyderabad
Raghava Mutharaju Niharika Sachdeva Ponnurangam Kumaraguru
\ lIIT-Delhi InfoEdge India Limited IIIT-Hyderabad J
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01  Standardize Entities 02  Find missing Entities 03  Identify misleading content 04 Identify low-quality content

Developed an architecture to identify
low quality (off-topic, too broad,
opinion-based, unclear what are you
asking) questions and



|[dentify low-quality content

=
StackExcha nge AliSites  TopUsers  Digests
Al Technology  Cufture & recreation  Life &arts  Science  Professional  Business Sort by: ]j[@gﬂic j'_i H D
Stack Overflow 23m 34m 70% 18m 7.3m 5.3k 14y
:__\\_\\ Q&A for professional and enthusiast questions answers answored users risits/doy stions/d site ago
- programmers
Ask Ubuntu 392k 497k 64% 1.3m 131k 76 12y
Q&A for Ubuntu users and developers questiony answers answered visitsfdm questions/day site age
twitter
Unix & Linux 220k 324k 75% 484k 113k 50 1y1Im
L&‘ Q&A for users of Linux, FreeBSD and other auestions answers answorod isits/day astions/day sito ago
Un*x-like operating systems
Super User 480k 696k 66% 14m 100k 79 13y
[} Q&A for computer enthusiasts and power questions answers answered users isits/da estions/day te age
users
twitter
Mathematics 1.5m 2m 77% 931k 77k 300 12y
Q&‘A 'Qf‘PGQO|° .S(Udylf.'ﬂ m_.“lKh.D) any level questions answers answaered users sits/day yuestions/das site ag

D |
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04 Identify low-quality content

|[dentify low-quality content

Stack Overflow » Help center » Asking

How do | ask a good question?

We'd love to hel

Include all relevant tags
Search, and

Try to include a tag for the language, library, and specific APl your guestion relates to. If you start typing
;j'i"‘:’t ““:’ :;:‘: in the tags field, the system will suggest tags that match what you've typed - be sure and read the
INKS 1O rela
different from tf d€SCriptions given for them to make sure they're relevant to the question you're asking! See also: What
are tags, and how should | use them?

Write a title

The title is the first thing potential answerers will see, and if your title isn’t interesting, they won't read the
rest. So make it count:

+ Pretend you're talking to a busy colleague and have to sum up your entire question in one
sentence; what details can you include that will help someone identify and solve your problem?
Include any error messages, key APIs, or unusual circumstances that make your question different
from similar questions already on the site.

= Spelling, grammar and punctuation are important! Remember, this is the first part of your
question others will see - you want to make a good impression. If you're not comfortable writing in
English, ask a friend to proof-read it for you.

+ |f you're having trouble summarizing the problem, write the title last - sometimes writing the rest of
the question first can make it easier to describe the problem.

IIIr) INDRAPRASTHA INSTITUTE of 69
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04 Identify low-quality content

Low-quality content

\ Title Which strategy .... project?| Title Convert a list to dict .... key value
Q You work on an important What | have tried so far is:
Body project that contains 7 Body self.dict_total_words1 = {i.split(": ")
independent .... choose? [0): int(i.split(": ")[1]) fori ....
Tags time-management Tags Python regex java

Closed: unclear what you're
asking

Title Why do people hate java? | Title How do | code a forum in PHP?
Hi, I'm a beginner. I've been

Decision Closed: off-topic Decision

Body ' the world of python Body tasked with coding a web forum in
programming ... PHP ..
Tags Java python Tags php sq
Decision E;:;d: primarily opinion- i, +cion Closed: too broad

Fig. 1. A sample of ‘closed” questions from Stack Overflow. These are ‘closed’ due to different reasons such as ‘off-topic’,
unclear what you’re asking’, “ too broad’ and ‘primarily opinion-based’.
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04 Identify low-quality content

Contributions

Propose a novel framework, LQuaD, which establishes the utility of a question-tag graph and
transformers to detect low-quality questions that are likely to get ‘closed’ at the time of posting. Our
framework acts as an early-assessment tool to assist users in composing a question, which would
remain open and receive responses.

Examine the impact of non-content related characteristics of the question using survival analysis to
estimate the time duration of closure of the question.

Evaluate LQuaD on dataset of ‘closed” and non-‘closed” questions from Stack Overflow platform and
make the code publicly available for reproducibility.
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04 Identify low-quality content

Contributions

Propose a novel framework, LQuaD, which establishes the utility of a question-tag graph and
transformers to detect low-quality questions that are likely to get ‘closed’ at the time of posting.
Our framework acts as an early-assessment tool to assist users in composing a question, which

would remain open and receive responses.
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04 Identify low-quality content

Problem Formulation

Consider the set of questions Q={q, gy, - - - - - , Qi}, @ question g; € Qis a tuple (¢, T;,
y:)) where ¢, T, y; represents the content, tag set, and label of the ith question.

Content ( ci) : TitleD Body

Tag set (Ti) : {tiy, ti, ti5.....tik}V1 < k
< 6 and tik represents the kth tag of the ith question.
Class (yi) : Pi = 0 == closed Pi= U == non — closed

We construct an undirected question — tag graph G = (V,E)
E=> gqi —tikand E c Q X T

INDRAPRASTHA INSTITUTE of 73
INFORMATION TECHNOLOGY DELHI

D




04 Identify low-quality content

Proposed Approach

bert __ )
Title S Lagend P =0 (Wegi +by)
8 s O tags
Body % ; en (14+1)
T § ‘ questions ‘Pf — U(Wh h’i + bh)
Module | @ concatenation
oduie pfred — argm[}h *pi_:erf,c + (1 _ l} *p?:nc,
tk A *pEwr!m: + (1 _ }L} *p?r:nnr:)
i
% Predictions, :
& S
! fast Text 4 Close the
§ Predictions’ '; > question?
g "W/ \
| 2 yes no
question's content
embedding Module Il Module lli

Fig. 2. LQuaD consists of three components: Module | fine-tunes the BERTOverflow model, which inputs the title and body for the question’s classification task, Module Il consists of a graph
convolutional network initialized with the question’s content and tag embedding for the node classification task, Module Il consists of a late fusion strategy that combines predictions from
both modules.
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Proposed Approach

Examine the impact of non-content related characteristics of the question using survival analysis
to estimate the time duration of closure of the question.
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04 Identify low-quality content

Temporal Event Analysis

Reasons Tag Categories
Category Off-topic | Unclearwhat | Too broad Primarily Database Cloud Web Programming | Other
you’re asking opinion-based frameworks languages frameworks
Mean Time Till 330.76 65.91 230.87 531.81 145.54 228.13 185.03 177.89 482.89
EOI (days)
Median Survival 12.89 51 8.57 15.07 9.04 27.33 8.17 27 16.51
Time (hrs)

Table | : We report the mean time (days) till EOl and median survival time (hrs) corresponding to reasons and tag categories.

The highest values in respective rows are shown in bold and the lowest values are underlined.

‘orimarily opinion-based questions’ remain open for longer time duration than ‘unclear what you’re asking’ questions.

Question with tags in Cloud and other frameworks have higher mean time till EOl and median™ S(t) than other categories and are
not closed for relatively longer time periods.
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04 Identify low-quality content

Temporal Event Analysis

1.0
80% probability
42% probability of being open
of being open beyond 5.7 hours
0.8 - beyond 100 hours
] ] 55% probability
E 0.6 . < of being open
2 22% probability 2 beyond 5.7 hours
= of being open 2
] beyond 100 hours 2 A
= R N L R} L & & N __§ % R _J & N _J _J§ _§_J = I
o ; o 4
E 0.4 2 041 —— Databases !
3 | — offtopic a | "i::;" !
Unclear what — 1
024 T you're asking i 0.2 1 framewarkls :
= Too broad I o rmg ramming i
anguages
Primarily } Dl:rir ’ I
0.0 opinion-based 1I a0d|™ frameworks :
1 1
0.01 0.1 1 10 100 1000 10000 100000 0.01 0.1 1 10 100 1000 10000 100000
Closing time (hrs) Closing time (hrs)
(a) (b)

Fig. 3. Kaplan-Meier estimator of survival function for time period for ‘closed’ questions based on different reasons of
‘closing’. Plot (a) specifies the tag category whereas Plot (b) specifies the reasons due to which the question get ‘closed’.
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Standardize Entities Find missing Entities Identify misleading content 04 Identify low-quality content

Dataset Statistics

Table Il : Dataset Statistics from the Stack Overflow Platform
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04 Identify low-quality content

Experimental Results

Model Precision Recall F1
Denzil et al. 70.25 70.25 70.24
Toth et al. 73.78 73.33 73.66
Count Vectorizer + LR 89.94 76.90 81.38
Count Vectorizer + XGBoost 90.17 77.48 81.82
FastText + LR 90.52 79.71 83.44
DistilBERT +LR 92.19 85.26 87.59
GCN (fastText) 90.69 83.98 86.42
LQuaD (LF [mean]) 94.85 95.20 94.86

Table lll: Average performance metrics (weighted) on the Stack Overflow Dataset

D
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Visualizations

e 'closed’

.

Epoch: 0, Loss: 0.69

e 'closed'
A S *  non-‘closed'

Epoch: 500, Loss: 0.47

mnn
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Ablation Studies

04 Identify low-quality content

Model Precision Recall F1
Module | 94.81 (0.03) 95.08 (0.04) 94.53 (0.01)
Module Il 91.86 (0.07) 84.38 (0.07) 86.92 (0.08)

LQuaD (LF [max]) 93.62 (0.02) 92.85 (0.04) 93.16 (0.07)
LQuaD (LF [mean]) 94.85 (0.03) 95.20 (0.05) 94.86 (0.02)

Table 4: Effectiveness of LQuaD (and variances) as compared to Module | and Module |l

D
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04 Identify low-quality content

Conclusion

We propose LQuaD that incorporates semantic information of questions associated with each
post using transformers and learns question and tag graphs in a transductive manner using GCNs.
Our graph consists of 2.9M nodes and 8.4M edges. LQuaD detects low-quality questions that are
likely to get ‘closed’ at the time of posting.

Our framework acts as an early-assessment tool to assist users in composing a question, which
would remain open and receive responses.

We use survival analysis that reduces the number of questions close by informing users to take
appropriate action.

LQuaD outperforms the state-of-the-art methods by a 21% in F1-score on the dataset of 2.8
million questions.
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01  Standardize Entities 02  Find missing Entities 03  Identify misleading content 04 Identify low-quality content

Summary

Developed a multi-tier framework, KCNET to normalize domain-specific entities
(skills, institutes, companies, and designations)

Construction of a novel job-skill graph consisting of 22,844 (jobs and skills) and
650K relationships and novel framework, JobXMLC to find missing entities to

improve the quality of jobs

Construction of Knowledge Graph (Con2KG) and Developed an architecture FRID
to classify fraudulent and legitimate jobs on online professional platforms

Proposed LQuaD that incorporates semantic information of questions associated
with each post using transformers and learns question and tag graphs in a

transductive manner using GCNs.
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Research Travels
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This certificate is presented to

ACM Hypertext 2019 v
@ACMHT

@nidhigoyalgoyal presenting her work "Con2KG: A
Large-scale Domain-Specific Knowledge Graph" at our
Poster Session #acmht19

T ——

Con2KG: A Large.sca ; —
N e Domain-Specific Knowledge Gragh
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Mentor at ACM Summer Workshop-
IGDTUW, 2020

Got selected in Fair Access Initiative to
attend ACM Hypertext
2020.

Mentoring Ph.D. students in the
Student Mentorship Program.
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Definitions of High-quality data from Data.world and professional users

https://data.world/blog/what-is-high-quality-data/
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International Publishing.

6. Goyal, N., Sachdeva, N., Choudhary, V., Kar, R., Kumaraguru, P., & Rajput, N. (2019, September). Con2kg-a large-scale domain-specific
knowledge graph. In Proceedings of the 30th ACM Conference on Hypertext and Social Media (pp. 287-288).

(Publications Not part of thesis)

7. Jaglan, K., Pindiprolu, M. C., Sharma, T., Singam, A. R,, Goyal, N., Kumaraguru, P, & Brandes, U. (2024, May). Tight Sampling in Unbounded
Networks. In Proceedings of the International AAAI Conference on Web and Social Media (Vol. 18, pp. 704-716).

8. Goyal, N, Goel, A., Garg, T,, Sachdeva, Kumaraguru, P. (2023, December). Efficient Knowledge Graph embeddings via Kernelized Random

Projections. In Proceedings of Big Data Analytics in Astronomy, Science, and Engineering: 11th International Conference on Big Data Analytics, BDA
2023 (pp. 198-209).
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Contribution : Improve quality

of job postings

— —
Unstructured text OpenkKB Performance
User generated content is often noisy, This leads to redundant information This affects performance in downstream
ambiguous and contains duplicate information. and increased KB size. tasks like question answering, search

systems, recommendation etc.

\ _
il‘/ — Knowledge — ‘ ‘
Company Profiles / Base A\

v

Job postings
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Contribution 1:
Details about facts:

https://docs.google.com/presentation/d/1JPeZp1Kmj5BVkul6XZR8gpo8xvxwpmiOPkWHq73DDoE/edit#
slide=id.g54587baa50 0 14

Why KGs for fact checking?

Survey fact checking: https://arxiv.org/pdf/2002.00388.pdf

Survey knowledge graphs: https://arxiv.org/pdf/2002.00388.pdf

Domain-specific knowledge graphs:
https://docs.google.com/presentation/d/112T8FlomxnP4iDC2miMQLVIvhL2szd69D676GXGLatA/edit#sli
de=id.gelelfcle29 0 1316
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https://arxiv.org/pdf/2002.00388.pdf
https://docs.google.com/presentation/d/1l2T8FlomxnP4jDC2mjMQLVJvhL2szd69D676GXGLqtA/edit
https://docs.google.com/presentation/d/1l2T8FlomxnP4jDC2mjMQLVJvhL2szd69D676GXGLqtA/edit
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Contributions 2

e Slide 23:

Functions :

https://docs.google.com/presentation/d/1 UZ1fpt4hZRPDvd0OAAKaaiW
f6Gq3-dcE60DPmM2LTzig/edit#slide=id.ge4886c0253 0 50
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https://docs.google.com/presentation/d/1_UZ1fpt4hZRPDvd0AAKaaiWf6Gq3-dcE60DPm2LTzig/edit

Side Information Collection

We acquired additional knowledge using:
Wikipedia InfoBox: Extracted knowledge from Wikipedia infoboxes for different datasets.

{“title wikis’, ‘websites’, ‘types’} -

RDE(S) {‘Names’, ‘websites’, ‘title wikis’} -
RDE(D) {‘Names’, ‘websites’, ‘affiliation’} -
RDE(I) {‘Names’, ‘websites’, ‘title wikis’, ‘types’} -
ESCO(S) {‘Names’, ‘websites’, ‘title wikis’} -
ESCO(D) {‘types’, ‘industries’, ‘websites’, ‘native

names’, ‘title wikis’} - DBpedia(C).

Google Knowledge graph (Serp API): We extract textual descriptions and other attributes such
as {location, type, established} for entities to supplement the model with semantic knowledge.

Ilr INDRAPRASTHA INSTITUTE of
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Model
TransH
TransD
TransR
TransE
HolE
ComplEx
DisMult
RotatE

MRR
Raw
0.52
0.50
0.20
0.51
0.22
0.29
0.30
0.28

Filter
0.69
0.67
0.60
0.60
0.48
0.34
0.40
041

1
0.63
0.62
0.55
0.56
0.34
0.25
0.30
0.39
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Table 3. Results of triple prediction

task on proprietary dataset.

3
0.73
0.69
0.64
0.62
0.49
0.35
0.40
0.40
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m RECRUITER LITE PROJECTS CLIPBOARD JOBS REPORTS
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To Shannon Capper

- lextio Score @
Profiles from Search Want to connect and chat? Below Average 3 O
() Edit in Textio

Shannon Cap' No Salutation ~

Frontend Sonware D | saw your profile on LinkedIn last week, and For an Engineering role In
Sammamish, Washington CREATIVITY and FEARLESS approach. Did
Thursday?

San Francisco
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Exercise Technician at G2 §

Anatomy Lab Teaching Ass We are Termfront and you can read a lot mor Slightly masculine tone

We're looking for software engineers with yot V.
Eilinaiian solving skills. We're growing fast and would I¢ | - ===
California Polytechnic State You seem like a proven leader that knows wh

\ Science (BS), Biology/Bioloy

We're a small startup, but we're currently buil Unappealing to younger people
v the biggest problems in our industry, and we !

FLEXIBLE about what days and times work E

how to reach you. I'm sure that you would like
Ml Contact Info <& Edit people on the team. It would be helpful to be

(uniquelqualities you have. Call me at 312-59'

Recruiting Activi Pl f rr , a el
PRES Bei RECRIREISEIRIEIN and W ® Includes problematic links

not currently looking for a career change, ple:
All Activity  Views (1) . ® Remove referral request
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Co-Founder & CTO at Textio ® Some language may annoy
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Viewed by: Jensen Harris
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S R S

Skills 12,057
Certifications 1100
Companies 2,23,955
Total Entities 3,65,061
Institutes 87,905
Designations 10,000
Qualifications 60
Total relations 40,11,030
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Knowledge Graph

Graph structured knowledge bases (KBs) that store factual information in form of
relationships between entities.

Field_specific_experience Name of institute
ndidate_type .
a . Institute level
a experience Catego:
. Institute
or m
peri Category of institute
ation 3
% H S — @ Certification evel
| =
H _Q\). Certificati gories
Certification nam

\\°“s
Skills Name of skill
Skill level

Category of skill

pSNDRAPRASTH;’-\ INSTITUTE of
INFORMATION TECHNOLOGY DELHI

Nodes represent entities, edge labels represent types of relations, edges represent existing rel“'”hi



Challenges

Heterogeneous Data (different industries and business areas, languages, labour
markets, educational systems etc.)

Dynamically Evolving behavior of users
Unavalilability of Domain Specific Knowledge Bases
Huge Volumes of Data- Recruitment Business with billions of users.

Ilr INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY



04 Identify low-quality content

| 1terature Review

T2KG: An End-to-End System for Creating
Knowledge Graph from Unstructured Text

Natthawut Kertkeidkachorn,'” Ryutaro Ichise'*
! Department of Informatics, Sokendai (The Graduate University for Advanced Studies)
*National Institute of Informatics, Tokyo, Japan
*National Institute of Advanced Industrial Science and Technology, Tokyo, Japan
natthawut@nii_ac.jp, ichise @nii.ac. jp

Abstract

Knowledge Graph (KG) plavs a crucial role in many modern
applications. Nevertheless, constructing KG from unstroc-
tured text is a challenging problem due to its nature. Con-
sequently, many approaches propose to transform unstric-
tured text to structured text in order o create a KG. Such
approaches cannot yet provide reasonable results for mapping
an extracted predicate to its identical predicate in another KG.
Predicate mapping is an essential procedure because it can
reduce the heterogeneity problem and increase searchability
over a KG. In this paper, we propose T2KG system, an end-
to-end system with keeping such problem into consideration.
In the system, a hybrid combination of a rule-based approach
and a similarity-based approach is presented for mapping a
predicate to its identical predicate in a KG. Based on prelim-
inary experimental results, the hybrid approach improves the
recall by 10.02% and the F-measure by 6.56% without reduc-
ing the precision in the predicate mapping task. Furthermore,
although the KG creation is conducted in open domains, the
system still achieves approximately 50% of F-measure for
generating triples in the KG creation task.

Introduction
. A

of a triple extracted from unstructured text to its iden-
tical predicate in the KG. Generally, many studies {Au-
genstein, Pado, and Rudolph 2012; Ratinov et al. 2011;
Mendes et al. 2011) focus on mapping only an entity, which
is usually a subject or an object of a triple, to its identical en-
tity in a KG. Mapping a whole predicate to its identical pred-
icate is usually ignored. Mapping a predicate to its identical
predicate in a KG is an essential procedure because it can
reduce the heterogeneity problem and increase the search-
ability over a KG. Although one study (Exner and Nugues
2012) introduced mapping a predicate of a triple extracted
from unstructured text to an identical predicate in a KG. the
approach uses the simple rule-based approach. As a result, it
cannot efficiently deal with the limitation of rule generation
due to the sparsity of unstructured text.

In this paper, we introduce T2KG: an end-to-end system
for creating a KG from unstructured text. In T2KG, we pro-
pose a hybrid approach that combines a rule-based approach
and a similarity-based approach for mapping a predicate of
a triple extracted from unstructured text to its identical pred-
icate in an existing KG. The existing KG is used as control
knowledge when creating a new KG. In the similarity-based
approach, we present a novel vector-based similarity metric

\~ 4

mD

» Proposed an end-
to-end framework
for Information
Extraction.

* Addressed the
problem of
predicate mapping
that will reduce
heterogeneity in
KGs.

» Dataset: 1,20,000
Wikipedia articles

* Precision, Recall
improved- 0.24 ,
10.02

* F- measure
improved - 6.56
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AceKG: A Large-scale Knowledge Graph for Academic Data
Mining

Ruijie Wang, Yuchen Yan, Jialu Wang, Yuting Jia, Ye Zhang, Weinan Zhang, Xinbing Wang
Shanghai Jiao Tong University, Shanghai, China
200240
{wijerryv5, wnzhang, xwangs H@sjtu.edw.cn

ABSTRACT

Most existing knowledge graphs (KGs) in academic domains suffer
from problems of insufficient multi-relational information, name
ambiguity and improper data format for large-scale machine pro-
cessing. In this paper, we present AceKG, a new large-scale KG
in academic domain. AceKG not only provides clean academic
information, but also offers a large-scale benchmark dataset for
researchers to conduct challenging data mining projects including
link prediction, community detection and scholar classification.
Specifically, AcekG describes 5.13 billion triples of academic facts
based on a consistent ontology, including necessary properties of
papers, authors, fields of study, venues and institutes, as well as the
relations among them. To enrich the proposed knowledge graph,
we also perform entity alignment with existing databases and rule-
based inference. Based on AceKG, we conduct experiments of three
typical academic data mining tasks and evaluate several state-of-
the-art knowledge embedding and network representation learning
approaches on the benchmark datasets built from AceKG. Finally,
we discuss several promising research directions that benefit from
AreKG.

KEYWORDS
Knowledge Graphs, Academic Data Mining, Benchmarking

aim at discovering cross-field knowledge [12]. Third, synonymy and
ambiguity are also the restrictions for knowledge mining [13]. Al-
locating the unique IDs to the entities is the necessary solution, but
some databases use the names of the entities as their [Ds directly.

In this paper, we propose Academic KEnowledge Graph (AceRG),
! an academic semantic network, which describes 3,13 billion triples
of academic facts based on a consistent ontology, including com-
monly used properties of papers, authors, fields of study, venues,
institutes and relations among them. Apart from the knowledge
graph itself, we also perform entity alignment with the existing
KGs or datasets and some rule-based inferences to further extend
it and make it linked with other KGs in the linked open data cloud.
Based on AceBG, we further evaluate several state-of-the-art knowl-
edge embedding and network representation learning approaches
in Sections 3 and 4. Finally we discuss several potential research
directions that benefit from AceKG in Section 5 and conclude in
Section 6.

Compared with other existing open academic KGs or datasets,
AceK G has the following advantages.

i1} AceKG offers a heterogeneous academic information network,
Le, with multiple entity categories and relationship types,
which supports researchers or engineers to conduct various
academic data mining experiments.

(2} AceKG is sufficiently large (3.13 billion triples with nearly 100G
disk size) to cover most instances in the academic ontology,

D

* Heterogeneous
Academic
Information
Network.

e Dataset: 3.13
billion triples.

» Extracted all
scholars, papers
and venues in
those fields of
study to construct 5
heterogeneous
collaboration
networks.
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Improvement

Canonicalization

Kertkeidkachorn et al.

(AAALI 2017)
Generic appr@

Domain-specific

methods \
Wang et al.

(CIKM 2018)

Vidros et al.
Content-based == (ryture Internet 2017)
approaches

Context-based = Mahbub etal.

approaches (ISD 2018)
Graph-based =P Pan etal.
approaches (ISWC 2018)
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Contribution
3. Improve quality of job postings

* We acquired additional knowledge using:

« Wikipedia InfoBox: Extracted knowledge from Wikipedia infoboxes for different
datasets.

» {‘title wikis’, ‘websites’, ‘types’} -

RDE(S) {‘Names’, ‘websites’,
‘title wikis’} - RDE(D) {‘Names’,
‘websites’, ‘affiliation’} -

RDE(I) {‘Names’, ‘websites’, ‘title
wikis’, ‘types’} - ESCO(S) {‘Names’,
‘websites’, ‘title wikis’} -

ESCO(D) {‘types’, ‘industries’,

‘websites’, ‘native names’, ‘title wikis’} - DBpedia(C).

* Google Knowledge graph (Serp API): We extract textual descrid"oné@ﬁﬁ%ﬁ@ﬁ
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What to ldentify?

 Fraudulent jobs are dishonest, money seeking, intentionally and
verifiably false that mislead job seekers.

 Fraudulent jobs contain untenable facts about domain-specific entities
such as mismatch in skills, industries, offered compensation, etc.

ata Entry Clerk '
Responsibilities include, but are not limited to: :

and extremely/time-sensitive :
and enter (""key what you see"")lat a high level of |

and accuracy. ;
and/or document image! :
o perform data look-up and validation.

EData Entry Clerks Position

'We have several openings available in this arca earning
1$1000.00-$2500.00 per week. We are seeking only honest, self-
'motivated people with a desire to work in the home typing and
Edata entry field, from the comfort of their own homes.The
preferred applicants should be at least 18 years old with Internet
taccess. No experience is needed. However the following skills
rare desirable: Basic computer and typing skills, ability to spell
'and print neatly, ability to follow directions.

‘Earn as much as you can from the comfort of your home typing
:and doing data entry.

You do NOT need any special skills to get started.

Fig. 1. Examples of job postings a) fraudulent job on the left and b) legitimate at the right. These job postings

are taken from publicly available dataset.
IIIrJ INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY DELHI
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L 1iterature Review

CESI: Canonicalizing open knowledge bases using

embeddings and side information [8] Recent research discusses either statistical similarity
(WWW, 2018) measures or deep learning methods like word-
Non-standard embedding or siamese network-based representations
Canonicalization of entities in for canonicalization.

recruitment domain [7]
(PAKDD, 2020)

Hiring Now A Skill-Aware Multi-Attention Model
for Job Posting Generation [6]
(ACL, 2020) EXxisting approaches are limited to contextual
Missing modelling and do not exploit inter-relational structures

Retrieving Skills from Job Descriptions: A ) _ _ : _
such as job-job and job-skill relationships.

Language Model Based Extreme Multi-
label Classification Framework [5]
(COLING, 2020)
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| 1terature Review

Kertkeidkachorn et al.
(AAAI 2017)

: « Generic approaches
Information

Extraction

|dentification
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| 1terature Review

AR - Domaioet

methods \
Wang et al.

(CIKM 2018)

|dentification
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Side Information Collection

We acquired additional knowledge from

Wikipedia InfoBox: Extracted knowledge from Wikipedia infoboxes for different
datasets.

{'Names’, ‘websites’,

‘affiliation’} - RDE(I) {'Names’, ‘websites’,
‘title wikis’, ‘types’} - ESCO(S) -
ESCO(D) - DBpedia(C).

Google Knowledge graph (SERP API): We extract textual descriptions and other
attributes such as {location, type, established} for entities to supplement the model

with semantic knowledge.
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Research Objectives

* Build a framework to classify misleading information
using domain knowledge.



Research Objectives

1. To ldentify misleading content
 Extract domain-specific information from job postings and
construct domain-specific knowledge base.
 Build a framework to classify misleading content
using domain knowledge.
2. To Improve job posting quality
« Standardize the recruitment domain entities (skills,
Institutes, companies, designations).
 Build a framework for missing entities (skills) prediction.

ir
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| 1terature Review

|dentification

Vidros et al.
* Content-based === ;tyre Internet 2017)
approaches

Misleading
Content
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Content Based Fake News Detection
Using Knowledge Graphs

Jeff Z. Pan'(®) Siyana Pavlova!, Chenxi Li'*?, Ningxi Li'?, Yangmei Li'2,

and Jinshuo Lin?®)

! University of Aberdeen, Aberdeen, UK
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Abstract. This paper addresses the problem of fake news detection.
There are many works already in this space; however, most of them
are for social media and not using news content for the decision mak-
ing. In this paper, we propose some novel approaches, including the
B-TransE model, to detecting fake news based on news content using
knowledge graphs. In our solutions, we need to address a few technical
challenges. Firstly, computational-oriented fact checking is not compre-
hensive enough to cover all the relations needed for fake news detection.
Secondly, it is challenging to validate the correctness of the extracted
triples from news articles. Our approaches are evaluated with the Kag-
gle’s ‘Getting Real about Fake News' dataset and some true articles from
main stream media. The evaluations show that some of our approaches
have over 0.80 Fl-scores.
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Research Objectives

1. To ldentify misleading content
 Extract domain-specific information from job postings and
construct domain-specific knowledge base.
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Contribution 2

« Existing approaches mainly focus on handcrafted, linguistic, writing styles,
string-based features of job postings.

* Ignore the factual information among domain-specific entities present iIn
job  postings, which are Important to capture relationships.

To capture Incorporate
the connections the factual info Employ fact-
between — rmation — checking
domain- in Knowledge algorithms

specific entities Graph
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Related Work
_
Research gap

Kertkeidkachorn et al. , T2KG: An End-to-
End System for Creating Knowledge Graph Domain-specific 1. Open (Public) Knowledge bases are available. They
(AAAI, 2017) do not contain domain-specific information.

KnOWIedge 2. Recruitment domain-specific Knowledge bases
Wang et al. (AceKG: A large- Graphs are unavailable.
scale Knowledge Graph
(CIKM, 2018)
Automatic detection 1. Existing approaches focus
of online recruitment frauds: Characteristics, on studying writing styles, linguistics, and context-
methods, and a public dataset [4] based features.
(Future Internet, 2017) 2. Ignore the relationships among domain-
_ Misleading specific entities.
Content-based fake news Detection [3] 3. Unavailability of recruitment domain Knowledge

(ISWC, 2020) Graph.
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 |n future,

* Plan to test our approach for hierarchy-based, neural network-based and path-
based fact-checking algorithms.

 Learning heterogeneous information from documents such as CVs to build
an integrated framework and explore user features.
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Research Work

To Improve job posting quality

 Build a framework for missing entities (skills) prediction.
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Problem Formulation

LetJ={J;, Iy, Jgeurnenn. , Iy} be the set of job postings and Y = {y;, Vs, Yz.eeeee.. ,
y.} be corresponding labels such that y; € {0, 1}. For every J;, we extracted a set
of triples T'where T'= {t';, t\,, t'5,.........., t' } and k > 0 ; using OpenlE. A triple
t', € T'is of the form (subject (s), predicate (p), object (0)) where (s, 0) € E and
p € P. We further define m' € M and c' € C as meta features and contextual
features extracted from J;
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Summary

« We design a novel multi-tier framework Kernel-based Canonicalization Network
(KCNet).

« KCNet induces a non-linear mapping between the contextual vector
representations while capturing fine-granular and high-dimensional relationships

among Vectors.

« KCNet efficiently models more prosperous semantic and meta side information
from external knowledge towards exploring kernel features for canonicalizing
entities in the recruitment domain.

* We demonstrate that our proposed methods are also generalizable to domain-
specific entities in similar scenarios.

llr INDRAPRASTHA INSTITUTE of
INFORMATION TECHNOLOGY



ODbjective

Our objective is to learn function ® where @: F (KG*, (T) !, KGA, . (T) ', ¢!, m
where KGA,.(T) ' is the scoring function, we learn from triple t' € T '|y; = 0 of
legitimate job postings and KG*;,(T) ! from triple t' € T ' |y, = 1 of fraudulent job
postings. Here KGA € {TransE, TransR, TransH, TransD, DistMult, ComplEx, HolE,

RotatE} which are popular fact-checking algorithms from existing knowledge graph
literature.

ir JoN TECHNOLOGY
INFORMATION TECHNOLOGY



Test Results over HAC using pairwise

similarity

Test Results over HAC using pairwise Test Results over HAC llSillg
similarity pairwise similarity
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* https://precog.iiitd.edu.in/pubs/2021 July KCNet.pdf

e https://precog.iiitd.edu.in/pubs/2021 July KCNet.pdf
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