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PhD Thesis Vision and Outline

My thesis research addresses three fundamental challenges.

1. My research focuses on devising different methods to EXPOSE, a.k.a, detect fake news
online by extracting different feature sets from the given information. By designing
foundational detection mechanisms, my work accelerates research innovations.

2. My research closely EXAMINES the fake stories from two perspectives. First, from
the information point of view, we inspect fabricated content to (i) identify the different
patterns of false stories disseminating over the web, (ii) the modality used to create the
fabricated content and (iii) the platform used for dissemination. Next, from the model
point of view, we inspect detection mechanisms used in prior work and their generaliz-
ability to other datasets. We suspect our findings might have evident methodological
issues.

3. My research focuses on designing INTERVENTION methods to expand the intuitive
understanding of fake news among online readers. We plan to propose practical
implications for social media platform owners and policymakers.

Figure 1: A depiction of PhD Thesis Vision and Outline. The yellow color denotes the work
that has been completed. The green and violet color depicts the ongoing and future work,
respectively.

2



Contents

1 An Introduction to Fake News 4
1.1 What is Fake News? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Information Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2.1 Disinformation, Misinformation and Malinformation . . . . . . . . 12
1.3 How Big the Problem of Fake News is? . . . . . . . . . . . . . . . . . . . 12
1.4 Multimodality and its Importance . . . . . . . . . . . . . . . . . . . . . . 15

2 Literature Review 17
2.1 Content-based Fake News Detection . . . . . . . . . . . . . . . . . . . . . 17
2.2 Context-based Fake News Detection . . . . . . . . . . . . . . . . . . . . . 20
2.3 System Design for Identifying Fake News on Web . . . . . . . . . . . . . . 21
2.4 Fake News Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3 EXPOSING Fake News 27
3.1 Research Gap 1: Design Multimodal Detection Baselines . . . . . . . . . . 27

3.1.1 SpotFake: A Multi-modal Framework for Fake News Detection . . 28
3.1.2 SpotFake+: A Multimodal Framework for Fake News Detection via

Transfer Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Research Gap 2: Identifying the role of Multiple Images . . . . . . . . . . 30

3.2.1 Inter-modality Discordance for Multimodal Fake News Detection . 31
3.3 Research Gap 3: Extracting Intra ad Inter Modality Relationship . . . . . . 32

3.3.1 Leveraging Intra and Inter Modality Relationship for Multimodal
Fake News Detection . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 EXAMINING Fake News 35
4.1 Research Gap 4: Resource Creation for Indic languages . . . . . . . . . . . 35

4.1.1 Overview of Fact-checking and Fake News Datasets for India . . . 35
4.1.2 FactDrill: A Data Repository of Fact-Checked Social Media Content

to Study Fake News Incidents in India . . . . . . . . . . . . . . . . 36

5 PhD Thesis Timeline 39

3



Chapter 1

An Introduction to Fake News

Fake news is not new. Fabricated stories have been circulating the globe, causing their
intended audiences to fear, hatred, and misconceptions. This, in turn, has led to widespread
destruction causing harm to humankind. The term regained its legitimacy after being named
word of the year by Collins in 2017. However, earlier references to the word seem to misfit
in the current scenario. Past studies have used the term to define related but distinct types of
content, including satires, news parody, and news propaganda. However, current literature
identifies fake news as false stories propagating on social media, particularly with an intent
to discredit news organizations’ critical reporting, further muddying discourse around fake
news. As the scourge of fake news continues to plague our information ecosystem, there is a
dire need to look for solutions that can identify the false content and are robust enough to
adapt to the time invariability.

This report reviews different terminologies used interchangeably with the term fake
news. We provide definitions and examples to familiarize the readers with the distinct
characteristics of each type. We also provide a list of the existential fake news datasets and
present exhaustive literature on the detection and system-based methods for fake news. We
conclude by discussing the gaps in the literature and our solutions to each of them.

1.1 What is Fake News?

Fake News combines two well-defined words. The term fake refers to something which
is not genuine. The word fake is also interchangeably used with other words like, forgery,
fraud, non-credible and hoax. Whereas the term news refers to information about something
that has happened recently. However weaving these two words together seems to introduce
complexities and designing a universally accepted definition for it is still missing. If we go
by the literature, there has been an evolution in the way researchers defined the terminology.
Tandoc et al. [172] reviewed 34 academic reseach papers that used the term ‘fake news’
between 2003 and 2017 to see how literature has identified the term. Such studies have
applied the term to define related but distinct types of content such as news satires, parody,
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fabricated content, manipulated stories to name a few. However, current studies [7] uses the
term to define fake stories disseminating online with an intention to deliberately misinform
or deceive readers. Next, we briefly recap the terms used interchangeably with fake news.

1. News Satires and News Parody:

News satire is a form of literary genre that takes the form of newscasts and uses
humour, irony, and exaggeration to critique political, social or economic affairs.

News Parody is a literary work that draws the attention of the audience by relying on
the comic effect introduced in the news. The non-factual information is used to inject
humour into the news.

Figure 1.1: An example of satire news. The news reported by the New York Times reads
that an NFL playoff led to a win due to the turndown possession advantage possessed by the
winning team. The win resulted in an outcry among fans of the opponent that led the NFL to
change the Overtime Rules. The same information was re-reported by The Onion, a satirical
website, humorously.
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Satires and parodies are an integral voice of Journalism that intends to communicate
with the readers via injecting humour into the information. However, the difference
lies in the injecting part. The core content of satires is based on actual news stories. It
aims to present the news’s direct commentary but in a hilarious manner. In contrast,
parody picks up the ludicrousness of the issue and accentuates them by creating
entirely fictitious stories. That said, the content in parody is fabricated but not in satires.
Moreover, while reading satires and parodies, it is presumed that both the author and
reader share the joke. However, the issue arises when the presumption gets lost, i.e.,
the intention of the author and the gullibility of the reader goes out of sync. This
creates a situation where the reader misunderstands the content and gets deceived
by the information. It also results in sharing it with others without understanding the
actual premise. Hence, this results in categorising news satires and parodies as fake
news.

Figure 1.2: An example of the parody news. A fictional content of a fake Washington post
created a buzz among the D.C commuters. Jacques Servin, a member of the self-described
"trickster art duo" the Yes Men, created the post with two other people. The artist took
ludicrousness of the issue, ’President resigning’, that felt much saner than reality. The news
went viral on social media and thus has resulted in different interpretations by the audience.
The creators mentioned that the presented issue is unreal, but many Americans, possibly
most, would like to see it in future. This is a classic example of parody where the audience’s
wish is picked up by tricksters and presented outlandishly.

2. News Fabrication:

Fabrication represents entirely false articles, i.e., those with no factual basis but are
presented in the style of actual news to mark legitimacy. The author of the fabricated
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news intends to misinform the readers and thus draws a parallel from the existing news
stories to demonstrate authenticity. The success of fabricated stories is conditioned
on the perseverance of the audience. If the readers demonstrate trust in a particular
organization or a person, they are less likely to be vulnerable to fabricated stories and
vice versa. Moreover, identifying fabricated news is challenging as non-news orga-
nizations or individuals could publish such stories under the veneer of legitimacy by
adhering to the presentation styles. Further, when shared on social media, such stories
earn authenticity since the source of acquiring the information might be someone that
readers generally trust.

To summarize, fabricated news is performed on parody lines without an implicit
agreement between the author and the reader. Instead, the creator of the fabricated
news is devoted to spreading misinform based on some external forces, including but
not limited to economic and political gains.

Figure 1.3: An example of fabricated news story. It is a made-up story and has no basis in
reality. One pro-tip to identifying such news is checking whether other websites report the
story. If none, it might be fake.

3. Manipulated Content:
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Manipulated content is defined as news stories that perform modifications in the
original text, images or videos to present a false narrative.

Photo Manipulation: Cognitive Psychology demonstrates the efficacy of images in
strengthening communication. Over the years, photographs have helped people better
understand world events, including wars, scientific development, natural disasters and
other countless noticeable occurrences. Photos verify that event did take place.

With the advent of the Internet and the availability of smartphones at an affordable
price, we all have become photographers, snapping events around us. However, the
digital age has made it easy to alter pictures using manipulation software. Consumers
need to develop a healthy scepticism when they encounter images.

For instance, the Figure 1.4 (LEFT) represents the image of Mark Zuckerberg holding
a Thank You play card. The picture was taken when Facebook reached a milestone of
500 million users worldwide. To celebrate the success, Facebook staffers took pictures
of themselves with a thank you note. Mark Zuckerburg was one of the many staffers
who acted. In contrast, the Figure 1.4 (RIGHT) shows the manipulated version of the
original image. The picture is modified to demonstrate that Mark Zuckerburg supported
the Brazilian protest at that time. This is a classic example of manipulated content
where fabrication is introduced in the modality (text, image or video) to deceive the
audiences.

Figure 1.4: An example of the manipulated content. The Figure on the LEFT is the original
picture that has been morphed to demonstrate the support of Mark Zuckerberg for the Brazil
Protest (RIGHT).

4. False Connection:

As the name implies, it is a form of fake news where headlines, visuals or text do not
support each other. That said, the parts of the news are legitimate, but the connection
between them results in fabrication, and people can be taken in by the ruse.
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The most common example of this type of content is clickbait headlines. For instance,
the Figure 1.5 illustrates a snapshot of a New York daily newspaper. The headline
reads, ‘Sugar as addictive as cocaine, heroin, studies suggest.’ It is a terrifying headline
and sure to catch readers’ eyes. And that is the point. Stories like this are created
to lure audiences into clicking and reading the whole story. On reading, we might
discover that theory claimed in the headline has only been proven to exist in rats, not
humans. However, at that point, the damage has already been done. The sole aim of
the creator was to make people click the content even if when people read the article,
they feel that they have been deceived.

Figure 1.5: An example of False Connection. The most prominent form of such stories is
Clickbait, where the creator uses catchy headlines to lure audiences to click.

5. False Context:

One of the most common forms of fake news witnessed over the Internet. False context
refers to news stories sharing genuine information with false contextual content. It
is often used interchangeably with the words like Misrepresented, Misinterpreted or
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Misappropriated. One of the most significant issues with such kind of fake stories is
that it is often seen being re-circulated out of their original context.

For instance, The Figure 1.6 (LEFT) shows a video of the Kambaniru Bridge in
Indonesia collapsing in 2021. The video was released on 05 April 2021. Amidst this,
a video showing a bridge collapsing in Assam due to the rains began circulating on
Facebook on 17 May 2022 (Figure 1.6 (RIGHT)). The video had no relation to the
floods in Assam. The manipulators tagged the old video from Indonesia to fool the
readers.

Figure 1.6: An example of False Context.

6. Misleading Content:

This type of content is when there is a misleading use of information to frame issues
or individuals in specific ways by cropping photos or selecting quotes or statistics.
Misleading content is the most challenging kind of fake news to uncover. Misleading
content can find its way into various genuine stories. It is so hard to discover because it
requires expertise or knowledge about a given subject to determine whether any news
article’s facts and details are misrepresented. Fact-checking resources can help you
make sense of these details.

7. Imposter Content:

Imposter content refer to stories that are published by fake news websites trying to
imitate legitimate news agencies. If the reader is not familiar with the source being
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authentic, identifying imposter websites might prove to be challenging. However, a
careful inspection into the URL can almost always sniff-out them out.

Figure 1.7: An example of Imposter News. The snapshot pretends to be ABC News, but it is
not. One pro-tip to identify imposter content is to check the website source on Google. If the
domain URL does not match, the website might be an imposter.

To summarize, we discussed how literature had operationalized fake news: satires and
parody, fabrication, manipulated content, misleading stories, false context and false connec-
tion. Current works investigating this vast domain of information pollution have decided to
refrain from calling it fake news due to the following reasons:

• With the advent of the digital age, people have started consuming content online. The
information can be a rumour or presented in the form of tweets, memes, manipulated
videos, hyper-targeted dark ads and old photos re-shared as new. Thus, defining every
piece of information available online as the news seems somewhat inappropriate.

• Individuals, websites, organizations or politicians have started using the terminology
to undermine stories or clamp down upon disagreeable events.

Next, we highlight the correct phrase in the literature for information pollution and
further describe a conceptual framework for examining its different forms.

1.2 Information Disorder

In the previous section, we provide numerous examples to illustrate the typology of types of
fake news. However, the failure of the term to capture the new reality is the reason not to use it.
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Claire Wardle and Hossein Derakhshan [196] advocate using the terms that best describe the
content- propaganda, lies, conspiracies, rumours, hoaxes, hyper-partisan content, falsehoods
or manipulated media. They present a conceptual framework to examine the information
pollution by identifying them as mis-information, mal-information and dis-information.
Collectively, called it as the information disorder.

1.2.1 Disinformation, Misinformation and Malinformation

Claire Wardle and Hossein Derakhshan [196] presented a conceptual framework for examin-
ing information disorder, identifying three different types. The categorization is performed
based on dimensions of harm and falseness. Let us begin by defining each of the terms.

1. Dis-information: When false information is shared with an intent to harm. The creation
of such stories is motivated by three factors: to make money, to have political influence,
either foreign or domestic, or to cause trouble for the sake of it.

2. Mis-information: When false information is shared with no intent to harm. When
disinformation is shared it often turns into misinformation. This happens when a reader
encounters a false story and shares it without realizing it is false. Socio-psychological
factors drive the sharing of misinformation.

3. Mal-information: When the information shared is genuine, but the intent is to cause
harm. For instance, when Russian agents hacked into emails from the Democratic
National Committee and the Hillary Clinton campaign and leaked specific details to
the public to damage their reputations.1

To summarize, the literature refrains from using the term fake news to describe the vast
spectrum of information pollution. Instead, Information Disorder is considered an apt word.
Further, based on the two conditions: intent to harm and falseness, the online content is
divided into three categories: misinformation, dis-information and mal-information. The
figure 1.8 depicts the granular level categorization of the fake content.

1.3 How Big the Problem of Fake News is?

We all have witnessed fake news during our time. The section provides examples of fake
stories that gained traction among audiences, created a buzz in the online world and have
faced repercussions in the offline world.

1. Politics: Fake news is a growing threat to democratic events. We have witnessed
the influence of fake news on election outcomes [174]. More specifically, the 2016

1https://apnews.com/article/technology-europe-russia-hacking-only-on-ap-
dea73efc01594839957c3c9a6c962b8a
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Figure 1.8: An overview of how fake news is defined in the modern era. All different forms
of the content: propaganda, lies, conspiracies, rumours, hoaxes, hyper-partisan content,
falsehoods, or manipulated media, are grouped under Disinformation, Misinformation and
Malinformation. Collectively, called it as Information Disorder.

US Presidential Election [17, 57], Brexit Referendum and the 2019 Indian General
Election [35] are the prime events that raised concerns. After all, voters may base the
choice of their vote on incorrect information. In addition, the dissemination of false
information online introduced changes in how political campaigns are run, ultimately
forcing us to think about the legitimacy of elections.

Next, apart from elections, numerous examples in the history of fake news demonstrate
how political parties used fake news to mock their opponents. Instances have also been
seen where parties created fabricated stories to frame a positive opinion about them.

2. Health: The spread of health-related misconceptions on social media poses a severe
threat to public health [195, 168, 165, 179]. Social media is abused to spread harmful
health content, including unverified information about vaccines [20], disseminating
unproven and erroneous information about cancer treatments [51] and spreading
incorrect advice via rumours about curing HIV and AIDS [164]. Health misinformation
reached a milestone during the COVID-19. The massive outbreak of false stories
resulted in the declaration of an Infodemic.2 An infodemic is a piece of information
that is false or misleading in the digital and physical world during a disease outbreak.
It confused and increased the indulgence of risk-taking behaviour by the masses. It
also leads to mistrust in health authorities and undermines the public health response.

2https://www.who.int/health-topics/infodemic#tab=tab_1
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In the past, such effects have also been observed during the outburst of Ebola [128]
and Zika virus [183] epidemics.

3. Climate Change: Fake news has emerged as a quintessential climate problem that media
literacy, policymakers, and gyaan pundits are tasked to solve [110, 28, 42, 181, 4].
More specifically, false information can be destructive for areas such as anthropocentric
climate change, where understanding the facts and the scientific truth is essential.
Climate change misinformation is closely linked to climate change skepticism, denial,
and contrarianism [178].

Figure 1.9: An example of false climate change story circulating on the web. The hoax was
posted by Natural News claiming NASA declaring that sun responsible for global warming
and not the human activities.

For instance, numerous pieces of scientific evidence prove that the human-caused CO2
emissions are increasing the temperature of our planet [127]. However, manipulators
of fake stories have managed to drift audiences’ perceptions with unverified claims,
ignoring scientific evidence. Another piece of information shown in the Figure 1.9
claims on social media that NASA has declared that it is the sun and not the human
activities responsible for increasing global warming. The news is a hoax and was
clarified by NASA later.3

4. Entertainment: The intrusion of hyperbolised fake articles into political campaigns or
health and climate studies is havoc. However, the recent trend witnessed its presence

3https://www.reuters.com/article/uk-factcheck-nasa-climate-change-idUSKBN2AI2KX
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in the cinematic realm with the release of Gore Verbinski’s macabre asylum thriller
A Cure for Wellness.4 The marketing team of the movie teamed up with fake news
websites to publish a series of false stories that included oblique references to the film
and its fictitious realm. The stint was performed to generate audience interest before
the film was released. However, regular news outlets swiftly picked up the fabricated
stories, re-purposing them, which generated significant engagement on social media
despite being entirely false. In another event, soon after the death of a Bollywood star,
Sushant Singh Rajput, a series of fabricated stories led to a creation of a wide range of
fabricated stories5 that started doing the rounds over the Internet [3].

5. Protest (Mass Gathering): The dissemination of fabricated stories has played a crucial
role in inflaming or suppressing a social event. In India, some noticeable events saw the
rage in the offline world due to increased deceptive activities in the online ecosystem.
Propaganda specialists played with the emotion of the masses and created stories that
aligned with the beliefs and practices of the audience. Some noticeable events include
Phulwama Attack, CAA Act 2019 and the 2020-2021 Indian Farmers’ Protest.

To summarize, we pointed out numerous examples from different spheres highlighting
the voluminous intrusion of fake stories into human life. Fake news is destructive and can
lead to hatred against religion, politics, celebrities or organizations resulting in riots/protests
or even death. The destruction due to fake spread occurs at two levels. First, distract the
masses from the original issue with a motive to keep it unresolved. Second, to intensify the
social conflict to undermine people’s trust in organizations and the democratic process.

1.4 Multimodality and its Importance

Communication is an act of imparting, transmitting or receiving information. There are
various forms and modes by which two entities interact. Concerning written communication,
people use different modalities (text, images or videos) to communicate their thoughts. Now
the question arises, Can text trump visuals ? or do visuals rule the world? Communication is
a complex phenomenon, and there are no two ways about it- thoughtful content and beautiful
visuals can help make a piece of information look engaging and grab the audience’s attention.
Recently, there has been a massive shift in the way people present a message, explicitly
shifting towards a combination of text and visuals. It has become easier to comb through an
article with images between texts—visuals in the form of gifs, animations and eye-catching
infographics. The reasons are three-fold.

4https://lwlies.com/articles/fake-news-viral-marketing-campaigns-a-cure-for-wellness/
5https://zeenews.india.com/india/zee-news-busts-fake-news-in-sushant-singh-rajput-death-case-

2301942.html
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1. Research by W. Howard Levie and Richard Lentz [101] proves that people follow-
ing directions with text and illustrations do 323 percent better than those without
illustrations.

2. The human brain works incredibly well in remembering images. Research shows that
an individual can retain only 10 percent of the information if asked three days later. In
contrast, the number goes to 65 percent if visuals accompany the textual information.6

3. From a technical perspective, there have been notable works in deep multimodal
learning. Numerous instances have shown that models fusing data from different
modalities outperform their uni-modal counterparts. Recently, Hang Zhao and Longbo
Huang came up with a study [75] to provide theoretical justifications of how much
more accurate an estimate of the latent space representation is when data gets combined
from different modalities compared to the singular modality.

To summarize, different modalities are characterized by different statistical properties.
Choosing one over the other does not seem a plausible choice. In order to make progress
in understanding the world around us, there is a dire need to devise technologies that can
interpret such multimodal signals together. Hence, in this report and part of the PhD thesis
plan, we plan to study the domain of fake news, a.k.a Information Disorder, from the
viewpoint of multi-modality.

6http://brainrules.net/vision/
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Chapter 2

Literature Review

The dissemination of fake content and doctored narratives are challenging the publishers and
platforms. Numerous attempts have been made to stop the proliferation of false information
by designing technical and human systems that can weed it out and minimize the spread of
lies and falsification. In this section, we provide an overview of such attempts performed by
researchers/practitioners to curb fake news.

2.1 Content-based Fake News Detection

Style-based methods focus on analyzing the news content. The content is represented as a
set of features, generally grouped into textual and visual features representing news text and
images. Such methods aim to assess the news intention. The intuition and assumption behind
designing such methods are that fraudsters prefer to write fake news in a unique style that
catches the reader’s attention and builds trust in the story.

1. Text-based Methods: A news article typically consists of a headline and content; if
it is posted on social media, the text is associated with it. The textual features can
be categorized under general and latent features [27]. General features describe the
content style from four language levels: lexicon [215], syntax [46, 215, 133], discourse
[87, 147, 215], and semantic [133]. Based on prior study [218], such attributes and
their corresponding computational features can be grouped along ten dimensions:
quantity [117], complexity, uncertainty, subjectivity [180], non-immediacy, sentiment
[222], diversity [180], informality [180], specificity [83], and readability [151]. Such
features aid in identifying falsity in computer-mediated communications [49, 213] and
testimonies [1] and have recently been used in fake news detection [15, 133, 215, 139,
118].

Latent textual features denote news text embedding. Such an embedding is obtained
either at word [119, 132], sentence [98, 10], or document levels [10]. Such vector em-
beddings are then fed to traditional machine learning [215] or deep learning framework
[68, 74, 95, 99, 161, 169, 24, 69, 152, 39] to capture the syntactic meaning of the text.
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Other works extracted meta features [86], linguistic features [91, 140, 188] inspired
via [145, 56, 63], applied semi-supervised [58] and unsupervised [72] approach via
tensor embeddings to detect fake news via textual cues. Recent research also explored
reinforcement techniques [193], adversarial attacks[115], performed manipulation
detection on web data including but not limited to Wikipedia [96] and devise methods
to curb misinformation in low-resource languages [107, 29].

2. Image-based Methods: With the advent of the Internet and the availability of smart-
phones at nominal prices, user activity on social media platforms has emerged. It has
increased the circulation of false stories on the web. Fake news attempts to utilize mul-
timedia content with images or videos [103, 104, 206] to attract and mislead readers
for monetary or other gains. Different kinds of manipulations can distort images. For
instance, images can be deliberately manipulated via tampering, doctoring or photo-
shopping. It can also be generated automatically by deep generative networks. Other
strategies include misusing images to depict the emerging event or portraying a real
image with false context—such fabrication in the visual content results in misleading
content [13, 211]. The visual features can be categorized into forensics, semantic,
statistical, and context [18, 210, 166, 219].

The forensic features capture the distortion within the images and extract the camera-
related specifications [47, 53, 116] or detect forgery operations performed on the
images [76]. Research has also captured various signal and pixel-level features to
identify the forgery performed via deep generative networks [54, 123] and has also
devised numerous strategies to identify compression in the images.

To increase the viewership of the fake story, manipulators often rely on establishing
a sensational backing for it. Such fabricated stories play with the emotion/sentiment
[80, 158, 167, 97] of the reader. Hence, the literature [21] demonstrates few works that
use semantic-level features to determine the post’s authenticity. Peng Qi et al. [142]
hypothesize that fake news images might have different properties from real-news
images at both physical and semantic levels. Such properties can be studied via the
frequency and pixel domain, respectively. Therefore, the team proposed a novel frame-
work Multi-domain Visual Neural Network (MVNN), to fuse the visual information
of frequency and pixel domains for detecting fake news.

The statistical features explore the distributional difference between real and fake
news. Some basic statistical features that aided in detecting fake news were count,
popularity and type [203, 198, 82]. Other advanced features proposed by [82] include
visual clarity score, visual coherence score, visual similarity distribution headline,
visual diversity score and visual clustering score.

3. Multimodal Methods: Jin et al. [79] made the first attempt towards multimodal fake
news detection. Their paper proposed a recurrent neural network with an attention
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mechanism for fake news detection. It comprises of three sub-modules: first, sub-
network uses RNN to combine text and social context features. The social context
features are hashtags, mentions, retweets, and emotion polarity; Second, sub-network
uses VGG19 pre-trained on the Imagenet database to generate representations for
images present in tweets; Third, sub-network is a neural-level attention module that
uses the output of RNN to align visual features. Yang et al. [207] made another attempt
by designing a text and image information based Convolutional Neural Network (TI-
CNN). The method extracts latent text and image features, represents them in a unified
feature space, and then use learned features to identify fake news.

Another study by Wang et al. [192] proposed an event adversarial neural network
for fake news detection. Core idea of the paper is to design a method that learns
event-invariant features and preserve the shared features among all the events for
fake news detection for newly emerged unseen events. The textual and visual features
are extracted via Text-CNN and VGG19, respectively. The final representations are
combined to form a multimodal feature vector utilized for fake news detection. In
addition, the method uses an event discriminator to measure the dissimilarities among
different events; it is a neural network that consists of two fully connected layers with
corresponding activation functions. Khattar et al. [88] also came up with multimodal
variational autoencoder for fake news detection. Model comprises of three components:
(i) encoder, responsible for generating the shared representation of features learnt
from both the modalities, (ii) decoder, responsible for reconstructing data from the
sampled multimodal representation and, (iii) fake news detector, that takes multimodal
representation as input and classify the post as fake or not.

Another study attempts to detect fake news by leveraging spatial and frequency domain
features from the image and textual features from the text present in a news [201].
Method uses multiple co-attention layers to learn the relationship between text and
images. Visual features are first fused, followed by textual features; obtained fused
representation from the last co-attention layer is used for fake news detection.

Recently, transformer-based language models have shown significant performance over
traditional machine learning-based methods for fake news detection [131]. Singhal
et al. came up with SpotFake [162] and Spotfake-plus [163] that leverages textual
information from the BERT and XLNet [208], respectively. Image features in both
methods are extracted via VGG19 pre-trained on the Imagenet database.

All the works mentioned above have focused on multimodal fake news detection ig-
noring the relationship between textual and visual cues present in news articles. Zhou
et al. [217] proposed a similarity-aware fake news detection method to investigate
relationship between the extracted features across modalities. Text features are ex-
tracted via Text-CNN, and image feature generation is a two-step process. First, images
are passed through the image2sentence model to generate a caption for the image.
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Generated text is then passed through Text-CNN to get the desired representations. A
modified version of cosine similarity is used to establish a cross-modal relationship
between the modalities.

Recently, a study by Giachanou et al. [52] introduced a new direction by exploiting
the information from multiple images in accordance with the headline and the com-
plementary first image. Giachanou et al. [52] proposed a multimodal multi-image
module that encapsulates information from multiple images in the form of tags and
semantic features via a pre-trained VGG-16 network. Next, to establish similarity
between the different components of the two modalities, cosine similarity score is
calculated between the text and image tags. Finally, textual and visual feature vectors
are combined with the similarity score, in an additive manner to perform fake news
detection. Another study by Singhal et al. [52] proposes a novel method that establishes
a relationship between text and multiple images present in the news. The sequential
information from the multiple visual cues is obtained by passing intermediate features
obtained via VGG19 to the Bi-LSTM cells. Method uses BERT module for text feature
extraction. A modified version of contrastive loss is used to establish the relation-
ship between different news components. Recent developments in the area includes
the use of external knowledge in the form of text-metadata [50], detect cross-modal
inconsistencies [187] and inspect the connection between text and image [126].

2.2 Context-based Fake News Detection

User engagement is an influential factor that drives the dissemination of fake news online. It
widens the research as various factors could be studied to identify the manipulation. Past
literature explored methods to identify the source/publisher [159, 60, 212, 25, 19], post
[22, 120, 209] and user authenticity [43, 189, 141, 148, 200, 216, 120, 124, 25, 209, 36] and
curated the social features, either as a strong [188, 61, 153, 111, 197, 124] or weak signal
[160]. Researchers have also explored other auxiliary features like, user comments [32],
leveraging information from multiple news [84], exploring the propagation networks [144]
or incorporating relational knowledge [199]. Some methods have also studied the changes or
trends of the properties along the life-cycle [113]. Research has also explored the methods
that leverage crowd [81] or external knowledge [194, 31, 73] to enhance the feature-set. In
addition, the user and network properties has introduced new directions of propagation-based
[109] and network-based methods. Such domain aims to explore the news dissemination
pattern in the online world and also study the network properties of the platform to draw
inferences about the spread of fake news [37, 155]. Recent advancements toward fake news
detection explore the unsupervised pathway [205, 59] due to the non-availability of the data.
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2.3 System Design for Identifying Fake News on Web

1. TweetCred [62]: It is a real-time, web-based system that evaluates the credibility of
information on Twitter. The system utilizes a semi-supervised ranking model using
SVM-rank to determine the authenticity of the post on users’ timelines. The training
data is constitutes six high-impact crisis events of 2013. An extensive set of 45 features
is used to determine each tweet’s credibility score. The system provides a credibility
rating between 1 (low) to 7 (high) for each tweet on the Twitter timeline. All features
can be computed for a single tweet, including the tweet’s content, characteristics of its
author, and information about external URLs.

2. CredEye [136]: It is a system for automatic credibility assessment. Input in the form
of a claim is analyzed for its credibility by considering relevant articles from the Web.
The system is composed of three units. The first unit is responsible for retrieving
articles from web sources by searching claim text as a query to a search engine. The
second component performs the stance detection task to understand an article’s stance.
The Credibility aggregation model then merges per-article assessments to compute
the overall scoring of the claim being true or false. Finally, the evidence extraction
module extracts the supporting evidence from informative snippets from the relevant
web articles. The training data for the task is curated from Snopes.com. The system
utilizes 5,000 claims from Snopes, each labelled true or false and retrieved 30 relevant
Web articles for each of them.

3. Real-Time Certification System on Sina Weibo: Zhou et al. [214] presents a real-
time news certification system that can detect an event’s credibility by providing
keywords about it. The authors built a distributed data acquisition system to enable
real-time data flow to gather event-related information through Sina Weibo. The
average response time for each query is 35 seconds—this paper model the rumour
detection problem from three aspects: content, propagation and information source.
The content-based model leverages the event, sub-events and message information. In
contrast, the propagation-based model captures propagation network influence. Finally,
an ensemble method is utilized to capture the three aspects. In addition, to determine
the credibility of an event, the system also provides information such as key users, key
microblogs and the timeline of an event.

4. ClaimBuster [67]: It is a fact-checking platform that uses natural language processing
and supervised learning techniques to determine factual claims in political discourses.
The model is trained on a human-labelled dataset of check-worthy factual claims from
the U.S General Election debate transcripts. The system performs the claim spotting
task, giving each sentence a score indicating how likely it is to contain an essential
factual claim that should be fact-checked. ClaimBuster helps fact-checkers to focus on
the top-ranked sentences without searching through a large number of sentences.
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5. XFake [204]: It is a fake news detection system that predicts the veracity of the
information and provides relevant explanations as prediction evidence. The system
comprises of three components that utilize the speaker and statement attributes. Specif-
ically, MIMIC, ATTN and PERT frameworks are designed, where MIMIC is built for
attribute analysis, ATTN is for statement semantic analysis, and PERT is for linguistic
statement analysis. Explanations, supporting examples and visualization are provided
to facilitate interpretation of the output.

6. Jennifer [105]: It is a chatbot maintained by a global group of volunteers. Building
such a system aims to provide public information from trusted sources in an organized
and efficient manner. Such information can be utilized during a crisis event or in
general by the masses to understand public issues. The group also released a dataset,
the COVID-19 question bank, consisting of 3,924 COVID-19-related questions.

7. PRTA [33]: Prta stands for PRopaganda persuasion Technique Analyzer. It is a system
that detects propaganda in text fragments. It also provides readers with information on
what type of propaganda technique is used. The system attempts to promote media
literacy among online audiences. With Prta, users can explore the contents of articles
about several topics, crawled from various sources and updated regularly, and compare
them based on their use of propaganda techniques. Prta is designed as a supervised
multi-granularity gated BERT-based model, trained on a corpus of news articles
annotated at the fragment level with 18 propaganda techniques, a total of 350K word
tokens.

2.4 Fake News Datasets

Researchers and practitioners have proposed numerous resources to facilitate research on
fake news. This section reviews the fake news and fact-checking datasets from the two
viewpoints.

1. News articles: Fabricated content takes various forms. It can be published as news
on online news websites consisting of a headline, content (body of the news) and
images/videos associated with it. Table 2.1 review the datasets utilized to detect fake
news mainly from the body of the news article. The style of each news article is an
essential feature for detection.

2. Social Media Posts: Another pattern of fabrication is in the form of memes or
tweets/posts on different social media platforms. Table 2.2 review datasets that are
utilized to detect fake news, mainly from social media posts. User and network infor-
mation in social media and text in social media posts are essential features.

Next, Table 2.3 presents a review of the different fact-checking datasets . Unlike fake
news detection, a fact-verification task helps to decide whether a claim is correct, specifically
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when explicitly given the evidence. A model for a fact-verification task classifies whether
each claim is correct from a claim and the evidence given as input data. A tuple of a
claim and given evidence is generally given as input data for the classification model of a
fact-verification task.

23



Ta
bl

e
2.

1:
Su

m
m

ar
y

of
da

ta
se

ts
of

fa
ke

ne
w

s
de

te
ct

io
n

on
ne

w
s

ar
tic

le
s.

D
at

as
et

In
st

an
ce

s
L

ab
el

s
To

pi
c

D
om

ai
n

R
at

er
s

L
an

gu
ag

e
Ye

ar
Po

lit
ifa

ct
14

[1
85

]
22

1
he

ad
lin

es
5

Po
lit

ic
s,

So
ci

et
y

Fa
ct

-c
he

ck
in

g
si

te
s

E
ng

lis
h

20
14

B
uz

zf
ee

d_
po

lit
ic

al
[7

0]
71

ar
tic

le
s

2
20

16
U

S
el

ec
tio

n
B

uz
zf

ee
d

pa
ge

E
ng

lis
h

20
17

R
an

do
m

_p
ol

iti
ca

l[
70

]
22

5
ar

tic
le

s
3

Po
lit

ic
s

L
is

to
fZ

im
da

rs
E

ng
lis

h
20

17

A
hm

ed
20

17
[2

]
25

,2
00

ar
tic

le
s

2
N

ew
s

in
20

16
Fa

ct
-c

he
ck

in
g

si
te

(P
ol

iti
fa

ct
)

E
ng

lis
h

20
17

L
IA

R
[1

91
,6

]
12

,8
36

cl
ai

m
s

6
-

Fa
ct

-c
he

ck
in

g
si

te
(P

ol
iti

fa
ct

)
E

ng
lis

h
20

17

T
SH

P-
17

_p
ol

iti
fa

ct
[1

43
]

10
,4

83
st

at
em

en
ts

6
-

Fa
ct

-c
he

ck
in

g
si

te
(P

ol
iti

fa
ct

)
E

ng
lis

h
20

17

Fa
ke

N
ew

sA
M

T
[1

33
]

48
0

ar
tic

le
s

2
Sp

or
ts

,B
us

in
es

s,
E

nt
er

ta
in

m
en

t,
Po

lit
ic

s,
Te

ch
no

lo
gy

,E
du

ca
tio

n
G

en
er

at
ed

fa
ke

ne
w

s
by

C
ro

w
ds

ou
rc

in
g

E
ng

lis
h

20
18

C
el

eb
ri

ty
[1

33
]

50
0

ar
tic

le
s

2
C

el
eb

ri
ty

Fa
ct

-c
he

ck
in

g
si

te
(G

os
si

pC
op

)
E

ng
lis

h
20

18

K
ag

gl
e_

U
T

K
25

,1
04

ar
tic

le
s

2
-

-
E

E
ng

lis
h

20
18

M
is

in
fo

Te
xt

_B
uz

zf
ee

d
[1

77
]

14
13

ar
tic

le
s

4
-

Fa
ct

-c
he

ck
in

g
si

te
(B

uz
zf

ee
d)

E
ng

lis
h

20
19

M
is

in
fo

Te
xt

_S
no

pe
s

[1
77

]
31

2
ar

tic
le

s
5

-
Fa

ct
-c

he
ck

in
g

si
te

(S
no

pe
s)

E
ng

lis
h

20
19

FA
-K

E
S

[1
49

]
80

4
ar

tic
le

s
2

Sy
ri

an
W

ar
E

xp
er

ta
nn

ot
at

or
s

E
ng

lis
h

20
19

Sp
an

is
h-

v1
[1

38
]

97
1

ar
tic

le
s

2
Sc

ie
nc

e,
Sp

or
t,

Po
lit

ic
s,

So
ci

et
y,

E
nv

ir
on

m
en

t,
In

te
rn

at
io

na
l

Fa
ct

-c
he

ck
in

g
si

te
s

(V
er

ifi
ca

do
M

X
,M

al
di

to
B

ul
o,

C
az

a
H

oa
x)

Sp
an

is
h

20
19

Fa
ux

to
gr

ap
hy

[2
19

]
1,

23
3

ar
tic

le
s

2
-

fa
ct

-c
he

ck
in

g
si

te
(S

no
pe

s)
E

ng
lis

h
20

19

B
re

ak
in

g!
[1

29
]

67
9

ar
tic

le
s

3
20

16
U

S
el

ec
tio

n
B

S
D

et
ec

to
r

E
ng

lis
h

20
19

T
D

S2
02

0
46

,7
00

ar
tic

le
s

2
-

N
ew

s
si

te
s

(B
re

iB
ar

t,
T

he
O

ni
on

,I
nf

oW
ar

s)
E

ng
lis

h
20

20

Fa
ke

C
ov

id
[1

54
]

12
,8

05
ar

tic
le

s
2-

18
-

-
E

ng
lis

h
20

20

Tr
ue

Fa
ct

_F
N

D
6,

23
6

ar
tic

le
s

2
-

-
E

ng
lis

h
20

20

Sp
an

is
h-

v2
[1

38
]

57
2

ar
tic

le
s

2
Sc

ie
nc

e,
Sp

or
t,

Po
lit

ic
s,

So
ci

et
y,

E
nv

ir
on

m
en

t,
In

te
rn

at
io

na
l

Fa
ct

-c
he

ck
in

g
si

te
s

(V
er

ifi
ca

do
M

X
,M

al
di

to
B

ul
o,

C
az

a
H

oa
x)

E
ng

lis
h

20
21

24



Ta
bl

e
2.

2:
Su

m
m

ar
y

of
da

ta
se

ts
of

fa
ke

ne
w

s
de

te
ct

io
n

on
so

ci
al

m
ed

ia
.

D
at

as
et

In
st

an
ce

s
L

ab
el

s
To

pi
c

D
om

ai
n

R
at

er
s

Pl
at

fo
rm

L
an

gu
ag

e
Ye

ar

M
ed

ia
E

va
l_

D
at

as
et

[1
4]

15
,6

29
po

st
s

2
-

-
Tw

itt
er

,F
ac

eb
oo

k,
B

lo
g

Po
st

E
ng

lis
h

20
15

PH
E

M
E

[2
21

]
33

0
th

re
ad

s
3

So
ci

et
y,

Po
lit

ic
s

C
ro

w
ds

ou
rc

in
g

Tw
itt

er
E

ng
lis

h
20

16

Tw
itt

er
-m

a
[1

12
]

99
2

th
re

ad
s

2
-

Fa
ct

-c
he

ck
in

g
si

te
(S

no
pe

s)
Tw

itt
er

E
ng

lis
h

20
16

R
U

M
D

E
C

T
[1

12
]

4,
66

4
th

re
ad

s
2

-
Si

na
co

m
m

un
ity

m
an

ae
m

en
t

W
ei

bo
C

hi
ne

se
20

16

R
um

or
E

va
l2

01
7

[3
8]

29
7

th
re

ad
s

3
-

PH
E

M
E

[2
21

][
22

0]
Tw

itt
er

E
ng

lis
h

20
16

Tw
itt

er
15

[1
14

]
1,

47
8

th
re

ad
s

4
-

Fa
ct

-c
he

ck
in

g
si

te
s

(S
no

pe
s,

E
m

er
ge

nt
)

Tw
itt

er
E

ng
lis

h
20

17

Tw
itt

er
16

[1
14

]
81

8
th

re
ad

s
4

-
Fa

ct
-c

he
ck

in
g

si
te

s
(S

no
pe

s,
E

m
er

ge
nt

)
Tw

itt
er

E
ng

lis
h

20
17

B
uz

zF
ac

e
[1

50
]

2,
26

3
th

re
ad

s
4

Po
lit

ic
s

B
uz

zf
ee

d
Fa

ce
bo

ok
E

ng
lis

h
20

17

So
m

e-
lik

e-
it-

ho
ax

[1
70

]
15

,5
00

po
st

s
2

Sc
ie

nc
e

[3
8]

Fa
ce

bo
ok

E
ng

lis
h

20
17

M
ed

ia
_W

ei
bo

[7
9]

9,
52

8
po

st
s

2
-

Si
na

co
m

m
un

ity
m

an
ag

em
en

t
W

ei
bo

C
hi

ne
se

20
17

PH
E

M
E

_u
pd

at
e

[9
3]

6,
42

5
th

re
ad

s
3

So
ci

et
y,

Po
lit

ic
s

PH
E

M
E

[2
20

]
Tw

itt
er

E
ng

lis
h

20
18

Fa
ke

N
ew

sN
et

[1
57

]
23

,9
21

po
st

s
2

Po
lit

ic
s,

C
el

eb
ri

ty
Fa

ct
-c

he
ck

in
g

si
te

s
(P

ol
iti

fa
ct

,G
os

si
pC

op
)

Tw
itt

er
E

ng
lis

h
20

18

Ji
an

g2
01

8
[7

7]
5,

30
3

po
st

s
5

-
Fa

ct
-c

he
ck

in
g

si
te

s
(P

ol
iti

fa
ct

,S
no

pe
s)

Tw
itt

er
,Y

ou
tu

be
,

Fa
ce

bo
ok

E
ng

lis
h

20
18

R
um

or
E

va
l2

01
9

[5
5]

44
6

th
re

ad
s

3
N

at
ur

al
di

sa
st

er
s

Fa
ct

-c
he

ck
in

g
si

te
s

(P
ol

iti
fa

ct
,S

no
pe

s)
Tw

itt
er

,r
ed

di
t

E
ng

lis
h

20
18

R
um

or
-a

no
m

al
y

[1
71

]
1,

02
2

th
re

ad
s

6
Po

lit
ic

s,
Fr

au
d

an
d

Sc
am

,
C

ri
m

e,
Sc

ie
nc

e,
et

c.
Fa

ct
-c

he
ck

in
g

si
te

(S
no

pe
s)

Tw
itt

er
E

ng
lis

h
20

19

W
eC

ha
t_

D
at

as
et

[1
93

]
4,

18
0

ne
w

s
2

-
W

eC
ha

t
W

eC
ha

t
E

ng
lis

h
20

20

Fa
ng

[1
24

]
1,

05
4

th
re

ad
s

2
-

PH
E

M
E

[9
3]

,T
w

itt
er

-m
a

[1
4]

,
Fa

ke
N

ew
sN

et
[1

57
]

Tw
itt

er
E

ng
lis

h
20

20

W
ha

ts
A

pp
[1

46
]

3,
08

3
im

ag
es

2
B

ra
zi

lia
n

E
le

ct
io

ns
,

In
di

an
E

le
ct

io
ns

Fa
ct

-c
he

ck
in

g
si

te
s

(a
os

fa
to

s.
or

g,
bo

om
liv

e.
in

,e
-f

ar
sa

s,
et

c.
W

ha
ts

A
pp

-
20

20

Fa
ke

dd
it

[1
21

]
1,

06
3,

10
6

po
st

s
2,

3,
6

-
E

xp
er

ta
nn

ot
at

or
s

R
ed

di
t

E
ng

lis
h

20
20

R
ed

di
t_

co
m

m
en

ts
12

,5
97

cl
ai

m
s

2
-

Fa
ct

-c
he

ck
in

g
si

te
s

(P
ol

iti
fa

ct
,F

ac
tC

he
ck

.o
rg

,e
tc

)
Tw

itt
er

E
ng

lis
h

20
20

H
ea

lth
St

or
y

[3
4]

1,
69

0
th

re
ad

s
2

H
ea

lth
H

ea
lth

N
ew

sr
ev

ie
w

Tw
itt

er
E

ng
lis

h
20

20

H
ea

lth
R

el
ea

se
[3

4]
60

6
th

re
ad

s
2

H
ea

lth
H

ea
lth

N
ew

sr
ev

ie
w

Tw
itt

er
E

ng
lis

h
20

20

C
oA

ID
[3

0]
4,

25
1

th
re

ad
s

2
C

O
V

ID
-1

9
Fa

ct
-c

he
ck

in
g

si
te

s
(P

ol
iti

fa
ct

,F
ac

tC
he

ck
.o

rg
,e

tc
)

Tw
itt

er
E

ng
lis

h
20

20

C
O

V
ID

-H
eR

A
[4

0]
61

,2
86

po
st

s
5

C
O

V
ID

-1
9

C
oA

ID
,E

xp
er

tA
nn

ot
at

or
s

Tw
itt

er
E

ng
lis

h
20

20

A
rC

O
V

ID
-1

9-
R

um
or

s
[6

6]
16

2
th

re
ad

s
2

C
O

V
ID

-1
9

Fa
ct

-c
he

ck
in

g
si

te
s

(F
at

ab
yy

an
o,

M
is

ba
r)

Tw
itt

er
A

ra
bi

c
20

20

M
M

-C
O

V
ID

[1
02

]
11

,1
73

th
re

ad
s

2
C

O
V

ID
-1

9
Fa

ct
-c

he
ck

in
g

si
te

s
(S

no
pe

s,
Po

yn
te

r)
Tw

itt
er

E
ng

lis
h,

Sp
an

is
h,

Po
rt

ug
ue

se
,H

in
di

,
Fr

en
ch

,I
ta

lia
n

20
20

C
on

st
ra

in
t[

13
0]

10
,7

00
po

st
s

2
C

O
V

ID
-1

9
Fa

ct
-c

he
ck

in
g

si
te

s
(P

ol
iti

fa
ct

,S
no

pe
s)

Tw
itt

er
E

ng
lis

h
20

20

In
di

c-
co

vi
d

[8
5]

1,
43

8
po

st
s

2
C

O
V

ID
-1

9
E

xp
er

ta
nn

ot
at

or
s

Tw
itt

er
B

en
ga

li,
H

in
di

20
20

C
O

V
ID

-1
9-

FA
K

E
S

[4
4]

3,
04

7,
25

5
2

C
O

V
ID

-1
9

W
H

O
,U

N
,U

N
IC

E
F

Tw
itt

er
A

ra
bi

c,
E

ng
lis

h
20

20

C
H

E
C

K
E

D
[2

02
]

2,
10

4
th

re
ad

s
2

C
O

V
ID

-1
9

Si
na

co
m

m
un

ity
m

an
ag

em
en

t
W

ei
bo

C
hi

ne
se

20
21

C
O

V
ID

-A
la

m
[5

]
72

2
tw

ee
ts

5
C

O
V

ID
-1

9
E

xp
er

ta
nn

ot
at

or
s

Tw
itt

er
E

ng
lis

h,
A

ra
bi

c
20

21

C
O

V
ID

-R
U

M
O

R
[2

3]
2,

70
5

po
st

s
2

C
O

V
ID

-1
9

fa
ct

-c
he

ck
in

g
si

te
s

(S
no

pe
s,

Po
lit

ifa
ct

,B
oo

m
liv

e)
Tw

itt
er

,W
eb

si
te

s
E

ng
lis

h
20

21

25



Ta
bl

e
2.

3:
Su

m
m

ar
y

of
fa

ct
-c

he
ck

in
g

da
ta

se
ts

.

D
at

as
et

In
st

an
ce

s
L

ab
le

s
To

pi
c

do
m

ai
n

R
at

er
s

O
ri

gi
na

ld
at

a
M

ai
n

co
m

po
ne

nt
s

L
an

gu
ag

e
Ye

ar
R

um
or

-h
as

-i
t[

14
1]

10
,4

17
po

st
s

3
-

E
xp

er
tA

nn
ot

at
or

s
Tw

itt
er

Tw
ee

t
E

ng
lis

h
20

11

Sn
op

es
_c

re
di

bi
lit

y
[1

34
,1

35
]

4,
85

6
cl

ai
m

s
2

-
Sn

op
es

W
eb

da
ta

C
la

im
,

Se
ar

ch
pg

e
E

ng
lis

h
20

16

W
ik

ip
ed

ia
_c

re
di

bi
lit

y
[1

34
]

15
7

cl
ai

m
s

W
ik

ip
ed

ia
W

ik
ip

ed
ia

C
la

im
,

se
ar

ch
pa

ge
E

ng
lis

h
20

16

E
m

er
ge

nt
[4

8]
30

0
cl

ai
m

s
3

-
Sn

op
es

,H
oa

xa
liz

er
W

eb
da

ta
C

la
im

,
N

ew
s

ar
tic

le
s

E
ng

lis
h

20
16

FN
C

_d
at

as
et

[6
4]

2,
58

7
cl

ai
m

s
4

-
E

m
er

ge
nt

Po
lit

ifa
ct

C
la

im
,

B
od

y
te

xt
E

ng
lis

h
20

17

D
eC

la
rE

_p
ol

iti
fa

ct
[1

37
]

3,
56

9
cl

ai
m

s
2

-
po

lit
ifa

ct
Po

lit
ifa

ct
cl

ai
m

,m
et

a
da

ta
E

ng
lis

h
20

18

FE
V

E
R

[1
75

]
18

5,
44

5
cl

ai
m

s
3

W
ik

ip
ed

ia
E

xp
er

ta
nn

ot
at

or
s

W
ik

ip
ed

ia
C

la
im

,
W

ik
ip

ed
ia

da
ta

E
ng

lis
h

20
18

FE
V

E
R

2.
0

[1
76

]
1,

17
4

cl
ai

m
s

3
W

ik
ip

ed
ia

E
xp

er
ta

nn
ot

at
or

s
W

ik
ip

ed
ia

C
la

im
E

ng
lis

h
20

18

C
T-

FC
C

-1
8

[1
22

]
15

0
cl

ai
m

s
3

Po
lit

ic
s,

A
ra

b-
re

la
te

d
ne

w
s

Sn
op

es
,

Fa
ct

C
he

ck
.o

rg
W

eb
da

ta
C

la
im

E
ng

lis
h,

A
ra

bi
c

20
18

A
ra

bi
c_

co
rp

us
42

9
cl

ai
m

s
2

A
ra

b-
re

la
te

d
ne

w
s

V
E

R
IF

Y
W

eb
da

ta
C

la
im

,
W

eb
pa

ge
A

ra
bi

c
20

18

U
K

PS
no

pe
s

[6
5]

6,
42

2
cl

ai
m

s
5

-
Sn

op
es

,E
xp

er
ta

nn
ot

at
or

s
Sn

op
es

C
la

im
,W

eb
pa

ge
,

E
vi

de
nc

e
te

xt
E

ng
lis

h
20

19

M
ul

tiF
C

[1
1]

36
,5

34
cl

ai
m

s
2-

40
-

-
Fa

ct
-c

he
ck

in
g

si
te

s
C

la
im

,
Se

ar
ch

pa
ge

E
ng

lis
h

20
19

D
A

ST
[1

06
]

3,
00

7
po

st
s

4
-

E
xp

er
ta

nn
ot

at
or

s
R

ed
di

t
So

ur
ce

co
m

m
en

ts
,

Su
bm

is
si

on
po

st
s

D
an

is
h

20
19

C
ro

at
ia

n
[1

6]
90

4
co

m
m

en
ts

4
-

E
xp

er
ta

nn
ot

at
or

s
24

sa
ta

N
ew

s
ar

tic
le

s,
N

ew
s

co
m

m
en

ts
C

ro
at

ia
n

20
19

C
T

19
-T

2
[4

5]
69

cl
ai

m
s

2
A

ra
b-

re
la

te
d

ne
w

s
E

xp
er

ta
nn

ot
at

or
s

W
eb

da
ta

C
la

im
,

W
eb

pa
ge

A
ra

bi
c

20
19

C
T

20
-A

ra
bi

c
[1

2]
16

5
cl

ai
m

s
2

A
ra

b-
re

la
te

d
ne

w
s

E
xp

er
ta

nn
ot

at
or

s
Tw

itt
er

C
la

im
,

W
eb

pa
ge

A
ra

bi
c

20
20

A
ra

bi
c_

St
an

ce
[9

0]
4,

54
7

cl
ai

m
s

2
A

ra
b-

re
la

te
d

ne
w

s
E

xp
er

tA
nn

ot
at

or
s

A
N

T
co

rp
us

C
la

im
,

N
ew

s
ar

tic
le

s
A

ra
bi

c
20

20

PU
B

H
E

A
LT

H
[9

4]
11

,8
32

cl
ai

m
s

4
H

ea
lth

Fa
ct

-c
he

ck
in

g
si

te
s

(S
no

pe
s,

Po
lit

ifa
ct

,e
tc

)
W

eb
da

ta
C

la
im

,N
ew

s
ar

tic
le

s,
E

xp
la

na
tio

n
te

xt
s

E
ng

lis
h

20
20

C
O

V
ID

-1
9-

Sc
ie

nt
ifi

c
[1

00
]

14
2

cl
ai

m
s

3
Sc

ie
nc

e
in

C
O

V
ID

-1
9

M
ed

ic
al

N
ew

sT
od

ay
,

C
D

C
,W

H
O

C
O

R
D

-1
9

C
la

im
E

ng
lis

h
20

20

C
O

V
ID

-1
9-

Po
lit

ifa
ct

[1
00

]
34

0
cl

ai
m

s
2

Po
lit

ic
s

in
C

O
V

ID
-1

9
Po

lit
ifa

ct
Po

lit
ifa

ct
C

la
im

E
ng

lis
h

20
20

C
O

V
ID

L
ie

s
[7

1]
6,

76
1

po
st

s
3

C
O

V
ID

-1
9

E
xp

er
ta

nn
ot

at
or

s
Tw

itt
er

Tw
ee

ts
,

M
is

co
nc

ep
tio

n
E

ng
lis

h
20

20

SC
IF

A
C

T
[1

90
]

1,
49

0
cl

ai
m

s
3

Sc
ie

nt
ifi

c
pa

pe
rs

E
xp

er
ta

nn
ot

at
or

s
S2

O
R

C
C

la
im

,
R

es
ea

rc
h

ab
st

ra
ct

s
E

ng
lis

h
20

20

H
oV

er
[7

8]
26

,1
71

cl
ai

m
s

3
W

ik
ip

ed
ia

E
xp

er
ta

nn
ot

at
or

s
H

ot
po

tQ
A

da
ta

se
t

C
la

im
,W

ik
ip

ed
ia

da
ta

E
ng

lis
h

20
20

FE
V

E
R

O
U

S
[8

]
87

,0
62

cl
ai

m
s

3
W

ik
ip

ed
ia

E
xp

er
ta

nn
ot

at
or

s
W

ik
ip

ed
ia

C
la

im
,

W
ik

ip
ed

ia
da

ta
E

ng
lis

h
20

21

D
A

N
FE

V
E

R
[1

25
]

6,
40

7
cl

ai
m

s
3

W
ik

ip
ed

ia
E

xp
er

ta
nn

ot
at

or
s

W
ik

ip
ed

ia
,

D
en

St
or

e
D

an
sk

e
C

la
im

,
W

ik
ip

ed
ia

da
ta

D
an

is
h

20
21

26



Chapter 3

EXPOSING Fake News

In this chapter, we aim to discuss the gaps identified from the literature and their correspond-
ing proposed solutions.

3.1 Research Gap 1: Design Multimodal Detection Baselines

In 2017, Jin et al. [79] made the first attempt toward multimodal fake news detection. The
paper proposed a content-based multimodal fake news detection method that uses a recurrent
neural network with an attention mechanism to combine text and social context features. It
uses VGG19 pre-trained on the Imagenet database to generate representations for images
present in tweets. Several other works performed a similar task, discussed in the Section 2.1.
Inconsistencies with the existing literature:

1. None of the approaches extracts contextual information from the text. Each method
captures the syntactic and semantic features of the text.

2. There are multimodal fake news detection systems in the literature, but they solve the
fake news problem by considering an additional sub-task like an event discriminator
[192] and finding correlations across the modalities [88]. The results of fake news
detection are heavily dependent on the subtask, and in the absence of subtask training,
the performance of fake news detection degrades by 10% on an average.

Proposed Solution:

1. We introduce SpotFake- a multimodal framework for fake news detection [162]. Our
proposed solution detects fake news without taking into account any other subtasks.
It exploits both the textual and visual features of an article. Specifically, we used
language models (like BERT) to learn contextual representations for the text, and
image features are learned from VGG- 19 pre-trained on the ImageNet dataset.

2. We introduce SpotFake+, a multimodal approach that leverages transfer learning to
capture semantic and contextual information from the news articles and its associated
images and achieves the better accuracy for fake news detection.
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3.1.1 SpotFake: A Multi-modal Framework for Fake News Detection

Figure 3.1: A schematic diagram of the SpotFake model. Value in () indicates number of
neurons in a layer.

First, we conducted a survey to understand the people’s perception of fake news, sources
that are more susceptible to the spread of fake news and the effect of multiple modalities
on the human ability to detect fake news. We surveyed a sample population that consisted
of people in the age group of 15-50 years. The observations from the survey confirm that
multimodal features are more beneficial in detecting fake news than unimodal features.
Second, fake news classifier of the current state-of-the-art system [192, 88] does not perform
well by itself. However, performance significantly improves in the presence of a secondary
task like event discriminator or sample reconstruction. Our intuition is that the difference in
performance is present due to the singular model‘s lack of contextual information.

This motivated us to propose SpotFake- a multimodal framework for fake news detection.
SpotFake considers the two modalities present in an article- text and image. As shown in Fig.
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3.1, the proposed model can be divided into three parts: a text component where a state-of-
the-art language model Bidirectional Encoder Representations from Transformers (BERT)
[39] is used to extract text representation. For the image representation, we extract the output
of the second last layer of VGG-19 convolutional network [161] pre-trained on ImageNet
[95] dataset. In the final part, the news representation is constructed by concatenating text
and image representation. This news representation is then passed through a fully connected
neural network for fake news classification.

3.1.2 SpotFake+: A Multimodal Framework for Fake News Detection via
Transfer Learning

Figure 3.2: A schematic diagram of SpotFake+ model. The model has two sub-modules- a
textual feature extractor and a visual feature extractor.

In recent years, there has been a substantial rise in the consumption of news via online
platforms. The ease of publication and lack of editorial rigour in some of these platforms
have further led to the proliferation of fake news.

In this research work, we studied the problem of detecting fake news on the FakeNewsNet
[157] repository, a collection of full length articles along with associated images. Previous
studies on FakeNewsNet have used various machine learning techniques (SVM, Naive Bayes,
Logistic Regression) and deep learning models (CNN, LSTM, Attention) to perform the fake
news detection but they fail to perform well due to following reasons: (1) they lacked the
contextual information present in the text and (2) they do not capture the features from the
image modality that may seek to emphasize certain facts.
To overcome the above mentioned challenges, we designed SpotFake+, an advanced version
of existing multimodal fake news detection system, named SpotFake [162]. The schematic
diagram of the model is shown in Figure 3.2. It is a multimodal approach that leverages
pretrained language transformers to capture semantic and contextual information from the
news articles and pre-trained ImageNet models for visual feature extraction. These feature
vectors are fed into fully connected layers for classification. To the best of our knowledge,
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this was the first work that performs a multimodal approach for fake news detection on a
dataset that consists of full length articles.

3.2 Research Gap 2: Identifying the role of Multiple Images

Inconsistencies with the current literature:
Numerous studies have been performed on multimodal fake news detection, but limited
attention is drawn to addressing the role of multiple images. Moreover, none of the works
establishes the relationship between multiple components of a news article. Upon examining
the related literature, we find the strongest baselines for single-image and multi-image
content-based multimodal fake news detection to be SAFE [217] and Giachanou et al. [52]
respectively.

1. In the research presented by Zhou et al. [217], (i) the textual features are extracted
via a Text-CNN [92] ignoring the contextual information, (ii) the image is converted
into text via image2sent [184] model. Next, cosine similarity is calculated to explore
the relationship between the two modalities. We believe converting an image into text
might result into loss of semantic information within an image and, (iii) no comparison
is shown with the existing state-of-the-art methods to demonstrate the effectiveness of
the proposed model.

2. On the other side, work performed by Giachanou et al. [52], lack the reasoning for
utilizing multiple images for multimodal fake news classification. Second, taking cues
only from the headlines, ignoring the content might lead to information loss. Third,
while capturing the similarity, top ten image tags are preferred over the image features.
This might lead to inconsistent results as, (i) extracted tags might fail to capture the
semantic relationship across the images, (ii) incorporating only top ten tags might
not capture the information present in the image effectively and, (iii) extracted tags
might be limited by the vocabulary of the pre-trained model used for extraction and
can introduce external bias in the final representations.

Proposed Solution:

• We present an inter-modality discordance based multimodal fake news detection
method. It captures intra-modality relationship by extracting the sequential infor-
mation from both text and multiple images. In addition, it also forms a multimodal
representation of the news article to explore the hidden latent patterns. Our work also
introduces a novel application of contrastive loss, employed for measuring the discor-
dance between the components. Enforcing all such losses in conjunction enables for a
better feature extraction and robust learning to achieve state-of-the-art performance
on the multi-image multimodal fake news detection. Next, we discuss the proposed
method in detail.
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3.2.1 Inter-modality Discordance for Multimodal Fake News Detection

Existing methods opted for diverse range of solutions to detect fake news. For example,
(i) works [162, 163] extracted discriminative features from each modality and performed
multimodal fusion to obtain the resultant news vector, (ii) other works [192, 88] added a
complementary task to perform fake news detection, (iii) recent work [217, 52] attempts to
exploit the relationship between text and image modalities for fake news detection. All these
works show the benefits of leveraging unimodal features, adding complementary tasks and
studying relationship for multimodal fake news detection.

Taking cues from all the above mentioned approaches, we formulate the problem as a
binary multi-task learning method where our primary objective is to perform multimodal
fake news detection. The high-level diagram of the proposed approach is presented in Figure
3.3. The model performs multi-task operations with primary goal being multimodal fake
news detection. It comprises of four components, (i) Inter-modality discordance score, (ii)
Text feature extractor, (iii) Multiple-visual feature extractor and, (iv) Multimodal fake news
detector. Next, we discuss each component in detail.

Figure 3.3: Illustration of the Inter-modality discordance based fake news detection model. It
comprises of a primary task i.e. multimodal fake news detction. There are three auxiliary
learning tasks i.e. measuring inter-modality discordance score via contrastive loss, multiple
visual feature extractor and, textual feature extractor.

• Inter-modality Discordance Score: The first auxiliary task is to calculate the discor-
dance score. It captures the relationship (discordance) between various components
present in a news article for multimodal fake news detection. More specifically, the
idea is that the average distance between the different components of a fake news
article is greater than the average distance between the different components of a real
news article, in a multimodal space. Taking inspiration from [89], we measure the
inter-modality discordance score via a modified version of contrastive loss function. It
is a form of metric learning that has shown significant improvement over the conven-
tional cross entropy loss for supervised classification [26]. The objective is to predict
relative distance between the inputs.
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• Unimodal Visual Feature Extractor: The second auxiliary task considered in the
proposed method is the multiple visual feature extractor. Taking inspiration from
Giachanou et al. [52], we present a novel system that extracts sequential information
from multiple images in a two-fold manner. First, the pre-processed images are passed
through a VGG-19 network pre-trained on a ImageNet database. The second to last
layer of the VGG-19 network serves as a feature embedding for each image present in
the news article. Next, to capture the temporal features from the intermediary sequential
visual cues, we employ a Bidirectional Long-Short Term Memory (BiLSTM) cells.
The continued representations then obtained are passed through fully connected layers
to match the length of vector dimensions with that of the resultant textual feature
vector.

• Unimodal Visual Feature Extractor: The third auxiliary task introduced in the proposed
method is the textual feature extractor. It extracts contextual representations from the
headline and the content of a news sample. Context refers to information that helps the
message of a literary text interpret accurately. Unlike Word2Vec [119] and GloVe [132]
which are context insensitive, the word embeddings generated by Transformer [39]
are context sensitive representations.

3.3 Research Gap 3: Extracting Intra ad Inter Modality Rela-
tionship

Inconsistency with the current literature:
Upon examining the literature in Section 2.1, we find the following drawbacks.

1. Each method discussed before extracts visual information via Text-CNN or VGG19.
Complete image is passed through the network to generate the representations. Image
contains unwanted (redundant) information in the form of background that can be
excluded.

2. Existing methods for multimodal fake news detection do not work on the principles of
weak and strong modality [192, 88, 162, 163, 32, 217]. Instead, methods capture high-
level information from different modalities and jointly model them to determine the
authenticity of news. The feature extraction also occurs globally, ignoring the salient
pixels containing meaningful information. However, reports1 show the existence
of different versions of fake news due to manipulations performed in the different
modalities.

Proposed Solution: We present a novel framework that leverages intra and inter modality
relationships for multimodal fake news detection. The method comprises of two modules.

1https://www.pagecentertraining.psu.edu/public-relations-ethics/introduction-to-the-ethical-implications-
of-fake-news-for-pr-professionals/lesson-2-fake-news-content/types-of-fake-news/
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1. Capturing inter-modality relationship: We present a novel architecture that uses a
multiplicative multimodal method to capture the inter-modality relationship between
modalities. Using the multiplicative multimodal method, we aim to leverage informa-
tion from a more reliable modality than a less reliable one on a per-sample basis.

2. Capturing intra-modality relationship: Our proposed method captures intra-modality
relationship by extracting the fine-grained salient representations for image and text.
The resultant feature vectors capture rich contextual dependencies present within its
components.

3.3.1 Leveraging Intra and Inter Modality Relationship for Multimodal Fake
News Detection

In this research work, we hypothesize that not all modalities play an equal role in the decision-
making process on any particular sample. As shown in Figure 3.4, our proposed framework
comprises of two components, an intra-modality relationship extractor and an inter-modality
relationship extractor.

Figure 3.4: The high level diagram of the proposed model that captures intra and inter
modality relationship for fake news detection. The method comprises two sub-modules. The
intra-modality relationship extractor is responsible for extracting fragments and establishing
relationships between them. The inter-modality relationship extractor is responsible for
identifying the modality contributing to fakeness.

Former gathers segment information from all the modalities independently; it derives
global relationship among each fragment extracted for each modality. Specifically, the idea is
to generate fragments of a modality and then learn fine-grained salient representations from
the fragments. For image modality, we perform bottom-up attention to extract the image
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patches [9]. The complex relationship between the patches is then encoded via self-attention
mechanism [182]. The final visual representation is obtained by performing an average
pooling operation over the fragment representations, resembling bag-of-visual-words model.
We use a wordpiece tokenizer to generate text fragments for text modality. Taking inspiration
from [39], we use a Transformer module, BERT, to extract contextual representations. The
obtained embeddings are further passed through 1d-convolution neural network to extract the
phrase-level information. The resultant text representation is obtained by passing intermediate
learned representations via a fully connected layer.

At the same time, latter is responsible for identifying strong and weak modalities and
utilizes a multiplicative multimodal method [108] to capture inter-modality relationship.
The method suppresses the cost of a weaker modality by introducing a down-weight factor
in the cross-entropy loss function. The down-weight factor associated with each modality
highlights the average prediction power of the remaining modalities. So, if the other modality
has higher confidence in predicting the correct class, cost associated with the current modality
is suppressed and vice versa.
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Chapter 4

EXAMINING Fake News

My research closely examines fake stories to (i) identify types of dissemination over the
years, (ii) the modality used to create the fabricated content and (iii) the platform used for
dissemination. This chapter discusses the proposed solutions so far. Moreover, we plan to
perform characterization of fake news to study fake news incidents in India.

4.1 Research Gap 4: Resource Creation for Indic languages

India witnessed a 214% rise in cases relating to fake news in 2019. There were numerous
events across the country that got affected. For instance, during the Pulwama attack, Indian
security forces were not only battling terrorists in Kashmir but were also fighting against fake
news. Around 5000 social media handles were suspended by Indian security and intelligence
agencies during the CAA protests. The dissemination of fake content via WhatsApp was
prevalent during the 2019 Indian general election. The proliferation of fake news in India is
massive, and there is a dire need to consider solutions explicitly catering to the Indian region.
A constant effort is made toward designing automated fact-checking [185, 48, 191, 6, 173, 11]
and fake news detection [157, 192, 88, 162, 163, 32, 217] solutions. However, such solutions
might have a limited impact on solving the issue in India because the first language (mother
tongue) of Indians is diverse and not restricted to English. As a result, we might encounter
the production and distribution of fake content in the regional languages—current datasets in
English limit the ability to study the menace of fake news in the Indian context. Next, we
present an overview of the existing fact-checking and fake news datasets for India with a list
of the identified gaps.

4.1.1 Overview of Fact-checking and Fake News Datasets for India

There has been little effort made to study the menace of fake news in India. Recently, Sharma
et al. [156] proposed IFND: Indian Fake News Dataset, comprising of the following attributes:
(i) title, (ii) date and time, (iii) source of the news, (iv) link to news, and (v) label. The dataset
consists of 37,809 and 7,271 real and fake news samples. The real news is collected from
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Tribune, Times Now news, The Statesman, NDTV, DNA India, and The Indian express. The
fake news samples are curated from Alt news, Boomlive, Digit eye, The logical Indian, News
mobile, India Today, News meter, Factcrescendo, TeekhiMirchi, Daapan, and Afp. In another
attempt, Dhawan et al. [41] proposed FakeNewsIndia to examine the fake news incidents
in India. The team curated 4,803 fake news stories from June 2016- December 2019 from
6 fact-checking websites, namely, Times of India, Alt news, Afp, India Today, pIndia, and
Factly. The dataset comprises the following attributes, title, author, text, video, date-time,
and website. The authors have also curated 5,031 tweets and 866 Youtube videos present in
the dataset.

Inconsistencies with the current literature:
Though the datasets have made an effort to create resources that cater Indian region, still

it faces a few limitations,

1. The IFND dataset is highly imbalanced. No assurance about the authenticity of sources
is provided.

2. In the FakeNewsIndia dataset, the sample count is low. Data curation is also performed
for a short period.

3. Both the curated datasets consists of samples in English, missing the data in regional
languages.

4. There are numerous attributes present in a website but both the papers limits to some
specific features. This might lead to information loss.

Proposed Solution:

• We present FactDrill, a dataset containing 22,435 fact-checked social media content to
study fake news incidents in India. The dataset comprises news stories from 2013 to
2020, covering 13 different languages spoken in the country. There are 14 different
attributes present in the dataset.

4.1.2 FactDrill: A Data Repository of Fact-Checked Social Media Content to
Study Fake News Incidents in India

With its massive population, the rise in production and circulation of fake content online is
posing a serious social challenge in India.1 To limit the escalation of fake news; a constant
effort is made towards designing automated fact-checking [186, 48, 191, 6, 173, 11] and
fake news detection [157, 192, 88, 217, 162, 163] solutions. However, we believe that such
solutions might have a limited impact in solving the issue in India because the first language
(mother tongue) of Indians is diverse and not restricted to English. As a result, we might

1https://indianexpress.com/article/india/214-rise-in-cases-relating-to-fake-news-rumours-7511534/
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encounter the production and distribution of fake content in the regional languages. Current
datasets in English limits the ability to study the menace of fake news in the Indian context.
In this research work, we present FactDrill: a data repository of fact-checked social media
content to understand the dynamics of fake content in a multi-lingual setting in India. The
dataset presented in the paper is unique due to the following reasons:

1. Multilingual Information: There are 22 official languages in India. The 2011 Census
of India2 shows that the languages by the highest number of speakers (in decreasing
order) are as follows: Hindi, Bengali, Marathi, Telugu, Tamil, Gujarati, Urdu, Odia,
Malayalam, and Punjabi. On the other hand, only 10.67% of the total population
of India converse in English. Though the current datasets are in English, the above
statistics indicate a need to shift fake news from English to other languages. Hence,
the proposed dataset consists of news samples that span over 13 different languages
spoken in India.

2. Investigation reasoning: With the FactDrill dataset, we present an attribute that
explains how the manual fact-checkers carry out the investigation. We believe providing
such information can give insights about the news story like, (i) social media account
or website that posted the fake content, (ii) platform that first encountered the fake
content, (iii) links to the archive version of the post if the original content is deleted,
(iv) tools used by fact-checkers to investigate the claim, and (v) links to the supporting
or refuting reports related to the claim. Such insights have the potential to drive
the research towards studying the ‘Nature of fake news production’ in general. The
attribute is exclusive to the FactDrill dataset.

3. Multi-media and multi-platform information: Fake news can be published in any
form and on any social and mainstream platform. The curated dataset incorporates the
information about media (images, text, video, audio, or social media post) used in fake
news generation and the medium (Twitter, Facebook, WhatsApp, and Youtube) used
for its dissemination.

4. Multi-domain information: The previous fact-checking dataset covers information on
specific topics only. For example, Emergent [48] only captures the national, technolog-
ical, and world related happening in the US whereas [191, 6] include health, economic,
and election-related issues. In our proposed dataset, we have curated information from
the existing fact-checking websites in India, giving us leverage to capture news stories
of different topics and cover events that happened during the time frame.

2https://en.wikipedia.org/wiki/Multilingualism_in_India
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To summarize, we identified four research gaps in the literature (as mentioned in Chapter 3 &
4) and devised solutions for each. Table 4.1 provides a summary of the PhD work proposed
to date.

Table 4.1: Overview of the proposed work in the PhD Timeline so far. We identified four
gaps and proposed solutions for each of them.

Gaps in the Literature Proposed Solution

Design Multimodal Detection Baselines
1. SpotFake: A Multi-modal Framework for Fake News Detection
2. SpotFake+: A Multimodal Framework for Fake News Detection viaTransfer Learning

Identifying the role of Multiple Images Inter-modality Discordance for Multimodal Fake News Detection

Extracting Intra ad Inter Modality Relationship
Leveraging Intra and Inter Modality Relationship for Multimodal
Fake News Detection

Resource Creation for Indic languages
FactDrill: A Data Repository of Fact-Checked Social Media Content
to Study Fake News Incidents in India
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Chapter 5

PhD Thesis Timeline

PART I: EXPOSING FAKE NEWS
Status: Completed

1. SpotFake: A Multi-modal Framework for Fake News Detection

2. SpotFake+: A Multimodal Framework for Fake News Detection via Transfer Learning

3. Inter-modality Discordance for Multimodal Fake News Detection

4. Leveraging Intra and Inter Modality Relationship for Multimodal Fake News Detection

PART II: EXAMINING FAKE NEWS
Status: Ongoing (June 2022-October 2022)

1. FactDrill: A Data Repository of Fact-Checked Social Media Content to Study Fake
News Incidents in India (completed)

2. Characterization of Fake News in India: Ongoing (June 2022- September 2022)

3. Validating the performance of Fake News Detection Models (July 2022-October 2022)

PART IV: INTERVENTION
Status: Yet to be started (Start month: October 2022)
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