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What 1s
Gode mixing




Code-Switching is “juxtaposition within
the same speech exchange of passages
of speech belonging to two different

grammatical systems or subsystems”
Gumprez, 1982
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Word Borrowing or Gode Mixing?

—
Main kal dekhne ]aa rahithi
1 I yesterday I movie I to see I was going ]
b

A continuum in the manner in which a lexical item transfers
from one to another of two languages in contact.

Code Mixing is notjust aboutfilling lexical gaps.



Variety in "juxtaposition of two systems”
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Variety in "juxtaposition of two systems"

" ~
Main kal ; dekhne jaa rahithi
I ] yesterday { Tilsiot to see l was going I and raaste e { l { met I Sudha Intra Sentence
S A
Hum | khelne | jaa rahein hai. : - -
[ e o play I are going ] Why don’t you ‘ join us? ’ Inter Sentence

. gelchina | odipoina mana EMIlu | maname |katukovall
{ It's I ok I guys. I India I win or I loss our EMIs we have to pay
nee naale evng (shoppingnu| varunnundo?
you tomaorrow evening to shop coming?
Legend
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Word Borrowing s Intra Sentence AN Inter Sentence Word Level

In this work we use Code Mixing, Code Switching interchangeably to denote these phenomena.

- J

Code Mixing < GCode Switching



Why should NLP
pipelines handle

code mixing




Scale rijhwani et a1 2017

Why should NLP - Estimated that 3.5% of tweets are code-mixed
pipelines handle - More common in non-English speaking cities like Istanbul (12%)
code mixing - European vs Indian Context?

I en-es

en-fr
B en-pt
mm en-nl
mm en-de

en-tr
. es-fr
. frpt
. fr-nl
. es-nl
s other

Figure 5: Worldwide distribution of monolingual
and CS tweets (left and right charts respectively)




Why should NLP
pipelines handle

code mixing

Social , Psychological &
Conversational Factors

- Switch language to express .

talk in English but gaali toh Hindi mein hi denge : A study of English-Hindi
Code-Switching and Swearing Pattern on Social Networks

Prabhat A al*, Ashish Sharma*, Jeenu Gr

*Department o ¢ and Engin
» Kharagpur
Indi




Snapshot from a predominantly
Telugu speakers subreddit

e r/Ni_Bondha -3
&ale Yot= - Many great bondhas to all my salute

B 05 o b &% - Shit post

Nibondha's comment section of a serious
question starter pack

1000 boku answers at the top

- -
Why should NLP Social, Psychological &

ming "chusi kuda hudi X
m m - Someone: | wont teii chudnattu elthunnay* fink unprompted|
pipelines handle RN - TU7 EETTE § 10 L0 R S~
¢ | |
code mixing .

pepressed

movie references

- Switch language to express J _ &

Giving real solutions and comforting
people with problems

- Used in interpersonal, informal settings and ,
Inte raCtionS. Online Forums’ Chats Where COde A serious irrelevant ::::\:;:;iojr;:;d under those boku answers
mixing manifests frequently.

comment
gatory “Imac" under every boku
o's mada

people watching 2 strangers argue

;’; suribabu-lavangam
i

Akkada space undadhu, meerey create cheskovaali

7



Why should NLP
pipelines handle

code mixing

Scale

Social, Psychological &
onversational Factors

tility in Human
omputer Interactions

Search Engines, Translators
Chatbots
Educational Resources

Do Multilingual Users Prefer Chat-bots that Code-mix?
Let’s Nudge and Find Out!

ANSHUL BAWA, Microsoft Research, India HCI ( )1 )

PRANAV KHADPE, Micrasoft Research, India
PRATIK JOSHI, Microsoft Research, India

KALIKA BALI, Microsoft Research, India

MONOJIT CHOUDHURY, Mierosoft Research, India

Despite their pervasiveness, current text-based conversational agents (chatbots) are predominantly mono-
lingual, while users are often multilingual. It is well-known that multilingual users mix languages while
interacting with others, as well as in their interactions with computer systems (such as query formulation in
based search interfaces and digital assistants). Linguists refer to this phenomenon as code-mixing
of code-switching. Do multilingual users also prefer chatbots that can tespond in a code-mixed languag
over those which cannot? In order to inform the design of chatbots for multilingual users, we conduct a
mixed-method user-study (N = 91) where we examine how conversational agents, that code-mix and recip-
rocate the users' mixing choices over multiple conversation turns, are evaluated and perceived by bilingual
users. We design a human-in-the-loop chatbot with two different code-mixing policies - (a) always code-mix
irtespective of user behavior, and (b) nudge with subtl code-mixed cucs and reciprocate only if the user, in
turn, code-mixes. These two are contrasted with a monolingual chatbot that never e ed. Users are asked
t with the bots, and provide ratings on perceived naturalne:
a -ended questions around what they (dis)liked about the bots
ratings, and qualitative responses reveal that multilingual users strongly prefer chatbots that can code-n
We find that self-reported language proficiency is the strongest predictor of user preferences. Compared to
-U\u!]u code-mix policy, Nudging emerges as a low-risk low-gain policy which is equally acceptable to all
policy is further supported by the observation that users who rate the code-mixing bot
higher Iyplmll\ tend Lo reciprocate the language mising pattern of the bot. These findings present a first step
towards developing conversational systems that are more human-like and engaging by virtue of adapting to
the users linguistic style.



Typological

Erameworks




Gan I arbitrarily mix tokens from different

languages to generate code mix utterances?

Appears to be distinction between an acceptable mix vs an unacceptable mixing.

Ex. 1. 1 do research in code mixing
Ex. 2. main code mixing mein research karta hoon.
Ex. 3. | do shodh karya on code mixing.

Ex. 4. * main do code mixing pe shodh karya.



Gan I arbitrarily mix tokens from different

languages to generate code mix utterances?

Appears to be distinction between an acceptable mix vs an unacceptable mixing.

Ex. 1. 1 do research in code mixing
Ex. 2. main code mixing mein research karta hoon.
Ex. 3. | do shodh karya on code mixing.

Ex. 4. * main do code mixing pe shodh karya.

"....acline of acceptability.....".

- Neither an open ended process — lexically or grammatically

- Not necessarily a "yes" or "no" judgement.

Tow ards Structuring Code Mixing : AnIndian Perspective ,Kachru, 1985



Are there rules to distinguish hetween "natural’ and "'unnatural” code mix
utterances?

Constraint Based Theories :

Two or more languages are interacting.

What are the constraints on these interactions to generate "natural" code mix sentences?



Categorization of Gonstraint Based Theories

insertion

A B A
insertion

of material from a language
into
a structure from the other language.

Ex: "main window shopping ke liye
jaa raha hoon"

alternation

alternation
between structures from languages

Ex: Usne bolaki onein handis
better than two in abush.

(13) congruent lexicalization

AB

congruentlexicalization

of material from differentlexical
inventories into a shared
grammatical structure.

Ex. | want to neladeesify them.

Gloss : Neeladiyatam == Confront



Interaction between these categories

insertion
INSERTION
alternation
insertion of longer
fragments leads to more shift from one base
complete activation of language to shared
the second grammar; structure gradual and
there are more different possibly varying with
modules potentially individual bilingual
involved in the insertion: proficiency and over
phonetic shapes, lexical time
meaning, morphosyntax
13) congruent lexicalization
] . A/B
since only some higher- CONGRUENT
ALTERNATION level structures may be LEXICALIZATION

shared, or also lower-
}evel constituents, there
is a gradual transition




Typological Frameworks — m conciusion

- Code Mixing isn't a open-ended system. Distinction between natural and un-
natural code mixing

- Abstraction of Insertion - Alternation - Congruent Lexicalisation for covering the
gamut of code-mixing.

- Implication for computational tools -
- Models should be multilingual.

- Utility of grammatical constraints to generarte synthetic code mix sentences



Metrics of
Code Mixing




Metrics of code mixing

Ratio of number of tokens
belonging to different languages

Temporal Distribution of switch
points

Time Series view of switch
spans

To capture

e Degree of Code Mixing

e Nature of Code Mixing




Metrics of code mixing

To capture

Ratio of number of tokens
belonging to different languages

e Degree of Code Mixing

e Nature of Code Mixing

Temporal Distribution of switch
points

Limitations

e Only Language ID tags considered

e Do not capture

- "naturalness” Time series view of switch

spans

- syntactic variation



Syntactic Variety in Switching.

e In a corpus, which syntactical units (PoS,
Chunks) are switched?

Example 1

G e, teels | Mke mehanga wale
e Do they impact efficacy of a computational Example 2
T LTS
Pipeline main 2o, window shopping ke | 1o,

e Is example 2 more acceptable/natural than
example 17

Do we have Quantitative Measure to encode this notion?




Our on-going work to compute Syntactic Measure of Gode Mixing

Collect Large en-hi sentences

l

PoS Tagger Output on the collected en-hi sentences

PoS Tagger trained on
Code Mix UD Dataset

]

identify
1. Switch Spans : en2hi and hi2en - PoS , LID subspans
2. Identify Matrix - verb & aux heuristic

l Monolingual UD datasets

Identity chunks <-> pos
seq maps

Analysis

| }

Switch Spans
a. counts
b. PoS Spans
c. Peculiar syntactic PoS Spans

Pipeline for Syntactic Analysis of Code Mixing

Con
Cov
Coo

Ceiosed

: Open Class — Noun family — [ADJ, NOUN]

: Open class — Verb family — [ADV, VERB]

: Open class — others — [INTJ]

: Closed class — [ADP, AU, DET, MUM, PART, PRON, SCOMJ, CCOMJ]

: Others = [PUNCT, SYM, X]

hi matrix Switch Span 2 PoS Seq en matrix Switch Span 2 PoS Seq
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Analysing the natrue of switched spans—a syntactic perspective

Syntactic measure of Code Mixing
- Ratio of the switched syntactic categories of tokens
belongingto L1 and L2.




Resources
Tasks




Data, Resources & Tasks

Name Language Mix Source of dataset | Purpose of
Dataset
hi-en, es-en, P— LID d
veets
. en, MSA- P0S | t d
LINCE Benchmark [36] - Facebook. . O undaersian
Egyptian Comverntional NER
Arabic ‘onversational T
LID -
e Tasks that have been attempted for code mix
Facebook. POS
GLUECoS Benchmark [37] en-es, en-hi Translated NER
monolingual Sentiment Analysis .
datasets A Y L g g P dd d
L anguage Falrs aadresse
Sentiment Analysis [33] en-hi Tuweets Sentiment Analysis
Semeval-2020 Sentiment Analysis [39] Tweets Sentiment Analysis o
Machine Translation [10] en-hi Social Media MT o S I f I b I d ‘t
Aggression Detection Shared Task [41] | en-hi Facebook, Twitter | Aggression  Detec Ca e O a Va I a e a a
tion
Hate Speech Detection [42] en-hi Tweets Hate speech detec-
tion
Stance Detection [43 en-hi Tweets Stance Detection
Stance Detection [44 en-hi Tweets
Stance Detection [45 en-ka Facchook
Sarcasm Detection [46] cuchi Twects Sarcasm Detection W | l t
Humor Detection [47] en-hi Tweets Humor Detection e C O a e
Code Mixed Goal en-hi Translated .
Oriented C G en-gu Monoli ! Conversational . . .
riented Conversation onolingual
-t7 © Datasets
" - e Publicly available code mix datasets for
Sentiment Analysis [49] en-te Tweets Sentiment Analysis
en-hi
TCON 20152016 Contest [50] en_be Tweets, Facebook | POS, LID | d H L P H
e Indian Language Pairs,
hi-
Sentiment Analysis [51] w-en Tweets Sentiment Analysis
bn-en
FIRE 2013-16 Tasks [52] en hiba,gumltate | Tweets, Facebook, | Transliterated

e different tasks

Cross Seript QA, IR
on Code mix hi-en
tweets
Tnformation Retrieval 53] en hi Trwoets i
en-ta.
FIRE 2020 Dravidian Code Mixed [54] YouTube Comments | Sentiment Analysis
en-ta Offensive
Offenseval Dravidian [55] cn-ma YouTube Comments | Language

en-ka Detection




Language Pairs

Language Number of

Pair sentences e en-hi has most number of datasets, for various
tasks
89,338
e Recent uptick in en-Dravidian Language Pairs
e Disparity in the language pairs.
m 14,625 e All are sourced from Facebook, Twitter, YouTube
comments, Movies scripts.
e For en-hi language pair
m 3,291 ~ 16% of sentences from these datasets
m 4.675 are monolingual




Our Work for Gode Mix Data

® Objectives

® (Collect corpus for Indian code mix language paris.
® Characterize the collected corpus - LID based measures and syntactically.

® A toolkitto replicate the data collection exercise along with prescription of data
collection strategies that work well in our experiments.

® Methodology

® A sentencelevel
® Binary Classifier - Code mix or not?
® |f code mix - Whatis the language mix?

® Mine frequently occurring code-mix spans which could become query terms for Online Social
Network APIs.

® Trainingdata
® Collect publicly available datasets for different language pairs.
® Synthetic data for language pairs with very less data.

® Forcurating a test set - apply combination of heuristics + existing LID tools to create such



e Sentiment and Stance Detection have highest number of datasets
e Recently, Hate and Offensive Speech Detection have attracted researchers attention.

e Code mix generation and translation has also attracted attention in last couple of years.

Number of datasets
e : !
 owm 2 !
Shallow Parsing, 2 Offensive 1
Dependency Parsing
Aggression Detection 1
s
m Information Retreival 1
3
| swasm M — :
2



Benchmarks
Litmus Test for Gode Mixing Processing?

e
Corpus Sent (Train) ~ Sent (Dev) Sent (Test)  Sent (All Tasks Corpas Anthers Langnages Training Development Test

Fire LID (D) 2631 500 406 3537 CMI Posts  Tokens CMI Posts  Tokens CMI Posis  Tokens
LI PO () 1334 215 215 1514 Molina et al. (2016) SPA-ENG | 8491 21030 253221 | 7.062 3332 40391 | 8264 5289 97,341
. S

FG POS (R) 2104 263 264 2631 Lp  Solorioctal. (2014) NEP-ENG | 20322 8451 122052 | 17079 1332 19273 | 19754 3218 46550
TITH NER (R) 2467 308 309 3084 Mave et al. (2018} HINENG | 10222 483 95224 | 10422 744 15446 | 9930 1854 36052
SAIL Sentiment (R) | 10080 1260 1261 12601 Molina et al. (2016) MSA-EA 2567 8464 ITLETZ | 3085 LI116 21978 | 3849 1663 33304

QA ®) 250 - 6 i Singh et al. (2018h) HIN-ENG | 21.449 1,030 22993 | 15.293 16y 3476 | 18910 209 6,541

w v | i =00 - 1A iy, gl e T I . - n

N 3 1 3

NUG) 1040 o - — 20 e POS " Soto and Hirschberg (2017)  SPA-ENG ‘ 24191 27893 217068 ‘ 24040 4298 M5 | 4282 10720 82656

= Sent (Train) | Sent(Dev) | Sent(Test) | Sent (Al) Aguilar et al. (2018) SPA-ENG | 5567 33611 404428 | 4398 10085 122656 | 5867 23527 281579

EMNLP 3013 T 1140 014 T NER  Singh et al. (2018a) HIN-ENG | 200117 1,243 21,065 | 19913 34 5364 | 19733 522 5945

Frp—— 512 o 71 e Aguilar et al. (2018) MSA-EA ~ 10,003 204,296 - L122 2242 - LD 21414

CALCS NER 27366 3420 21 34208 SA  Patwactal. (2020) SPA-ENG | 20643 12,194 186602 | 21553 1850 28202 | 20528 4736 72,006

Sentiment 1681 211 211 2103

GLUECoS Benchmark LINCE Benchmark

ACL 2020 LREC 2020

Limitations

1. Limited Language pairs
2. Small dataset size

3. Limited tasks



Benchmarks

How well are the models performing?

Data Baseline | Unsup. MUSE | Sup. MUSE Biskip S50TA
9321 94.53 94.92 93.98 L :
FIREEnHi | BICVM GCM mBERT | Mod. mBERT | N/A’ Models Strl‘!g gle to perform well on semantic
95.24 93.64 9587 9%.6 tasks — Sentiment, NLI
Baseline | Unsup. MUSE | Sup. MUSE BiSkip S0OTA
92.95 92.86 93.39 92.79 - - : ;
FMNLEERES T picvm GCM mBERT | Mod. mBERT | 94.0 While doing well on Syntactic tasks like LID,
0147 9242 95.97 96.24 NER. PoS

Table 3: LID results (F1)

- Huge performance gap between similar

Data Baseline | Unsup. MUSE | Sup. MUSE BiSkip S0TA : H
e > o~ ) Monolingual task and Code Mix task.
SAIL En-Hi BiCVM GCM mBERT Mod. mBERT | 56.9
e Tt I - Multilingual Transformer Based models
Sentiment Ene | 3002 5873 5844 604 outperform word embeddings based models.
BiCVM GCM mBERT Mod. mBERT | 64.6
62.62 62.89 66.03 69.31

Table 6: Sentiment Analysis results (F1)



Computational Approaches to Gode mixing

Char, Sub word level models

Universal Dependency Parsing for Hindi-English Code-switching

NAACL 2018
Irshad Ahmad Bhat  Riyaz Ahmad Bhat  Manish Shrivastava  Dipti Misra Sharma
LTRC, IIIT-H, Interaction Labs, LTRC, IIIT-H, LTRC, IIIT-H,
Hyderabad, India Bangalore, India Hyderabad, India Hyderabad, India
irshad.bhat@iiit.ac.in rbhat@interactions.com m.shrivastava@aiiit.ac.in dipti@iiit.ac.in

I b t,
1 1
E_ Softmax j
T A
[ Linear ] [ Linear ]
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(Hidden ) (Hidden |
ot B —
s o \
(I, LR Je— -
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? """" T -
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; - XT1o : | X1n H

i
(OS0000) : Eng-Embd
X,
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- F - ¥ < Input
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Figure 1: Language identification network




Computational Approaches to Gode mixing

Joining Hands: Exploiting Monolingual Treebanks for Parsing of

Code-mixing Data EACL 2017

Irshad Ahmad Bhat, Riyaz Ahmad Bhat, Manish Shrivastava and
Dipti Misra Sharma

e Char, Sub word level models

LTRC, IIIT-H, Hyderabad, India

e Transfer Learning - Zero / Few Shot

{irshad.bhat, riyaz.bhat,m.shrivastava,dipti}@iiit .ac.in

- Monolingual Corpora / Resources

- Multilingual Transformer based
Models

How multilingual is Multilingual BERT?
ACL 2019

Telmo Pires” Eva Schlinger Dan Garrette
Google Research
{telmop,eschling, dhgarrette}@google.com

4.3  Code switching and transliteration

Comected Transliterated
Code-switching (CS)—the mixing of multi-

ple languages within a single utterance—and
transliteration—writing that is not in the lan-

age’s standard script—present unique test cases
for M-BERT, which is pre-trained on monolingual,
ript corpora. G ing to code-

is similar to other cross-lingual trans-
fer scenarios, but would benefit to an even larger
degree from a shared multilingual represent
Likewise, generalizing (o transliterated text i
ilar to other cros
has the add

m-
script transfer experiments, but
1 caveat that M-BERT was not
pre-trained on text that looks like the target.

Train on monolingual HI+EN
M 86.59
W Garrene (2018)
Train on code-switched HIEN
M-BERT 90.56 85.64
Bhat ct al. (2018) — 90.53

Table 6: M-BERT's POS accuracy on the code-switched
Hindi/English dataset from Bhat et al. (2018), on
seript-correeted and origing ) tokens,
and comparisons to exis




Computational Approaches to Gode mixing

e Char, Sub word level models

Word Embeddings for Code-Mixed Language Processing

e Transfer Learning - Zero / Few Shot EMNLP 2018
- Monolin gua | Cor pora / Resources Adithya Pratapa, Monojit Choudhury, Sunayana Sitaram
— Microsoft Research, India
1 MU|tI|IﬂgU8| Transformer based {t-pradi,monojite, sunayana.sitaram}@microsoft.com
Models
. . Embedding Sentiment POS
- Cross Lingual Word Embeddings CM Overall | SemEval 2014 | TASS 2016 : CM Overall | atSP
None 54405 64.5 e 61.4 10 84.5 w3 74.0 wn
_ ) BiCCA 57.6 64.6 10 595 15 847 0 | 750 0%
° Synthehc Code Mix Data BiCVM 64305 66.8 10, 61.9 10 82005 | 70.6 a7,
BiSkip 615 1) 66.6 0 63915 8440 | 7380
\-2CM-Skip || 6200, 67.4 05 63205 84800 | 74.0 00
p-gCM-Skip 64.6 20, 67.7 14 63.8 2 84.9 o7 753 un

Table 1: The performance of different pre-trained embeddings on Sentiment (F1 score) and POS tasks
(Accuracy). The reported values are mean and deviation (in parentheses) values computed over multiple

runs.
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Challenges For Gode Mix Processing

Language Number of
i sentences

e Data. Data. And more data

- Richer Representations - for any task 89,338

- Variety in Code Mixing patterns 45,472
14,625
12,094
9,291
4,675

1,617




Challenges For Gode Mix Processing

e Data. Data. And more data

e Pre-processing - Specific to Code Mix Pipelines.

e LID - atool that doesn't expect set of possible Languages apriori.

from litem import LIT

1lit = LIT(labels=['hin', 'eng'], transliteration=True) —Ref : LlTCM LID TOO'

e Transliteration - Romanized text to native script and vice versa

i i en
thght thought en
mosam 59 hi
dfrnt different en
hoga B hi
bs 9 hi
fog fog en
h & hi
Ref: CSNLITool

e Spelling Normalization

e Syntactic Analysis



https://github.com/irshadbhat/csnli
https://github.com/irshadbhat/litcm

Challenges For Gode Mix Processing

e Data. Data. And more data

e Pre-processing
e LID - atool that doesnt expect set of possible Languages apriori.
e Transliteration - romanised text to native script and vice versa
e Spelling Normalisation

e Syntactic Analysis

e Attention to Diverse Language Pairs - tools that aren't language pair specific
e en-hi , en-be sab theek hai.

e But en-te, en-ka, hi - te, en-hi-be jaise lanquage pairs ka kya? ?



Challenges For Gode Mix Processing

/ An end-to-end Pipelinethat addresses and incorporates theseissues.

e Data. Data. And more data

e Pre-processing
e LID - atool that doesnt expect set of possible Languages apriori.
e Transliteration — romanised text to native script and vice versa
e Spelling Normalisation

e Syntactic Analysis

kAttention to Diverse Language Pairs - tools that aren't language pair specific

N

/




An example of such a pipeline

/ Code Mix MachineTranslation
e Data - Utility in large scale pre-training

e Pre-processing

e LID - To assess the nature of code mix generated by the model.
e Transliteration — Converting Hindi words into Devanagari script .

e Spelling Normalization - Evaluation. Ex : "hain" , "hai

e Syntactic Analysis — controlling the nature of generated code mix output

e Is the generated output "acceptable" code mix?
& Attention to Diverse Language Pairs - tools that aren't language pair specific

/




GCoMeT: Towards Code-Mixed Translation Using Parallel Monoli

ode Mix Machine Translation - End-to-End Pipeline- A Step Forward

ual Sentences. CALCS (NAACL) 2021

Code Mix Machine Translation —A Step in that direction

e Data - Utility in large scale pre-training

e Pre-processing
e LID
e Transliteration
e Spelling Normalization

e Syntactic Analysis

Hindi words with different romanised spellings

1

Count (log scale)
-
(=]

1 2 3456 7 8 9L
Num of Spellings for a single Hindi word

Figure 1: Multiple roman spellings for the same Hindi
Word. These spelling variations can cause the BLEU

score to be low, even if the correct Hindi word 1s pre-

dicted.

e |s the generated output "acceptable" code mix?

CMI Scores
300 —— MBART-en dev
mBART-hien dev
250 ~—— mBART-en test
—— mBART-hien test
g 200
2
8
& 150
-]
E 100
=z
) WMMLAA—AA«J
0
T T T T T T
0 10 20 30 40 50
CMI Score

Figure 2: Code Mixing Index(CMI) for the generated
translation of dev and test set .

Validation Set Test Set
Model
BLEU BLEUnurmalixed BLEU BLEUnnrmalimcl
mBART-en 15.3 18.9 12.22 -
mBART-hien  14.6 20.2 11.86 -

e Attention to Diverse Language Pairs - tools that aren't language pair specific




Gaps Identified
&

Current Work




Gaps Identified

Data Collection, Pre- | Transfer Learning, Repre- | End-to-end Other

Processing sentation for CM pipeline

Sentence Level CM Classi- = Analysis of large multlingual Machine Transla- | Bias of Models

fier LMs for Code mixing tion, Generation trained on Code
mix Data

Syntactic  Analysis  of
Code Mix data

Modifying Multilingual LLMs

for richer CM Representations

Benchmarks of CM

Legend
D Currently Working On

D Part of Future Work

D Infavourable Results.
Needs reformulation




Publications
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e Primary focus on code mix text from Online Social Networks. Speech as source of code
mix data is not addressed in this study.

e Aims to formulate computational pipelines capable of procesing code mix sentences.
Other aspects of Code mixing - Grammatical theories, socio-linguistic analysis is not the
primary area of contribution.
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