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What is 
Code mixing



Code-Switching is “juxtaposition within 
the same speech exchange of passages 

of speech belonging to two different 
grammatical systems or subsystems” 

Gumprez, 1982



“juxtaposition within the same speech 
exchange of passages of speech 

belonging to two different 
grammatical systems or subsystems” 

Gumprez, 1982



Word Borrowing or Code Mixing?

A continuum in the manner in which a lexical item transfers 

from one to another of two languages in contact.

Code Mixing is not just about filling lexical gaps.



Variety in "juxtaposition of two systems"

Inter Sentence

Intra Sentence



Inter Sentence

Intra Sentence

+ Word Level

Variety in "juxtaposition of two systems"



Code Mixing Code Switching

Inter SentenceIntra Sentence Word Level

In this work we use Code Mixing, Code Switching interchangeably to denote these phenomena.

Word Borrowing .... .... ....

A Continum ......



Why should NLP 
pipelines handle 
code mixing



- Estimated that 3.5% of tweets are code-mixed
- More common in non-English speaking cities like Istanbul (12%)
- European vs Indian Context?

Scale Rijhwani et al 2017

Why should NLP 
pipelines handle 
code mixing



Scale

- Switch language to express __________ .

Social , Psychological & 
Conversational Factors

Why should NLP 
pipelines handle 
code mixing



Scale

- Switch language to express __________ .

- Used in interpersonal, informal settings and
Interactions. Online Forums, chats where code 

mixing manifests frequently.

Social, Psychological & 
Conversational Factors

Why should NLP 
pipelines handle 
code mixing

Snapshot from a predominantly 

Telugu speakers subreddit



Scale

- Search Engines, Translators

- Chatbots
- Educational Resources

Social, Psychological & 
Conversational Factors

Utility in Human 
Computer Interactions

Why should NLP 
pipelines handle 
code mixing

HCI 2020



Typological 
Frameworks
Of Code 
Mixing



Can I arbitrarily mix tokens from different 
languages to generate code mix utterances?

Appears to be distinction between an acceptable mix vs an unacceptable mixing.

Ex. 1. I do research in code mixing

Ex. 2. main code mixing mein research karta hoon.

Ex. 3. I do shodh karya on code mixing.

Ex. 4. * main do code mixing pe shodh karya.



Can I arbitrarily mix tokens from different 
languages to generate code mix utterances?

Appears to be distinction between an acceptable mix vs an unacceptable mixing.

Ex. 1. I do research in code mixing

Ex. 2. main code mixing mein research karta hoon.

Ex. 3. I do shodh karya on code mixing.

Ex. 4. * main do code mixing pe shodh karya.

"…. a cline of acceptability.....".

- Neither an open ended process – lexically or grammatically
- Not necessarily a "yes" or "no" judgement.

Tow ards Structuring Code Mixing : An Indian Perspective ,Kachru, 1985



Are there rules to distinguish between "natural" and "unnatural" code mix 
utterances?

Constraint Based Theories :

Two or more languages are interacting.

What are the constraints on these interactions to generate "natural" code mix sentences?



Categorization of Constraint Based Theories

insertion

of material from a language
into
a structure from the other language.

Ex: "main window shoppingke liye

jaa raha hoon"

alternation

between structures from languages

Ex: Usne bola ki one in hand is 

better than two in a bush.

congruent lexicalization

of material from different lexical 
inventories into a shared 
grammatical structure.

Ex. I want to neladeesify them.

Gloss : Neeladiyatam == Confront
Ref : Bilingual Speech A Typology of Code-Mixing, Pieter Muysken, 2001



Interaction between these categories

Ref : Bilingual Speech A Typology of Code-Mixing, Pieter Muysken, 2001



Typological Frameworks – In Conclusion

- Code Mixing isn't a open-ended system. Distinction between natural and un-
natural code mixing

- Abstraction of Insertion – Alternation – Congruent Lexicalisation for covering the 
gamut of code-mixing.

- Implication for computational tools –

- Models should be multilingual.

- Utility of grammatical constraints to generarte synthetic code mix sentences



Metrics of 
Code Mixing



Metrics of code mixing

To capture

● Degree of Code Mixing

● Nature of Code Mixing

Ratio Based

01

02

Time – Course Measures

03

Memory Based

Temporal Distribution of switch 

points

Time Series view of switch  

spans

Ratio of number of tokens 

belonging to different languages



Metrics of code mixing

To capture

● Degree of Code Mixing

● Nature of Code Mixing

Limitations

● Only Language ID tags considered

● Do not capture 

- "naturalness"

- syntactic variation

Ratio Based

01

02

Time – Course Measures

03

Memory Based

Time series view of switch 

spans

Ratio of number of tokens 

belonging to different languages

Temporal Distribution of switch 

points



Syntactic Variety in Switching. 

● In a corpus, which syntactical units (PoS, 
Chunks) are switched?

● Do they impact efficacy of a computational 
pipeline?

● Is example 2 more acceptable/natural than 
example 1?

Do we have Quantitative Measure to encode this notion?



Our on-going work to compute Syntactic Measure of Code Mixing

Pipeline for Syntactic Analysis of Code Mixing Analysing the natrue of sw itched spans – a syntactic perspective

Syntactic measure of Code Mixing
- Ratio of the switched syntactic categories of tokens 

belonging to L1 and L2. 



Data
Resources
Tasks



Data, Resources & Tasks
To understand

● Tasks that have been attempted for code mix

● Language Pairs addressed

● Scale of available data

We collate

● Publicly available code mix datasets for 

● Indian Language Pairs, 

● different tasks



Language 
Pair

Number of 
sentences

en-hi 89,338

en-ta 45,472

en-be 14,625

en-gu 12,094

en-ml 9,291

en-ka 4,675

en-te 1,617

Language Pairs

● en-hi has most number of datasets, for various 
tasks

● Recent uptick in en-Dravidian Language Pairs

● Disparity in the language pairs.

● All are sourced from Facebook, Twitter, YouTube 
comments, Movies scripts.

● For en-hi language pair

~ 16% of sentences from these datasets 
are monolingual



Our Work for Code Mix Data 
Collection

● Objectives

● Collect corpus for Indian code mix language paris.

● Characterize the collected corpus – LID based measures and syntactically.

● A toolkit to replicate the data collection exercise along with prescription of data 
collection strategies that work well in our experiments.

● Methodology

● A sentence level
● Binary Classifier – Code mix or not?
● If code mix – What is the language mix?

● Mine frequently occurring code-mix spans which could become query terms for Online Social 
Network APIs.

● Training data
● Collect publicly available datasets for different language pairs.
● Synthetic data for language pairs with very less data.

● For curating a test set – apply combination of heuristics + existing LID tools to create such 
corpus.



Tasks 

Task Number of datasets

Humour 1

Hate 1

Offensive 1

Aggression Detection 1

Information Retreival 1

MT , Dialouge Generation 4

● Sentiment and Stance Detection have highest number of datasets

● Recently, Hate and Offensive Speech Detection have attracted researchers attention. 

● Code mix generation and translation has also attracted attention in last couple of years. 

Task Number of datasets

LID 2

PoS 2

NER 2

Shallow Parsing, 
Dependency Parsing

2

Sentiment 5

Stance 3

Sarcasm 2



Benchmarks 
Litmus Test for Code Mixing Processing?

GLUECoS Benchmark LINCE Benchmark

Limitations

1. Limited Language pairs
2. Small dataset size 
3. Limited tasks

ACL 2020 LREC 2020



Benchmarks 
How well are the models performing?

- Models struggle to perform well on semantic 

tasks – Sentiment, NLI

While doing well on Syntactic tasks like LID, 

NER, PoS.

- Huge performance gap between similar 
Monolingual task and Code Mix task.

- Multilingual Transformer Based models 
outperform word embeddings based models.



Computational Approaches to Code mixing

● Char, Sub word level models
NAACL 2018



Computational Approaches to Code mixing

● Char, Sub word level models

● Transfer Learning – Zero / Few Shot

- Monolingual Corpora / Resources

- Multilingual Transformer based 
Models

EACL 2017

ACL 2019



Computational Approaches to Code mixing

● Char, Sub word level models

● Transfer Learning – Zero / Few Shot

- Monolingual Corpora / Resources

- Multilingual Transformer based 
Models

- Cross Lingual Word Embeddings

● Synthetic Code Mix Data

EMNLP 2018



Challanges 
For 
Processing 
Code Mixing



Challenges For Code Mix Processing

● Data. Data. And more data

- Richer Representations – for any task 

- Variety in Code Mixing patterns 

Language 
Pair

Number of 
sentences

en-hi 89,338

en-ta 45,472

en-be 14,625

en-gu 12,094

en-ml 9,291

en-ka 4,675

en-te 1,617



Challenges For Code Mix Processing

● Data. Data. And more data

● Pre-processing – Specific to Code Mix Pipelines.

● LID – a tool that doesn't expect set of possible Languages apriori.

● Transliteration – Romanized text to native script and vice versa

● Spelling Normalization

● Syntactic Analysis

Ref : CSNLI Tool

Ref : LITCM LID Tool

https://github.com/irshadbhat/csnli
https://github.com/irshadbhat/litcm


Challenges For Code Mix Processing

● Data. Data. And more data

● Pre-processing

● LID – a tool that doesnt expect set of possible Languages apriori.

● Transliteration – romanised text to native script and vice versa

● Spelling Normalisation

● Syntactic Analysis

● Attention to Diverse Language Pairs – tools that aren't language pair specific

● en-hi , en-be sab theek hai.

● But en-te, en-ka, hi – te, en-hi-be jaise language pairs ka kya? ?



Challenges For Code Mix Processing

● Data. Data. And more data

● Pre-processing

● LID – a tool that doesnt expect set of possible Languages apriori.

● Transliteration – romanised text to native script and vice versa

● Spelling Normalisation 

● Syntactic Analysis

● Attention to Diverse Language Pairs – tools that aren't language pair specific

An end-to-end Pipeline that addresses and incorporates these issues.



An example of such a pipeline

● Data – Utility in large scale pre-training

● Pre-processing

● LID – To assess the nature of code mix generated by the model.

● Transliteration – Converting Hindi words into Devanagari script .

● Spelling Normalization – Evaluation. Ex : "hain" , "hai"

● Syntactic Analysis – controlling the nature of generated code mix output

● Is the generated output "acceptable" code mix?

● Attention to Diverse Language Pairs – tools that aren't language pair specific

Code Mix Machine Translation



Code Mix Machine Translation – End-to-End Pipeline– A Step Forward

CoMeT: Towards Code-Mixed Translation Using Parallel Monolingual Sentences. CALCS (NAACL) 2021

● Data – Utility in large scale pre-training

● Pre-processing

● LID

● Transliteration 

● Spelling Normalization

● Syntactic Analysis

● Is the generated output "acceptable" code mix?

● Attention to Diverse Language Pairs – tools that aren't language pair specific

Code Mix Machine Translation –A Step in that direction



Gaps Identified 
&
Current Work



Gaps Identified



Publications

● CoMeT: Towards Code-Mixed Translation Using Parallel Monolingual Sentences.

● Venue : Fifth Workshop on Computational Approaches to Linguistic Code-
Switching, NAACL '21 

● Authors : Devansh Gautam, Prashant Kodali, Kshitij Gupta, Anmol Goel, Manish 
Shrivastava, Ponnurangam Kumaraguru

● Battling Hateful Content in Indic Languages HASOC'21

● Venue : To be presented at FIRE '21

● Authors : Aditya Kadam, Anmol Goel, Jivitesh Jain, Jushaan Singh Kalra, Mallika 
Subramanian, Manvith Reddy, Prashant Kodali, TH Arjun, Manish Shrivastava, 
Ponnurangam Kumaraguru

https://arxiv.org/abs/2110.12780


Limitations

● Primary focus on code mix text from Online Social Networks. Speech as source of code 
mix data is not addressed in this study. 

● Aims to formulate computational pipelines capable of procesing code mix sentences. 
Other aspects of Code mixing – Grammatical theories, socio-linguistic analysis is not the 
primary area of contribution.
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