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Abstract

The integration of Vision-Language Models (VLMs) into various applications
has highlighted the importance of evaluating these models for inherent biases,
especially along gender and racial lines. Traditional bias assessment methods in
VLMs typically rely on accuracy metrics, assessing disparities in performance
across different demographic groups. These methods, however, often overlook the
impact of the model’s disabilities, like lack spatial reasoning, which may skew
the bias assessment. In this work, we propose an approach that systematically
examines how current bias evaluation metrics account for the model’s limitations.
We introduce two methods that circumvent these disabilities by integrating spatial
guidance from textual and visual modalities. Our experiments aim to refine bias
quantification by effectively mitigating the impact of spatial reasoning limitations,
offering a more accurate assessment of biases in VLMs.

1 Introduction

The advent of Vision Language Models (VLMs) has significantly advanced the field of artificial
intelligence by enabling the seamless integration of visual and textual information. Models such as
CLIP and BLIP have demonstrated exceptional capabilities across various tasks, including image
retrieval [19, 2], captioning [13, 12, 15, 3], and visual question answering [1, 14]. However, as these
models become increasingly integrated into real-world applications, the evaluation of inherent biases,
particularly along gender and racial lines is crucial.

Recent evaluations of VLMs have employed diverse methodologies to assess various dimensions of
bias, focusing on factors such as gender [17, 6, 8, 10], and race [10, 6]. These assessments predomi-
nantly utilize accuracy as the primary metric, comparing performance across different demographic
groups to identify biases. Since these measures are derived from differences in performance across
groups, it is necessary to first ensure that these models are fundamentally proficient in underlying
tasks. The performance of VLMs on these tasks, however, is heavily influenced by factors such as
prompting techniques, and inherent limitations like a lack of spatial reasoning and compositionality.

This work contends that traditional methods of bias evaluation must be complemented by tech-
niques that enhance the spatial reasoning capabilities of VLMs, thereby enabling a more precise and
comprehensive quantification of bias. This work systematically investigates the impact of various
prompting techniques and impact of spatial reasoning on bias quantification in VLMs. To assess this
possibility we conduct experiments using four models CLIP [16], OpenCLIP [4], BLIP2 [13, 12]
and PaliGemma-3B [3] using occupational-gender bias becnhmark VisoGender [7]. We begin by
demonstrating that VLMs can perform effectively on gender resolution tasks with simple prompts
centered around gendered or occupational terms, using segmentation maps to evaluate performance.
We then evaluate these models on more complex tasks that involve captions integrating both occu-
pation and gender. The following sections of this paper explore the textual and visual prompting
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strategies, highlighting how advancements in spatial reasoning are crucial for a more precise assess-
ment of gender bias. By addressing the limitations of current methodologies, our approach offers a
more robust framework for bias assessment, ensuring that (VLMs) are both effective and equitable.
Our experiments demonstrate that traditional methods likely overestimate gender bias in CLIP [16]
compared to our findings, which incorporate spatial guidance. The key contributions of this study are
twofold: (i) We demonstrate that while models excel at resolution tasks with simple prompts, they
falter with complex prompts due to inadequate spatial reasoning. (ii) We introduce two methods that
enhance the spatial reasoning of models and suggest a more accurate approach for measuring biases,
minimizing the influence of these limitations.

2 Background

To effectively assess the impact of spatial reasoning on bias evaluation, it is essential to employ
a benchmark whose results are influenced by spatial reasoning capabilities. For this purpose, we
consider VisoGender [7], a benchmark designed for assessing Occupational-Gender bias in VLMs.
The VisoGender Dataset [7] includes 690 images depicting individuals across 23 distinct occupations,
featuring both single-person (SP) and two-person scenarios. In the two-person images, one individual,
designated as the main character, is directly associated with the occupation, while the other, referred
to as the participant, interacts with or accompanies the main character, forming a main character-
participant gender pair. These images are further categorized into two-person same-gender (TPS)
with 5 male-male (MM) and 5 female-female (FF) images per occupation, and two-person different-
gender (TPD) with 5 male-female (MF) and 5 female-male (FM) images per occupation as shown in
Fig. 1.

Table 1: VisoGender dataset summary, showing the counts of images within each split of the dataset.

Occ. Gender Pairs Img’s per Occ. Overall

SP: Single Person 23 [M, F] 10 230
TPS: Two Person Same Gender 23 [MM, FF] 10 230
TPD: Two Person Different Gender 23 [MF, FM] 10 230

VisoGender [7] introduces a resolution task that assesses the model’s ability to correctly associate
gender pronouns with given images. For example, given an image accompanied by two captions
with differing gender pronouns, as depicted in Fig. 1, the model needs to resolve and pick the
correct caption for given image. This is evaluated through Resolution Accuracy (RA), representing
the percentage of correctly resolved captions. Average Resolution Accuracy, RAavg combines the
accuracies for male (RAm) and female (RAm) subjects. The gender resolution accuracy gap, (GG),
measures the difference between male (RAm) and female (RAf) subjects, indicating potential bias.
These are formally described in equations (1) and (2)

RAavg =
RAm +RAf

2
(1)

GG = RAm −RAf (2)

A positive GG suggests a bias towards more accurate resolution of male-presenting subjects, and
conversely for a negative value. This metric is important for evaluating the fairness and efficacy of
VLMs in correctly recognizing diverse occupations from visual inputs.

Given our focus on the impact of a model’s limited spatial reasoning on gender biases, we concentrate
on images featuring at least two individuals. This approach stems from the observation that perfor-
mance on SP images is already satisfactory, as demonstrated in [7]. However, in scenarios where
both individuals are of the same gender, it becomes ambiguous to identify the main character, which
complicates our analysis. Due to the ambiguity in identifying the main character among two-person
images, as detailed in Appendix Section A, we face challenges in spatially locating the main character
in a given image. Using the perceived gender annotations of the main character in TPD images from
VisoGender Dataset [7] enabled us to determine their spatial location based on gender. Consequently,
our discussions and experimental analyses are confined solely to images of different-gender pairs
(TPD).
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Figure 1: An overview of VisoGender bench-
mark. a. Shows a MF and FM images belong-
ing to painter occupation respectively. b. An
illustration of a resolution task, as explained
in section 4
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Figure 2: A visualization of similarity scores
from the spatial token outputs of the last layer
of the CLIP transformer, compared with seg-
mentation masks for a given prompt, to obtain
mean similarity scores.

3 Analyzing Spatial Token Similarities with Segmentation Masks

To assess the spatial reasoning of VLMs in identifying occupational gender with the VisoGender
[7] benchmark, we conduct an experiment using the CLIP (ViT-B/32) [16] model. This experiment
involves simple, single-word prompts related to gender and occupation to determine how these factors
influence model performance. We evaluate the CLIP model with different prompts like common
nouns (man or woman), pronouns (he, she, his, her), occupational terms (doctor, lawyer, ...). We
introduce an approach that quantifies the model’s focus on individuals for a given text prompt. This
method helps determine whether the difficulty in resolving tasks in TPD images stems from the
model’s inability to distinguish between individuals or other complexities hindering its performance.

Here we look in-depth into spatial tokens of the CLIP model, analyzing their similarity scores with
given text prompt to understand where the model’s focus lies, using segmentation maps. Let us denote
the CLIP image encoder by EI . For an input image I from TPD images, we consider segmentation
masks annotated for male and female as Mm and Mf respectively. The image encoder produces a
collection of visual feature tokens, with an adapted implementation from [5] as defined in equation
(3)

EI(I) = {f1, f2, . . . , fN} (3)

where 1, . . . , N are the indices of the spatial tokens from the last transformer layer of EI . These
token features correspond with patches Pi where i ranges from 1 to N in the real image. Given a text
prompt T , we compute the similarity scores S(I, T ) from EI(I). Additionally, we have annotated
segmentation masks Mm for male and Mf for female in an image. These masks are used to identify
specific regions corresponding to the presence of male and female subjects in the image with respect
to the patches as shown in Fig. 2. To determine which individual the model focuses on more, we take
the average of similarity scores of the patches Pi that meet specific criteria. For a given mask, each
Pi is considered if at least half of its area, A(Pi) is covered by the segmentation masks Mm or Mf.
The sets of patches for each category are defined in equations (4) and (5).

Pm = {i : A(Pi ∩Mm) ≥ 0.5× A(Pi)}, (4)

Pf = {i : A(Pi ∩Mf) ≥ 0.5× A(Pi)}. (5)

In above equations Pm and Pf represent the patches where the male and female masks, respectively,
cover more than half of the patch area. The average similarity scores for the male and female
categories are then calculated using equation (6). Finally, we compare Sm and Sf to ascertain the
model’s focus based on the given prompt T .

Sm =
1

|Pm|
∑
i∈Pm

Si, Sf =
1

|Pf|
∑
i∈Pf

Si, (6)
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We perform experiments to emphasize and differentiate the model’s proficiency in recognizing gender
and identifying the main character associated with an occupation. We conduct experiments using
gender-specific prompts detailed in Section 3.1 and occupational terms outlined in Section 3.2.

3.1 Gender Identification

In this task, we assess a model’s ability to identify gender using TPD images. For each image, we
provide a gender-specific prompt (e.g., “male”) and compare the model’s token similarity scores with
predefined masks for both genders as shown in Figure 2. A prompt is deemed correctly identified for
a given image if Sm is greater than Sf for a “masculine” prompt and reverse for a “feminine” prompt.
Each of the 230 TPD images contains one male and one female. We define accuracy as the percentage
of these images in which the model correctly identifies the gender based on the given prompt. The
results of these experiments using various gender-specific prompts are summarized in Table 2.

Table 2: Accuracy scores of the model in distinguishing individuals spatially based on given prompts.
The left table shows results for feminine prompts, while the right shows results for masculine prompts.

Feminine
Prompt Accuracy

woman 94.35
she 92.17
her 91.30

Masculine
Prompt Accuracy
man 94.35
he 87.83
his 83.91

Given that the accuracy scores for most gender prompts exceed 80%, it indicates that the model
effectively focuses on the individual matching the perceived gender of each prompt. However, it is
notable that the model shows a slight bias towards correctly identifying female characters based on
the given prompts.

3.2 Main Character identification

In this section, we evaluate the model’s ability to identify the main character within the TPD images
using annotated occupational prompts (e.g., “doctor”). If the male is the doctor in a given image, the
prompt is considered correctly identified if Sm greater than Sf. We define gender-specific accuracy
using a dataset comprising 5 male and 5 female main character TPD images for each of the 23
occupations. This results in a total of 115 images per gender, where each is depicted as the main
character.

Following this approach, we conducted experiments with occupational prompts, presenting results for
both genders in Table 3. The accuracies suggest that the model effectively distinguishes individuals
based on their occupations. However, it exhibits a male bias when identifying the main character
from occupational prompts, contrasting the findings from Table 2.

Table 3: Accuracy scores of model in identifying main character spatially for a given occupational
prompt.

Gender Accuracy

Masculine 77.39
Feminine 63.48

Given the high accuracy observed in Tables 2 and 3, the model demonstrates a clear ability to
differentiate individuals in images using both gender and occupational prompts. Notably, pronouns
yield lower accuracies compared to explicit nouns like "man" and "woman", a trend also observed
in large language models [9]. This suggests that the model’s performance is highly sensitive to
the specific prompts or metrics used, particularly when assessing gender biases. Given its good
performance in this simpler task we continue our experiments with complex prompts that include
both gender and occupational terms in them in section 4 inspired by [7].
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Figure 3: An illustration demonstrating our
approach of adding direction of the main char-
acter to textual prompt to provide additional
spatial guidance to the model as explained in
section 4.
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Figure 4: An illustration of our method show-
ing red circles used to emphasize the main
character, and improve spatial reasoning for
the resolution task as explained in section 5

4 Spatial guidance with Text Prompting

As mentioned in Section 3, the model effectively recognizes individuals using either gender or
occupational prompts alone. However, it struggles when these prompts are combined in TPD images,
as shown by the Overall Accuracy scores in Table 4. In this section, we discuss about how the
performance changes with more complex prompts that integrate both gender and occupational terms
into a single sentence. We evaluate the models CLIP [16], OpenCLIP [4], BLIP2 [12] and PaliGemma
[3] on this task as shown in Fig. 1b with an example. For clip-like models (CLIP, OpenCLIP) we use
similarity score to resolve between the two captions and for captioning models (BLIP2, PaliGemma)
we compare log-likelihoods of the captions for a given image. This task is relatively complex, because
the model needs to understand who and where is the main character and participant in the image
and determine gender from the image context. Consequently, this experiment is also influenced by
other factors such as spatial reasoning, playing a significant role in quantifying gender bias. Thus,
we conduct an experiment that modifies the textual prompt to include directional guidance about the
main character’s position (left or right) in the image, facilitating the model’s spatial reasoning. This
method is referred to as Textual prompting Guidance (TG), as depicted in Fig. 3.

Table 4: Performance comparison of different models with and without Textual prompting Guidance
(TG).

Models RAavg RAm RAf GG

1 CLIP[16] 0.38 0.20 0.57 -0.37
2 CLIP (TG) 0.48 0.38 0.57 -0.20

3 OpenCLIP400M [4] 0.31 0.22 0.40 -0.18
4 OpenCLIP400M (TG) 0.46 0.32 0.61 -0.29

5 OpenCLIP2B [4] 0.41 0.28 0.54 -0.26
6 OpenCLIP2B (TG) 0.47 0.63 0.31 -0.32

7 BLIP2[12] 0.61 0.47 0.75 -0.28
8 BLIP2 (TG) 0.56 0.70 0.42 0.28

9 PaliGemma [3] 0.44 0.45 0.44 0.01
10 PaliGemma (TG) 0.36 0.23 0.49 -0.26

In the above Table 4, we assess the performance of various models using complex prompts that
integrate both gender and occupational terms. From rows R1, R3, R5 it is evident that the introduction

5



of complex prompts notably diminishes the models’ resolution capabilities, as quantified RAavg,
compared to the accuracies noted in Tables 2 and 3 in section 3. This reduction in performance
suggests that the models struggle with tasks that require simultaneous processing of gender and
occupational information. A potential explanation for this issue could be the models’ limited spatial
reasoning when faced with prompts that combine multiple contextual elements. We believe that
inablities like lack of spatial reasoning shouldn’t be accounted while quantifying biases. Our approach
of TG reveals a significant shift in gender gaps and RAavg across all models. This enhanced spatial
awareness results in a more accurate estimation of gender bias. Research such as [11] show that
VLMs struggle with interpreting simple directional cues in text. We propose that our method of
textual prompting guidance could be beneficial for future VLMs designed to better comprehend these
textual directions. Considering the limitations in current models’ understanding of spatial directions,
we suggest an alternative method of visual prompting in the following section, aiming to circumvent
these challenges and refine bias quantification.

5 Visual Prompting with Red Circle

In this section, we introduce a prompting technique that offers spatial guidance to better approximate
biases. We propose providing spatial guidance to the model by highlighting the main character. For
this, we adopt an approach from [18], that shows visual prompting images with red circles helps
to extract useful behavior from VLMs such as CLIP in a zero-shot manner. This method of Visual
prompting Guidance (VG) is tested with prompts and images annotated with red circles to provide
visual guidance regarding the main character’s location as depicted in Fig. 4. We conduct experiments
across CLIP [16], OpenCLIP400M [4] and OpenCLIP2B [4] for which the results are presented in
Table 5.

Table 5: Performance comparison of different models with and without Visual prompting Guidance
(VG).

Models RAavg RAm RAf GG

CLIP [7] 0.38 0.20 0.57 -0.37
CLIP (VG) 0.58 0.42 0.75 -0.33

OpenCLIP400M [7] 0.31 0.22 0.40 -0.18
OpenCLIP400M (VG) 0.41 0.29 0.53 -0.24

OpenCLIP2B [7] 0.41 0.28 0.54 -0.26
OpenCLIP2B (VG) 0.49 0.34 0.64 -0.30

With the incorporation of VG method, the models exhibit enhanced spatial reasoning, as demonstrated
by the performance improvements in Table 5. This method helps mitigate factors such as lack of
spatial awareness, providing a more accurate measure of gender bias in the models.

We now evaluate the TG and VG methods proposed for adding spatial cues that inhibit the effects of
inadequate spatial reasoning in bias calculation. For the CLIP model [16], both methods consistently
reduce the Gender Gap (GG) in magnitude. This reduction indicates that the CLIP model’s perceived
female bias of 0.37 is is likely an overestimate, once its spatial reasoning shortcomings are addressed.
Similarly, for both versions of OpenCLIP, the GG consistently increases under both guidance methods
as shown in Tables 4 and 5, indicating a stronger female bias than initially apparent without spatial
cues. These consistent changes in GG values show that our guidance methods effectively measure
biases by addressing the models’ lack of spatial reasoning.

6 Ethical Considerations

In addressing gender bias evaluation, this paper adheres strictly to binary gender distinctions due to
dataset constraints. Similar to the original Visogender dataset, our annotations, whether segmentation
masks or red circles are based on the perceived gender presentation of both main characters and
participants. We acknowledge that these visual markers may not accurately reflect a subject’s self-
identified gender, as gender presentation does not necessarily align in a binary manner with an
individual’s sex, pronouns, or identity. We acknowledge the limitations of this approach, particularly
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its exclusion of non-binary and LGBTQIA+ perspectives, and the ethical complexities inherent in
gender recognition technologies. These technologies, especially when focused on binary gender, risk
reinforcing societal biases and may disproportionately impact marginalized communities. Future work
should broaden the spectrum of gender inclusivity and critically evaluate the societal implications of
enhanced recognition capabilities to mitigate potential harm and ensure equitable advancements in
the field.

7 Conclusion

In this study, we introduced enhancements to methodologies for evaluating gender biases in VLMs.
Initially, we explored the spatial reasoning abilities of these models through segmentation maps,
showing that while models perform well with simple gender and occupational prompts, their effec-
tiveness diminishes when faced with complex prompts combining both elements. A crucial factor for
this complexity of the task is the lack of spatial reasoning in these models. Through this work, we
demonstrate that traditional methods might not fully consider the impact of limited spatial reasoning
when measuring biases in VLMs.

To counter this, we introduced two new prompting strategies—one textual and one visual—to help
reduce the effect of these limitations. Observing consistent improvements in Gender Gap and overall
model performance with both methods suggests they are reliable. Specifically, our results indicate that
the previously estimated bias in the CLIP model in VisoGender benchmark are likely an overestimate
due to unaddressed spatial reasoning inabilities. Our work highlights the importance of carefully
benchmarking biases in VLMs, by introducing a new dimension to the metrics and evaluation schemes
used in the field of Algorithmic Fairness for AI systems.

8 Limitations

Our proposed approach relies on annotations indicating the spatial locations of individuals within
each image, a requirement that may not scale effectively for very large datasets. The necessity for
detailed annotations could limit the applicability of our methods in expansive, real-world scenarios
where such detailed labeling is impractical. Furthermore, while our methods for providing spatial
guidance to models are based on prior observations and straightforward techniques, they are not
mechanistically validated to enhance model understanding consistently. These techniques presume
an improvement in visual context interpretation without strong empirical evidence directly linking
the methods to enhanced spatial reasoning capabilities in models.
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Supplementary Material

A Stratifying Difficulties in VisoGender Database

Our results using various evaluation metrics demonstrate that VisoGender images present unique
challenges compared to other visual datasets, even with an emphasis on spatial reasoning. In this
section, we will explore the specific difficulties that make VisoGender tasks particularly challenging.

OP_100

OP_279OP_93

OP_324

OP_253

OP_254

V i s u a l l y  d i f f i c u l t M a i n  c h a r a c t e r  a m b i g u i t y
G e n d e r  P e r c e p t i o n

C h a l l e n g e s  

Figure 5: Examples of Classification Challenges in the VisoGender Dataset

A.1 Visually Difficult

In certain images, a character or both are partially cut off, blurry, out-of-focus, or blend into the
background. Since most vision-language (VL) models operate with lower image resolutions, their
ability to detect these key visual elements is limited.

Consider the case of #OP_324 in Figure 5, where one of the characters has their face partially cut off.
Despite this, visual details such as a mustache suggests that the individual is highly percieved to be a
male character. However, this subtle detail is unlikely to be captured by the model.

Similarly, in #OP_93 from Figure 5, it is evident that one of the individuals is lying down. Nonetheless,
the positioning of this person within the image makes it highly probable that the model will fail to
recognize them as a person.

A.2 Main Character Ambiguity

A significant challenge for the models is identifying the main character within an image, particularly
in the absence of contextual information.

Consider the case of #OP_254 in Figure 5, where identifying the main character is particularly
challenging. In this image, the client is holding a stick, possibly to explain something, while the
female character, who is holding a brush, is likely the painter. Alternatively, the image could be
interpreted as the female character drawing a painting of the male character, who is possibly the
client.
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Similarly, in #OP_253 from Figure 5, two individuals are conversing. Despite both wearing helmets,
it is necessary to understand that the individual explaining the plan is likely the architect, while the
one listening is the client.

A.3 Gender Perception Challenges

We also found that the model has issues interpreting the characters’ gender, particularly when lacking
context. The information might be present (clothing, hairstyle) but difficult to interpret. Humans have
social conditioning and awareness of context that allows us to navigate these ambiguities, but models
find this difficult due to their reliance on pixel data without contextual understanding. Consequently,
models find it challenging to decipher the complexities of gender expression from a single image.

Consider the case of #OP_100 in Figure 5, where it is challenging to percieve the individual holding
the microphone as a female character. The person is dressed in casual attire, and seated in a position
that provides minimal visual cues typically used by models for gender classification. The lack of
prominent gender-specific features makes it difficult for the model to accurately determine gender,
highlighting a limitation in current visual recognition algorithms.

Similarly, in #OP_279 from Figure 5, perceiving the gender of the individuals is difficult when
viewed from behind. The absence of visible facial features and other subtle cues further complicate
the model’s ability to accurately recognize and classify gender. These challenges underscore the
limitations of relying solely on visual data for gender identification, as models often miss the nuanced
contextual information that humans naturally use for such recognition.

10



NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, we provide the limitations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]

11



Justification: We provide all the results and assumptions made for our experiments.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We disclose all the data considered, models used for our work.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]

Justification: We dont provide any supplemental material, but we plan to make the code and
data public.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: The paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA] .

Justification: The paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA] .

Justification: The paper does not include experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We follow the NeurIPS Code of Ethics in this work.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: It discusses about broader impacts of bias evaluation metrics.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited the VISOGENDER paper from which the dataset is used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA] .
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA] .
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA] .
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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