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Abstract

The issue of ambiguity in natural language poses a significant challenge to computational linguistics
and natural language processing. Ambiguity arises when words or phrases can have multiple meanings,
depending on the context in which they are used. In natural language processing, addressing the chal-
lenge of ambiguity is crucial for building more accurate and effective language models that can better
reflect the complexity of human communication. In this thesis, we investigate two specific forms of lin-
guistic ambiguities - polysemy, which is the multiplicity of meanings for a specific word, and tautology,
which are seemingly uninformative and ambiguous phrases used in conversations. Both phenomena are
widely-known manifestations of linguistic ambiguity - at the lexical and pragmatic level, respectively.

The first part of the thesis focuses on addressing this challenge by proposing a new method for quan-
tifying the degree of polysemy in words, which refers to the number of distinct meanings that a word can
have. The proposed approach is a novel, unsupervised framework to compute and estimate polysemy
scores for words in multiple languages, infusing syntactic knowledge in the form of dependency struc-
tures. The framework adopts a graph-based approach by computing the discrete Ollivier Ricci curvature
on a graph of the contextual nearest neighbors. The effectiveness of the framework is demonstrated
by significant correlations of the quantification with expert human-annotated language resources like
WordNet. The proposed framework is tested on curated datasets controlling for different sense distribu-
tions of words in three typologically diverse languages - English, French, and Spanish. The framework
leverages contextual language models and syntactic structures to empirically support the widely held
theoretical linguistic notion that syntax is intricately linked to ambiguity/polysemy.

The second part of the thesis explores how language models handle colloquial tautologies, a type
of redundancy commonly used in conversational speech. Colloquial tautologies pose an additional
challenge to language processing, as they involve the repetition of words or phrases that may appear
redundant, but convey a specific meaning in a given context. We first present a dataset of colloquial
tautologies and evaluate several state-of-the-art language models on this dataset using perplexity scores.
We conduct probing experiments while controlling for the noun type, context and form of tautologies.
The results reveal that BERT and GPT2 perform better with modal forms and human nouns, which
aligns with previous literature and human intuition.

We hope this work bolsters further research on ambiguity in language models. Our contributions have
important implications for the development of more accurate and reliable natural language processing

systems.

vi
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Chapter /

Introduction

Of course language can never be made
absolutely neutral and colourless; but unless
its ambiguities are understood, accuracy of
thought is impossible, and the injury done is
proportionate to the logical force and
general vigour of character of those who are

misled.

James Fitzjames Stephen, Liberty, Equality,
Fraternity, 1873

Language is one of the most defining characteristics of human beings. It is a complex system of
communication that enables us to express our thoughts, feelings, and ideas to others. Language is so
deeply ingrained in our lives that we often take it for granted, yet it is a remarkable and fascinating
phenomenon that has evolved over thousands of years.

At its most basic level, language is a system of symbols, sounds, and rules that enables commu-
nication between individuals [Adrian et al., 2001]. It includes spoken languages, sign languages, and
written languages. In many ways, language is what sets us apart from other animals [Balconi, 2010].
While other animals communicate through a range of vocalizations and gestures, human language is
far more sophisticated and varied. One of the key features of human language is its ability to convey
abstract concepts and ideas. Unlike other animals, humans can communicate about things that don’t
exist in the physical world, such as love, justice, or freedom. Language also enables us to communicate
across time and space, through written records and digital media. This ability to transmit informa-
tion and ideas across generations and continents has been a key factor in human progress and evolution
[MacWhinney, 2005]. Another important aspect of language is its adaptability and flexibility. Lan-
guages evolve over time [Christiansen and Kirby, 2003] as they are used by different communities of
speakers. New words are created, old words fall out of use, and grammar and pronunciation change.

This is evident in the vast number of languages spoken around the world, each with their own unique



characteristics and history. Language also plays a crucial role in socialization and identity. Through
language, individuals are able to communicate their cultural heritage, beliefs, and values. Language
can create a sense of belonging and community, as well as reinforcing differences and divisions be-
tween groups [Mercuri, 2012, Rovira, 2008]. This is particularly evident in the context of language and
nationalism, where language can be a powerful symbol of national identity and pride.

Despite the many benefits of language, there are also challenges and limitations. One issue is the
diversity of languages spoken around the world, which makes it difficult to study and compare them
all. Another challenge is the fact that language is constantly evolving and changing, making it hard
to create a stable set of rules that can be applied across time and space. Additionally, there are many
debates and controversies within the field itself, such as the best way to approach language acquisition or
the role of culture in shaping language use. There are also broader social and political issues related
to language, such as linguistic discrimination [Wee, 2005] or the use of language as a tool of power
and control. The current thesis is primarily concerned with a specific problem in language, which is
ambiguity. While there are many issues in linguistics and language more broadly, this thesis focuses
on a more intrinsic problem of language. Ambiguity arises when a word or phrase can have multiple
meanings or interpretations, leading to confusion or miscommunication. This problem is particularly
relevant in natural language processing and machine learning, where ambiguity can create challenges
for automated language understanding.

By examining the nature of ambiguity in language and exploring strategies for resolving it, the cur-
rent thesis aims to contribute to the development of more accurate and effective language technologies.
While other issues in linguistics and language are important and worthy of attention, this thesis seeks to

make a valuable contribution to the specific area of ambiguity within the field.

1.1 Ambiguity in Language

Ambiguity in language refers to situations where a word or phrase can have multiple meanings or
interpretations [Fromkin et al., 2018]. It is a common phenomenon in natural language and can arise
due to various factors, such as the context, syntax, or semantics of the language. Ambiguity can have
both positive and negative effects on communication. On the one hand, it can lead to creativity and
humor in language use. For example, puns and wordplay rely on the multiple meanings of words for
their effect (“atheism is a non-prophet institution” is an wordplay on the common phrase “non-profit
institution” by replacing the word profit to its homophone prophet). On the other hand, ambiguity can
also lead to confusion and misunderstandings, particularly in situations where clarity is important, such
as legal or technical documents. In order to reduce ambiguity in communication, speakers and writers
can use various strategies. One strategy is to use more specific language, such as using synonyms or
defining terms clearly. Another strategy is to provide additional context or information, such as using
examples or illustrations. Finally, speakers and writers can also use language that is appropriate to their

audience, avoiding jargon or technical terms that may not be familiar to their listeners or readers.



Typically, three main types of ambiguity in language are considered - lexical, syntactic, and semantic
ambiguity [Fromkin et al., 2018]. Each of these types can have different effects on communication and

can require different strategies for clarification.

1.1.1 Lexical Ambiguity

Lexical ambiguity arises when a word has multiple meanings. This can occur due to homophones,
homographs, or polysemes. Homophones are words that have the same pronunciation but different
meanings, such as “write” and “right”. Homographs are words that are spelled the same but have
different meanings, such as “lead” (the metal) and “lead” (to guide). Polysemes are words that have
multiple related meanings, such as “bank” (a financial institution) and “bank” (the edge of a river). In

such cases, the intended meaning can be inferred from the context in which the word is used.

1.1.2 Syntactic Ambiguity

Syntactic ambiguity arises when a sentence can be parsed in multiple ways. This can occur due to
structural ambiguity or garden path sentences.

Structural ambiguity arises when the sentence structure allows for multiple interpretations, such as
in the sentence “I saw the man with the telescope.” This sentence can be interpreted in two ways - either
the speaker saw a man who was carrying a telescope or the speaker saw a man through a telescope.

Garden path sentences, on the other hand, are sentences that initially lead the reader or listener down
a particular syntactic path, only to be followed by an unexpected or incorrect interpretation, such as
in the sentence “The horse raced past the barn fell.” Initially, when the reader encounters the phrase
“the horse raced past the barn,” they form a mental image of a horse racing past a barn. However, as
they reach the word “fell,” they realize that it doesn’t fit with the expected structure of the sentence.
The phrase “raced past the barn” acts as a prepositional phrase modifying the horse, but the verb “fell”
seems disconnected from the rest of the sentence. To resolve the confusion, the reader must backtrack
and reinterpret the sentence. They realize that “the horse” is not the subject of the verb “fell” but instead
a noun phrase acting as the direct object of the verb “raced.” The actual subject of the verb “fell” is

omitted, creating a syntactic ambiguity.

1.1.3 Semantic Ambiguity

Semantic ambiguity arises when a word or phrase can be interpreted in multiple ways based on
the meaning of the words used. This can occur due to lexical ambiguity, as discussed earlier, or due
to structural or contextual ambiguity. Structural ambiguity arises when the sentence structure allows
for multiple interpretations based on the meaning of the words used, such as in the sentence “Visiting
relatives can be boring.”, which can be interpreted as either the relatives being boring or the act of

visiting being boring. Contextual ambiguity arises when the meaning of a word or phrase depends on



the context in which it is used, such as in the sentence “He saw her duck” which can be interpreted as
either the woman ducking or the man seeing a duck.
Lexical and Semantic ambiguities form the foci of this work, as we will discuss in the subsequent

sections.

1.2 Pyramid of Language Analysis

r'y

Semantic Ambiguity

e

'

_ Syntactic Ambiguity

_ Lexical Ambiguity y

Figure 1.1 Pyramid of Language Analysis. The foci of this thesis - Lexical and Semantic Ambiguities

are in bold.

The pyramid of linguistics [Ivanov, 2019] is a theoretical framework that describes the hierarchy of
different levels of language analysis. At the base of the pyramid is morphology, which deals with the
smallest units of meaning in a language, such as individual words and their parts. Above morphology
is syntax, which concerns the rules governing how words are combined to form larger units, such as
phrases and sentences. Semantics comes next, which is concerned with the meaning of words and how
they combine to form meaningful sentences. Finally, at the top of the pyramid is pragmatics, which is
concerned with the context in which language is used and the social and cultural factors that influence
its meaning. Together, these levels provide a comprehensive understanding of how language works at

various levels of analysis.



Figure 1.1 shows a rough mapping between the levels of language analysis and the types of linguistic
ambiguities.! In this thesis, we focus on Lexical and Semantic Ambiguities concerning the morpholog-

ical and semantics levels in the pyramid, respectively.

1.3 Polysemy

Polysemy is a type of lexical ambiguity which refers to the phenomenon where a single word has
multiple meanings or senses. It is a common feature of human language and plays an important role in
how we communicate and understand each other [Nerlich and Clarke, 2001, Falkum and Vicente, 2015].
Polysemy can be observed in nearly every language and is a product of the ways in which words evolve

and change over time [Bréal, 1904].

One of the key features of polysemy is that it can be difficult to determine which meaning of a word
is intended in a given context. For example, the word “bank™ can refer to a financial institution, the
side of a river, or a place where airplanes park, among multiple other meanings. The intended meaning
of “bank” can often be determined by context, such as the surrounding words or the speaker’s tone of
voice. However, in some cases, the intended meaning may be ambiguous, which can lead to confusion
or misunderstandings. Polysemy can also be influenced by culture and history. For example, the word
“revolution” has different meanings in different contexts. In a political context, it typically refers to a
violent overthrow of a government, while in a scientific context, it can refer to a complete rotation of an
object around its axis. The historical events that led to the French Revolution have also influenced the
way the word is used in contemporary language, with “revolution” often carrying connotations of radical
change and upheaval. Another important aspect of polysemy is that it allows for linguistic creativity and
innovation [Murphy, 1997]. Words can take on new meanings or senses over time, and these changes
can be driven by cultural shifts, technological advancements, or other societal changes. For example,
the word “tweet” was originally used to describe the sound made by a bird, but it has now taken on a
new meaning in the context of social media. Polysemy can also pose challenges for language learners,
particularly those who are trying to learn a new language as an adult [Crossley et al., 2010]. Because
the same word can have multiple meanings, learners may struggle to understand the intended meaning
of a word in a given context. However, as learners become more familiar with a language, they begin
to develop a sense of how words are used in different contexts and how they can be used to convey
multiple meanings. By recognizing the complexities of polysemy, we can better appreciate the richness
and diversity of human language.

The first contribution of the thesis deals with quantification of polysemy. An interesting application
of a quantifiable polysemy score is that it can help natural language systems to generate less ambiguous

outputs.

"While there are more granular levels of ambiguity defined in literature, like discourse and pragmatic ambiguity, in the
scope of this thesis, we only consider the three levels of ambiguity.



1.4 Tautology

A colloquial tautology is a type of expression in which a word or phrase is unnecessarily repeated
or restated, resulting in redundant or unnecessary information [Gibbs and McCarrell, 1990]. These
types of phrases are commonly used in everyday speech and are often considered to be a feature of
colloquial language rather than formal writing. One of the most common examples of a colloquial
tautology is the phrase “ATM machine,” where “ATM” stands for “automated teller machine.” In this
case, the word “machine” is repeated, which is unnecessary because the “M” in “ATM” already stands

E3]

for “machine.” Other examples of colloquial tautologies include “free gift,” “hot water heater,” and
“added bonus.” While colloquial tautologies can sometimes be used for emphasis or rhetorical effect,
they are generally considered to be a sign of imprecise or sloppy language use. In formal writing, it
is generally recommended to avoid tautological expressions and to use precise and concise language to
convey meaning [Wierzbicka, 1987]. In addition to colloquial tautologies, there are also other types of
tautologies, such as logical tautologies and mathematical tautologies. Logical tautologies are statements
that are always true, regardless of the truth value of their constituent parts. For example, the statement
“A or not A” is always true, regardless of the value of A. Mathematical tautologies, on the other hand,
are mathematical statements that are true by definition or by virtue of their logical structure.

Colloquial tautologies like “boys will be boys” can create ambiguity by relying on vague or imprecise
language that can be interpreted in different ways depending on the context. In this particular phrase,
the tautology “boys will be boys” implies that boys will behave in a certain way regardless of the
situation or environment they are in. However, this phrase can be interpreted in different ways depending
on the context, which can create ambiguity. For example, if this phrase is used to excuse or dismiss
inappropriate behavior by boys or men, it can perpetuate harmful gender stereotypes and suggest that
such behavior is acceptable or even expected. In this context, the phrase can be seen as ambiguous or
even contradictory, as it seems to suggest that certain behavior is innate to boys while simultaneously
acknowledging that such behavior may be problematic.

The second contribution of the thesis concerns itself with probing Large Language Models (LLMs),
specifically BERT [Devlin et al., 2019] and GPT2 [Radford et al., 2019] - to investigate their competence
in handling colloquial tautologies. We add to the growing body of literature on analysing the capabilities

of language models across various linguistic phenomena.

1.5 Thesis Contribution

As discussed in the previous sections, this thesis deals with ambiguity in languages and aims to solve
the challenges of current NLP systems dealing with linguistic ambiguities. To this end, we make the

following core contributions:

1. In the first work, we propose a novel, graph-based syntax-aware framework to measure polysemy

scores of words in multiple languages (English, Spanish and French). We outperform state-of-



the-art and random baselines and observe an increment of 0.3 points in correlation with human

rankings of polysemy measures. 2

2. We validate the long-held notion that syntax is intricately linked with semantics, thus influencing

the polysemy of words in a language.

3. In the second work, we first create a dataset of tautologies while controlling for noun types, syn-
tactic form and the context for a tautology. We test two state-of-the-art models: GPT2 and BERT
on their pragmatic competence on tautologies using perplexity measures. We provide evidence of
a unique type of pragmatic understanding of LLMs by highlighting that GPT2 outperforms BERT
with lower perplexities of tautologies. Additionally, we highlight that, akin to human understand-
ing, LLMs also prefer tautologies with human nouns and modal forms as compared to concrete

or abstract nouns.

1.6 Thesis Organization

Thesis Organization

Ambiguity in
e / Language \ °
Polysemy Tautology

'eq
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ambiguity systems

Figure 1.2 Thesis Organization.

Figure 1.2 illustrates the logical outline of the thesis and shows the associated concepts for each

contribution.

The work is a full paper accepted at EMNLP 2022.
Goel, A., Sharma, C., and Kumaraguru, P. An Unsupervised, Geometric and Syntax-aware Quantification of Polysemy. In
Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (EMNLP).



The thesis is organised into 6 chapters. Chapter 2 discusses relevant and related work dealing with
ambiguities in NLP with a focus on corpora, models and frameworks. In Chapter 3, we discuss the
polysemy quantification framework which is syntax and graph-aware. Furthermore, we conduct ablation
studies to establish the influence of syntax on polysemy scores. In Chapter 4, we discuss the colloquial
tautology dataset and the motivation for creating a controlled dataset. We then conduct perplexity-
based measurements on LLMs to investigate the pragmatic competence of current LLMs in handling
tautologies with discussions on its relation to the Gricean Maxims. Finally, we conclude the thesis in

Chapter 7 and discuss implications and limitations of the current work along with future directions.



Chapter 2

Background

Ambiguity seems to be an essential,
indispensable element for the transfer of
information from one place to another by

words.

Lewis Thomas, The Lives of a Cell: Notes of
a Biology Watcher [Thomas, 1978]

This chapter will cover the necessary background and motivation from previous literature on ambigu-
ity in languages. Later, we highlight the relevant background specifically for Polysemy and Tautology.
Figure 2.1 represents the structure of this chapter.

2.1 Ambiguity in Language

Table 2.1 provides a summary of key takeaways from relevant papers on ambiguity in language
which provide the relevance and contextualization of the contributions of this thesis.

Ambiguity of language has been addressed as early as in the writings of Aristotle but relatively
recent linguistic research in the form of Zipf’s Principle of Least Effort [Bain, 1950] heralded a new
understanding of human cognition and language systems positing the tradeoff between efficiency and
brevity in communication systems [Piantadosi et al., 2012].

[Eddington and Tokowicz, 2015] suggests that the majority of words in the English language have
multiple meanings, and these meanings are processed and represented differently in the human mind
highlighting the importance of understanding how meaning similarity influences ambiguous word pro-
cessing. [Kess and Hoppe, 1978] highlights that ambiguity is not a problematic source of difficulty for
individuals, and the study of the resolution of ambiguity may be a useful tool in the comprehension of
sentence processing in general. This suggests that ambiguity is a natural and integral part of language,

and that understanding how it is resolved can provide insight into how language is processed and un-
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Figure 2.1 Background of this thesis.

derstood. The importance of disambiguation and the potential role of word sense in improving search
accuracy of information retrieval systems is highlighted by [Krovetz and Croft, 1992] which establishes
that considerable amount of ambiguity exists in databases and word senses provide a significant sep-
aration between relevant and non-relevant documents. [Winkler, 2015] emphasizes the importance of
exploring how production and perception of ambiguity interact with each other and a reference system
when ambiguity is generated and resolved. This highlights the need to understand the context in which
ambiguity occurs and how it is resolved. [Mohammad, 2018] suggests that the factors causing ambiguity
are shared among languages and ambiguity is transferable. This finding supports the idea that under-
standing ambiguity can provide insight into language processing across different languages. [Andreu
and Corominas-Murtra, 2011] argues that the emergence of ambiguous codes is an unavoidable byprod-
uct of efficient communication proposing that ambiguity may be a natural consequence of language
evolution and adaptation. [MacDonald et al., 1994] suggests that lexical and syntactic ambiguities are
resolved by the same processing mechanisms underscoring the importance of understanding the role of
lexical and syntactic information in disambiguation. Finally, [Tuggy, 1993] suggests that ambiguity and
vagueness occupy opposite ends of a continuum, with polysemy in the middle. This highlights the need

to understand the different types of ambiguity and their relationship to other linguistic phenomena.

Within the NLP community, [Liu et al., 2023] propose a linguist-annotated benchmark dataset called
AMBIENT to evaluate state-of-the-art pretrained LLMs on ambiguity and disambiguation. [Gari Soler
and Apidianaki, 2021] investigate the capabilities of BERT on ambiguity and present a dataset for pol-
ysemous words. [Ortega-Martin et al., 2023] present the first linguistic ambiguity analysis of chatGPT

10



Paper

Takeaways

How meaning similarity influences am-
biguous word processing: the current
state of the literature [Eddington and

Tokowicz, 2015]

Majority of words in the English language have multiple
meanings and these meanings are processed and represented

differently in the human mind.

On psycholinguistic experiments in am-

biguity [Kess and Hoppe, 1978]

Most experimental paradigms agree that ambiguity is not a
problematic source of difficulty for individuals and the study
of the resolution of ambiguity may be a useful tool in the com-

prehension of sentence processing in general.

Lexical ambiguity and information re-

trieval [Krovetz and Croft, 1992]

Considerable amount of ambiguity exists in databases. Word
senses provide a significant separation between relevant and

non-relevant documents.

Ambiguity: Language and Communica-

tion [Winkler, 2015]

The production and perception of ambiguity can only be un-
derstood by exploring how these factors interact with each
other and a reference system when ambiguity is generated and

resolved.

The Nature of Ambiguity across Lan-

guages [Mohammad, 2018]

The factors causing ambiguity are shared among languages

and ambiguity is transferable.

On ambiguity. Its locus in the architec-
ture of Language and its origin in efficient
communication [Andreu and Corominas-

Murtra, 2011]

The emergence of ambiguous codes is an unavoidable byprod-

uct of efficient communication.

The lexical nature of syntactic ambiguity

resolution [MacDonald et al., 1994]

Lexical and syntactic ambiguities are resolved by the same

processing mechanisms.

Ambiguity, polysemy and vagueness

[Tuggy, 1993]

Ambiguity and vagueness occupy opposite ends of a contin-

uum with polysemy in the middle.

Table 2.1 Summary of Literature on Ambiguity in Language (arranged in increasing order of relevance

to the thesis; top to bottom)

and highlight the capabilities of chatGPT in detecting ambiguities like homonymy and polysemy. How-

ever, syntactic ambiguity is shown to be a challenging setting for chatGPT to detect.
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2.2 Polysemy

Polysemy is a natural outcome of lexical semantic change [Bréal, 1904] by virtue of words gaining
new meanings over time. Even though polysemous words present processing costs, their use in every-
day discourse has significant pragmatic and discourse functions [Nerlich and Clarke, 2001]. Polysemy
is notoriously difficult to treat and characterize both theoretically and empirically [Falkum and Vicente,
2015]. Evidence from cognitive linguistics suggests that polysemous words connect to the same abstract
lexical representations in our minds but are distinct within that representational set [Pylkkénen et al.,
2006]. Recent evidence highlights the role of context and pragmatics for a unified understanding and
disambiguation of polysemy [Falkum, 2015]. [Kelih, 2008] characterize polysemy in six unrelated lan-
guages and connect ambiguity to factors like sample size and parts of speech. [Glynn, 2009] underscore
the importance of considering a network based approach to understand linguistic ambiguities. [Kelih
and Altmann, 2015, Durkin and Manning, 1989] suggest that polysemous words inhabit a continuous
space of semantic meaning and the variation in the multiple senses of polyemous words is captured by
a continuum.

Recent works in computational linguistics for ambiguity mostly deal with word sense disambiguation
[Pasini et al., 2021, Wiedemann et al., 2019], word-in-context tasks [Pilehvar and Camacho-Collados,
2019] and analyzing polysemy in language models like BERT [Gari Soler and Apidianaki, 2021]. While
some previous works [Erk and McCarthy, 2009, Friedrich et al., 2012] acknowledge polysemy even in
particular instances, relatively less attention has been paid towards quantifying polysemy using current
NLP tools. [Pimentel et al., 2020] measure ambiguity in language from an information-theoretic lens but
their approach requires a large number of sentences to give a good upper bound on ambiguity estimates.
[Xypolopoulos et al., 2021] leveraged contextual language models like BERT to estimate polysemy but
they rely on dimensionality reduction and sensitive hyperparameters.

Works like [Reif et al., 2019, Haber and Poesio, 2021] have explored the geometry of BERT embed-
dings and their relation to polysemy levels thus highlighting the importance of neural embeddings in the

quantification of polysemy levels of lexicons.

2.2.1 Lexical Substitution

Lexical substitution is the task of finding relevant contextual replacements of a word given its context.
To generate good quality contextual replacements, previous works have relied heavily on distributional
semantic models like word2vec [Mikolov et al., 2013] and specialized language models like context2vec
[Melamud et al., 2016]. In all models, the generated substitutes are ranked based on some relation
with the target word to be replaced. Recent advances in language models like the Transformer-based
BERT [Devlin et al., 2019] and XLNet [Yang et al., 2020] rely on the bidirectional context and the
special [MASK] token based training to generate contextual substitutes. [Zhou et al., 2019] showed
that BERT performs poorly on lexical substitution and proposed a dropout based approach which is

even more computationally expensive due to the large number of forward passes required. Supervised
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approaches [Lacerra et al., 2021] often rely on manually curated databases and sense inventories like
WordNet, Wikipedia or BabelNet. [Arefyev et al., 2020] is a recent neural lexical substitution method
which injects information about the target word in the form of probability distribution of possible word

subtitutes based on word frequencies.

2.2.2 Graphs and NLP

Traditional works in linguistics have used language networks and graphs for analyzing morpho-
logical complexity [Inglese and Brigada Villa, 2021], ambiguity [Cech et al., 2017] and phonetics
[Yamshchikov et al., 2020]. Graph-based frameworks like the Chinese Whispers algorithm [Biemann,
2006] have worked at the intersection of graph theory and linguistics with applications in word sense
disambiguation. [Mitra et al., 2014] propose to use dependency-based contextual neighbors for the task
of novel word sense induction. Our contribution combines ideas from [Mitra et al., 2014] with contex-
tual word embeddings to measure polysemy. Recent advances in Graph Neural Networks (GNNs) has
opened new avenues to apply network based approaches to language problems. While language net-
works have been analysed before, GNNs provide an alternative to traditional methods with more natural
inductive biases for syntactic models to work with. The combination of graphs and language models
has proved to be effective in incorporating semantics and syntax in language problems [Marcheggiani
and Titov, 2020, Ahmad et al., 2021, Xu et al., 2021].

2.3 Tautology

Scarce attention has been paid towards understanding tautological constructions in English [Vilin-
bakhova and Escandell-Vidal, 2020], especially within computational linguistics. Just based on form,
tautologies seem redundant and uninformative; however, they are frequently used in speech to evoke
and imply a shared assumption about the world. This has important implications in understanding dis-
course and pragmatics, especially so for computational models of pragmatics. Gricean conversational
implicature - the additional meaning or implied information that is inferred by the listener or reader
in a conversation, beyond the literal meaning of the words used, based on principles of cooperation,
relevance, and shared knowledge - is most often evoked to justify the use of tautologies [Ward and
Hirschberg, 1991]. [Gibbs and McCarrell, 1990] provide foundational work on understanding nominal
tautologies by conducting acceptability studies. They establish that syntax and lexical construction of
tautologies influence the acceptability ratings of tautologies in English speakers. [Vilinbakhova and
Escandell-Vidal, 2020] establish the contribution and synchrony of different dimensions of knowledge
(like encyclopaedic, normative, etc) in interpreting tautological constructions in English. Tautological
expressions have been interpreted and characterized by syntax and lexical form [Gibbs and McCarrell,
1990], context at the pragmatic level [Farghal, 1992], case markers in specific languages like Japanese
[Kwon, 2009] and proper names [Vilinbakhova and Escandell-Vidal, 2021].
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Tautologies in languages other than English have also been analysed with [Kwon, 2014] using Ko-
rean nominal tautologies to study cognitive aspects of pragmatics. [Sonnenhauser, 2017] establish the
confluence of semantics, syntax and pragmatics in understanding the German tautology “Wer kann,
der kann” (“he who can, can”) and [Kwon, 2009] studying Japanese tautologies with respect to case

markers.

2.3.1 Pragmatics in NLP

Recent advances in neural approaches to language models have lead to improvements in performance
on benchmarks built for NLP tasks ranging from Named Entity Recognition [Wang et al., 2021] to Sen-
timent Analysis [Raffel et al., 2020]. Pragmatic reasoning, the highest frontier on the NLP pyramid
(Figure 1.1), is a major milestone for current NLP models. Neural approaches to understand the sub-
tleties and nuances of discourse - beyond the lexical and semantic meaning of word forms - have been
gaining recent traction within the NLP community [Kabbara, 2019]. [Ettinger, 2020] explore LLMs
and their efficacy on semantic and pragmatic tasks. Priming experiments on BERT reveal that LLMs
are sensitive to contextual constraints which has important implications for pragmatic development of
pretrained LLLMs [Misra et al., 2020]. More recently, [Pandia et al., 2021] test the pragmatic competence
of LLMs through discourse connectives.

With the recent democratisation of LLMs and their increased access via tools like GPT [Brown et al.,

2020] and chatGPT [OpenAl, 2023], it is imperative to test the pragmatic competence of such models.
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Chapter 3

Syntax-aware Polysemy Quantification'

... polysemy, which is the greedy habit some
words have of taking more than one meaning

for themselves.

Eric McKean, The joy of lexicography, 2007>

3.1 Motivation

Polysemy is a phenomenon prevalent in everyday language use where the same lexical unit (or word
form) is associated with multiple distinct yet related meanings (or senses). Determining which words
are polysemous can help in filtering data for linguist studies, creation of sense corpora and the anthro-

pological study of language. Consider the following sentences:

la His aunt is his legal guardian.

2a The dog would always bark at mailmen.
2b The tree’s bark was rusty brown.

3a The mouth of the wine was dry.

3b I have three mouths to feed.

3¢ You can see the mouth of the river from here.

Polysemy is distinct from monosemy (a word form with only one meaning; 1a) and homonymy

(multiple unrelated senses of the same word form; 2a-b). The polysemous senses of a word often have

'The work is a full paper accepted at EMNLP 2022.
Goel, A., Sharma, C., and Kumaraguru, P. An Unsupervised, Geometric and Syntax-aware Quantification of Polysemy.
In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (EMNLP).

2https ://www.ted.com/talks/erin_mckean_the_joy_of_lexicography
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metonymic (3a-b) or metaphorical (3c) relations among them [Vicente and Falkum, 2017]. Polysemy
is a central feature of natural languages and proliferates almost every word to varying degrees in the
lexicon of a language. Attempts [Piantadosi et al., 2012] at explaining the presence of ambiguity? in
language suggest that polysemy is a desirable property for language systems since it allows efficient
communication by allowing simpler units to be reused. Ambiguity and polysemy have sparked debate
among linguists and philosophers for decades but relatively little attention has been paid to analyze and
measure polysemy in language by computational linguists. While a human listener is easily able to
disambiguate the specific sense of the word being used in context, it is notoriously difficult for NLP
systems to separate the distinct senses of a word being used [ Yenicelik et al., 2020].

Recently, there has been widespread attention on including syntactic knowledge in various computa-
tional linguistic systems and studies - ranging from syntax aware language models [Zhou et al., 2020] to
syntax informed sentiment analysis [Hou et al., 2021]. Recent works have identified [éech etal., 2017]
an intricate link between the syntactic properties of a lexical unit and its ambiguity (or lack thereof)
since the meaning of a word is influenced by its syntactic as well as semantic context. The fact that most
open class word forms are associated with multiple related senses hints at the possible role that syntax
plays in influencing polysemy. Syntactic structures can constrain the possible contexts a word form may
be used in, thus there is an implicit relation between the semantics of a lexical unit and its associated
polysemy. Motivated by these recent linguistic findings, we operationalize the polysemy of a word form
as being influenced by both - its semantic variability and its importance in the syntactic network.

The level of polysemy a word possesses is highly subjective and varies widely across annotators
[Artstein and Poesio, 2008]. To aid annotators in creating, validating and qualitatively analysing sense
inventories, having an estimate of the ambiguity a word possesses could be very helpful. This measure
then acts as a proxy to how many (or how few) senses a word in a certain language possesses. A quan-
tification of polysemy is also helpful in Information Retrieval systems as they can be used to rank more
relevant results [Krovetz, 1997]. Polysemic knowledge can also help improve cross-lingual alignment
of embedding spaces and cross-lingual transfer [Gari Soler and Apidianaki, 2021].

While recent contextual embedding models like BERT, XLLM and RoBERTa have been shown to
possess the ability to distinguish between different senses of a word [Gari Soler and Apidianaki, 2021],
less attention has been paid towards quantifying the level of polysemy that a word represents - a measure
which is continuous and can be compared across lexica. Attempts at quantifying polysemy either rely on
large amounts of data [Pimentel et al., 2020] and/or on carefully tuned hyperparameters and embedding
distortion due to dimensionality reduction of the contextual space of language models [Xypolopoulos
et al., 2021].

We operationalize polysemy of a word form as a quantity influenced by its contextual semantic
neighbors and its syntactic role in a syntactic network. In particular, we construct a contextual nearest-
neighbor graph of lexical units using a pretrained language model like BERT [Devlin et al., 2019]. We

leverage the discrete Ricci curvature [Ni et al., 2015] measure defined on graph edges as an indicator

3In the context of this paper, we use ambiguity and polysemy of a word form interchangeably.
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of ambiguity of a word form. The Ricci curvature can be used to determine edge roles like bridge,
cliques, etc. in a graph as illustrated in Figure 1. Additionally, we construct a syntactic network for the
(ambiguous) word form based on the dependency trees of the randomly sampled contexts in which the
word has occurred. This network acts as another linguistic signal guiding the polysemy measure. We
rely on the ability of pretrained language models to distinguish between word senses [Gari Soler and
Apidianaki, 2021] and the power of graph entropy methods to identify syntactic importance of word

forms in the syntactic network.

proton, proton, tve

Figure 3.1 An illustrative example of Ricci curvature. The red edge (more negative) acts as a bridge
connecting two distinct neighborhoods (distinct senses of the word bank) while the blue edge (more

positive) is an edge within the same neighborhood (sense cluster of the monosemous word proton).

3.2 Preliminaries

3.2.1 Notations

Given a set of vertices V and set of edges £ C V x V, an undirected graph is defined as G = (V, E).
For each node v € V, N'(v) denotes the set of its 1-hop neighbors and k,, = |V (v)| denotes its degree.
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3.2.2 Ricci Curvature

Traditionally, curvature is the geometric characteristic that measures how flat or curved an object is.
The discrete Ollivier Ricci curvature [Ni et al., 2015] is the coarse graph generalization of curvature
measures usually defined on smooth surfaces or manifolds. For w,v € V, m, and m, are probability
measures of total value (mass in geometric terms) 1 each centered at u and v respectively. The Wasser-
stein (Earth Mover) distance W (m,,, m,) finds the optimal transportation plan £ between probability

distributions m,, and m,,.
W (my, my) = irglf//d(u,v)dg(u,v) (3.1)

It gives a metric to measure the minimum amount of work required to transform one probability distri-
bution into another. The Ricci curvature thus becomes
W (my, my)

d(u, 0) 3.2)

Kupy = 1 —

where d(u, v) is the number of edges in the shortest path between u and v.

Based on [Lin et al., 2011], we define the probability measure on node v € V with @ € [0, 1] as:

« ifv,=wv
my (vi) = ¢ (1-a) /k,  ifv; € N(v) (3.3)
0 otherwise

We use @ = 0.5 based on previous literature since it assigns equal weights to the node and its
neighbors. The edge Ricci curvature acts as an indicator of the importance and structural role of an edge
in a graph. It is representative of the intrinsic geometry and local topology of the edges in a graph. This
property of the discrete Ricci curvature has been used to analyze the geometry of the Internet topology
[Ni et al., 2015], Graph Neural Networks [Luo et al., 2021] and community detection [Sia et al., 2019].

3.3 Proposed Approach

In this section, we introduce our proposed approach to quantify polysemy as illustrated in Figure 3.2.

3.3.1 Semantic Module

Given a word w and its list of sentences (contexts where it occurs), S = {s1,82, -, Sk}, wWe
consider each instance of the word w in its corresponding sentence s; as a separate lemma w;. For
example, if we have two contexts for the word bank: 1) I went to the bankl to deposit money, and 2)
Flowers grow along the river bank2, we consider bankl and bank?2 as two separate lemmas during the
graph construction.

We add each instance w; of the word as a node to a graph G and pass each sentence s; € S through

a lexical substitution system [Arefyev et al., 2020] to retrieve the top contextual neighbors C}, of the
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word w;, adding an edge between the nearest neighbor word cz € C} and the lemma w;. The lexical
substitution model gives the most appropriate contextual replacement of a word in the input sentence,
thus we can derive the semantic neighbors of a word given its context which renders the construction of
the graph G possible.

We now efficiently compute the Ricci curvature on each edge of the graph G based on the linear

programming method introduced by [Ni et al., 2015] and Equations 3.2 and 3.3:

min EyGV > zev AT, Y)paym (2),
st. 0<pyy <1 Vz,yeV,
dyev oy =1 Yz eV,
2wev Peyy () = mi(y) Yy eV,

(3.4)

where p is the transportation plan matrix.

For the graph G, we now have the edge feature matrix £ € R€*!. Based on the intuition that negative
edges act as bridge across clusters, we hypothesize that negatively curved edges connect distinct senses
of the same word w. We derive the negative edges normalized by total edges in the graph as:

£~
P1 = 3.9

|E|
where |E~| is the number of negative edges in the graph. This formulation describes the variation of
the curved edges in the graph. While we describe here a ratio-based definition of Py, it can also be

operationalised as the variation of edge weights in the graph, with similar results.

3.3.2 Syntactic Module

For the given word w and its list of contexts, we derive the syntactic dependency trees of each
sentence s; € S. Note that, here we do not make any distinctions between the instances of the word
w unlike in the case of the Semantic Module. The obtained dependency trees are converted to their
corresponding adjacency matrix A with A;; = 1 if there is a dependency relation between tokens ¢
and j. Each adjacency matrix corresponding to each sentence s; can be converted to an unweighted,
undirected graph D;.

We then construct a single, global syntactic graph D = {D; |J D2 - - -|J Dy} where | is the graph
union operator, i.e., for two graphs G1 = (V1, E1) and Gy = (Va, Es), G1 | G2 = (ViU Va, E1 U E2).
The global syntactic graph D contains tokens as nodes and edges as syntactic dependencies between the
tokens. It thus represents the syntactic relations between input word w and the tokens of contexts. Based
on ideas proposed by previous work [Cech et al., 2017] that syntactic relations influence polysemy
of words across languages, we utilize the relations encoded in this graph as a signal to our polysemy
measure. Inspired by recent advances in graph signal processing [Wijesinghe et al., 2021, Nouranizadeh
et al., 2021, Luo et al., 2021], we compute the node entropy of the word w to quantify the importance

of a node as a function of its structure.
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The adjacency matrix A of the global graph D = (V, E) contains first order links of the graph. We
define A2 = AT A to study second order links. D represents the degree vector of the graph. We define

D, as the normalized degree vector which contains information about first and second order links.
D, = DT A? (3.6)
Here A2 is the normalized second order adjacency matrix defined as,

A?[i, 5]
> A%, ]

Here, A%[i, j] is the i-th row and j — th column of the second order adjacency matrix.

A2li, 5] = (3.7

Following principles of information theory, the entropy of a node, x is thus defined as

Py =H(x) =—Pylog P,
D, [x] D, [x] (3.8)

=TS D %, D]

3.3.3 Polysemy Quantification

To derive the quantification for polysemy, we combine Equations 3.5 and 3.8 as:

P="P P,
p_ H(@) B (3.9)
B

We thus derive the final measure of polysemy as desrcibed in Equation 3.9. This operationalization
of polysemy in a graph-based measure incorporates syntactic signals as well as semantic structural

variation.

3.4 Experiments

In this section, we first describe the data used in the current study (§3.4.1) followed by a description
of the flow of the proposed approach (§3.4.2). Next we describe the evaluation metrics used (§3.4.3) and
the implementation details of the current study (§3.4.4). Finally, we discuss the results of the proposed
approach (§3.4.5) and perform an ablation study of investigating the individual contribution of semantics

and syntax towards polysemy (§3.4.6).

3.4.1 Data

We utilize the data introduced by [Gari Soler and Apidianaki, 2021]. Sentences were sampled from
SemCor 3.0 [Miller et al., 1993] dataset controlling for sense distributions in polysemous words that

occur at least ten times in the corpus. For each polysemous word, we have 2 sets of sentences:
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¢ Random senses (poly-rand): Randomly sampling 10 sentences which captures the natural dis-

tribution of the senses of a word.

e Balanced senses (poly-bal): 10 sentences of the word containing distinct senses. This is a con-

trolled setting where the variation in the senses of the word is maximized.

A sample of 15 words considered in the English experiments are:

"exceed’, ’'blow’, "accord’, ’'identify’, ’"build’, ’'national’,
"popular’, "flow’, ’"emotional’, ’'check’, ’'maximum’, ’ability’,
"west’, ’"instant’, ’'arise’

The original English dataset is composed of 836 polysemous words, and their corresponding 8,195
unique sentences. For French and Spanish, the sentences are taken from the Eurosense corpus [Delli Bovi
et al., 2017] which contains texts from Europarl automatically annotated with BabelNet word senses
[Navigli and Ponzetto, 2012]. In the multilingual corpus, we have 418 polysemous words.

We use the Frequency and Random baselines as described by [Xypolopoulos et al., 2021]. In the
frequency baseline, words are ranked in decreasing order of their frequency in the Wikipedia dump.

The random baseline assigns scores by sampling from a Log Normal distribution.

3.4.2 Setup

We pass each sentence in the sentence pool (poly-bal or poly-rand) through the semantic module
(83.3.1) to get a contextual nearest neighbor graph and compute P; (Equation 3.5) via the Ricci cur-
vature. Parallel to this, the sentences are also passed through the syntactic module (§3.3.2) to build a
global syntactic network to compute Py (Equation 3.8). Finally, based on Equation 3.9, we compute the

polysemy score for the input word.

3.4.3 Evaluation

Following previous literature in polysemy quantification [Xypolopoulos et al., 2021], we utilised
Spearman correlation as our evaluation metric.* We also perform significance tests of the correlation

across all languages tested.

3.4.4 Implementation Details

We use the Stanford Stanza library [Qi et al., 2020] to build the dependency trees of sentences. > We
use the author’s implementation of LexSubGen [Arefyev et al., 2020] as the lexical substitution module

*We use Spearman correlation as evaluation metric due its use in previous studies [Xypolopoulos et al., 2021] which can
enable fair comparison. Additionally, Spearman correlation is robust to outliers and non-linear associations in the data.
Shttps://stanfordnlp.github.io/stanza/
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Method poly-bal  poly-rand

Random 0.11 0.15
Frequency 0.18 0.20
[Gari Soler and Apidianaki, 2021] 0.29 0.32
D2L8 0.30 0.27
Ours 0.62 0.60

Table 3.1 Spearman correlation of WordNet senses and polysemy scores on English data. Our approach
improves the correlation by 0.3 points over D2L.8. Numbers in bold are statistically significant (p <

0.05)

in our framework.® To compute the Ricci curvature on graphs, we used the implementation based on [Ni
et al., 2015].7 All other code is written in PyTorch and uses Huggingface Transformers library [Wolf
et al., 2020].

We use language-specific models for each of the language tested in our study. For English we use the
state-of-the-art Lexical Substitution system described by [Arefyev et al., 2020]. For languages other than
English, we rely on the Masked Language Model prediction of the model which has been shown to be
effective for lexical substitution by [Qiang et al., 2021]. We use bert-base-uncased [Devlin et al., 2019]
for English, flaubert-base-uncased [Le et al., 2020] for French and bert-base-spanish-wwm-uncased
[Caete et al., 2020]. We compare our results with the model based on dimensionality reduction and

multiresolution grids on the reported hyperparameters proposed by [Xypolopoulos et al., 2021].

3.4.5 Results

In this section, we discuss the results of the proposed quantification measure. We assume the number
of senses of a word in the WordNet is a good representative of the ambiguity it possesses [Pimentel et al.,
2020] and calculate its correlation with our proposed metric. Prior work like [Xypolopoulos et al., 2021]
have used WordNet as ground truth and empirically demonstrated that WordNet, WordNet-reduced and
domain-specific WordNet all produce highly similar polysemy rankings despite the different sense gran-
ularities they have. Hence we report our results on the classic WordNet data. Henceforth, we refer to
the approach proposed by [Xypolopoulos et al., 2021] as D2LS.

In Table 3.1, we observe that our measure shows higher significant correlations with the WordNet
rankings on English data. For poly-rand setting, where the natural sense distribution of a word is cap-
tured, we observe an increment of 0.3 points in the correlation as compared to the D2L8 baseline which

is based on the notion of multiresolution grids where volume is approximated hierarchical discretization

6https ://github.com/Samsung/LexSubGen
"https://github.com/saibalmars/GraphRicciCurvature
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of the embedding space [Nikolentzos et al., 2017]. The poly-bal data is a controlled setting where the
number of contexts is balanced. Although the baseline was described to work on randomly sampled
sentences in English, we apply it to the controlled setting where it achieves a much better correlation of

0.3 and comparable to ours.

French Spanish
D218 Ours D2L8 Ours
poly-bal 048 045 048 0.62
poly-rand 0.19 043 0.14  0.20

Table 3.2 Spearman correlation of the proposed polysemy quantification with WordNet number of

senses across different languages.

We apply our measure in a cross-lingual setting to measure polysemy across 2 diverse languages
other than English - French and Spanish. We also extend the baseline D2L8 to our cross-lingual set-
ting.® Table 3.2 reports the Spearman correlations of the number of senses of a word in the Multilingual
WordNet [Bond and Paik, 2012] of the language with our proposed quantification. We observe signifi-
cant correlations across all languages and all settings (poly-bal and poly-rand). The poly-bal data setting
shows consistently strong correlations as compared to poly-rand setting which is quite intuitive due to
the carefully controlled sense distribution in poly-bal sentences. We note here that since we only take
10 sentences in each context pool (poly-bal and poly-rand), it is a highly constrainted setting as com-
pared to previous works [Xypolopoulos et al., 2021, Pimentel et al., 2020] which randomly sampled
greater than 10,000 sentences for each word. Our motivation behind taking this constrained approach is

to enable our method to perform even for low-resource languages.

3.4.6 Ablation study

We perform an ablation study in order to investigate the individual contribution of Semantic and
Syntactic Module. In Table 3.3, we report the Spearman correlations of polysemy measure taken from

each module with the English WordNet rankings.

We observe that both semantic and syntactic module are positively correlated with the number of
senses a word possesses. This result validates previous findings linking syntax and polysemy [Cech
et al., 2017]. These results suggest that studies in ambiguity should investigate syntax along with se-

mantics of an utterance.

Shttps ://github.com/ksipos/polysemy—assessment
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Syntax Module Semantic Module

poly-bal 0.28 0.33
poly-rand 0.48 0.46

Table 3.3 Spearman correlation of individual measures from syntax and semantic modules with English

WordNet ground truth rankings.

3.4.7 Error Analysis

Since we rely on a lexical substitution module [Arefyev et al., 2020], the errors in this model might
propagate into the final score. For example, in some cases, the substitution model fails to generate
enough number of word substitutions given the context, thus resulting in a sparse graph where Ricci
curvature might not be a good metric to compute polysemy. In some cases, the model also generates
variations of the same semantic word, home and homes, which can further reduce the important signals

required for the model to compute a good polysemy score.

3.5 Discussion

Since our method aims to quantify the tendency of a word to have more meanings, words assigned
higher values are assumed to be more polysemous. While this operationalisation does not explicitly
allow for the discovery of new polysemy relations, we observe, for example, that accord (6 ground truth
senses) is assigned a higher polysemy score relative to a word like maximum (4 ground truth sense). This
case is interesting since WordNet provides very similar ratings for both while our method accentuates

the difference between the two, intuitively, giving accord much higher score.

3.5.1 Conclusion

In this study, based on previous linguistic evidence, we posit that including syntactic information
in the form of dependency structural knowledge can help in the quantification of lexical ambiguity
or polysemy of a wordform. To investigate this, we propose a simple operationalization of polysemy
based on the Ricci curvature of the contextual nearest neighbors graph of a word and the entropy of its
combined syntactic network.

We show that our proposed measure shows high correlations with number of word senses in WordNet
across multiple languages. Our approach is fully unsupervised, simple and grounded in previously
established linguistic theories. We hope that similar graph-based approaches can help in creation and

validation of sense inventories across languages.
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3.5.2 Limitations

Our work acts as a proxy for the ambiguity of a word form and the scores are continuous but it does
not quantify the discrete counts of the senses of a word. We rely on the availability of good quality
language-specific language models which can be used as the lexical substitution model in the Semantic
Module. Any errors in the language model may propagate into our score.

We tested our framework on sentences sampled from the SemCor 3.0 dataset which is a good resource
for sense analysis in NLP but is naturally limited to sentences in formal English. A lack of diversely
sourced corpora for a study in polysemy may limit the generalizability of a quantification measure to

other domains.

3.5.3 Future Work

We leave the utility of polysemy quantification to improve extrinsic tasks Word Sense Disambigua-
tion or Word In Context for future work. We hope that works in polysemy quantification also lead to
interesting linguistic analyses about the nature of ambiguity in natural languages and the relationship
between morpho-syntactic information like Part-Of-Speech Tags, dependency relations and thematic

information with polysemy scores of word units.
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Chapter 4

Investigating Pretrained Language Models and Colloquial Tautologies

The reader I seek is a tautology, for he/she is
simply the person who wants to read what [

have written.

Will Self, The Guardian, 2007"

4.1 Motivation

The phrase Boys will be boys is an example of a colloquial tautology, a type of statement that is
frequently used in everyday language, literature, and advertising. Although such phrases may seem
nonsensical at first glance, they are easily understandable to human speakers and do not appear to be
redundant. In this study, we are interested in examining colloquial tautologies like Boys will be boys or A
promise is a promise and exploring the factors that influence their interpretation by Pretrained Language
Models (PLMs) such as BERT [Devlin et al., 2019] and GPT [Radford et al., 2019]. We also aim to
uncover why some tautological phrases are acceptable to PLMs while others are less acceptable.

While linguists and philosophers have previously examined the meaning and interpretation of tau-
tological statements, there has been little research on how PLMs process and understand them. Our
work seeks to fill this gap by investigating the pragmatic, semantic, and syntactic factors that impact the
interpretation of colloquial tautologies by PLMs. Specifically, we use perplexity scores as a proxy for
acceptability of colloquial tautologies by PLMs. By understanding how these models process and inter-
pret such statements, we hope to gain insights into the capabilities and limitations of these increasingly

important tools in natural language processing.

1https ://www.theguardian.com/books/2007/may/09/willself
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4.2 Theoretical Approaches to Tautologies

We ground our experiments and contrast our results using two theoretical models of interpreting

nominal tautologies, viz., pragmatic and semantic views.

4.2.1 The Gricean Maxims

[Grice, 1975] proposed a pragmatic model on how listeners and speakers communicate and cooperate
in conversations. The Gricean view proposes that most of the information conveyed by a speaker is
implied rather than explicitly asserted. Hence, Boys will be boys does not explicitly state any new
information but implies something about the nature of boys which is expected to be realized by the
listener. Grice proposed four maxims of conversation.

Gricean Maxims are a set of principles that describe how people use language to communicate with
each other effectively. They are considered to be a fundamental concept in the field of pragmatics. There
are four Gricean Maxims: the Maxim of Quantity, the Maxim of Quality, the Maxim of Relation, and the
Maxim of Manner. Each of these maxims outlines a principle that people follow when communicating

with each other.

4.2.1.1 The Maxim of Quantity

It refers to the idea that speakers should give as much information as necessary, but no more. Speak-
ers should provide enough information to convey their message clearly, but should not provide unnec-

essary or irrelevant information that could confuse or distract the listener.

4.2.1.2 The Maxim of Quality

It refers to the idea that speakers should be truthful and should provide accurate information. Speak-
ers should avoid making false or unsupported claims, and should provide evidence or support for their

statements if necessary.

4.2.1.3 The Maxim of Relation

It refers to the idea that speakers should stay on topic and should provide information that is relevant
to the conversation. Speakers should avoid introducing unrelated or tangential information that could

distract or confuse the listener.

4.2.1.4 The Maxim of Manner

It refers to the idea that speakers should be clear and concise in their communication. Speakers
should avoid using ambiguous or overly complex language, and should strive to make their message as

easy to understand as possible.
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While the Gricean Maxims are not considered to be absolute rules that speakers must follow, they
are seen as useful guidelines for effective communication. By following these maxims, speakers can
communicate more clearly and avoid misunderstandings or confusion. However, it is important to note
that the Gricean Maxims can also be violated deliberately or unintentionally. Speakers may choose to
withhold information or provide false information, or they may use ambiguous language for rhetorical
effect. Additionally, cultural and linguistic differences can also affect how the Gricean Maxims are
interpreted and applied in different contexts. Even though Boys will be boys conflicts with the Maxim
of Quantity and the Maxim of Manner and despite this apparent lack of cooperation, a listener will
consider the speaker to be cooperative in the conversation.

Remark. The Pragmatic View or the Gricean view suggests that the interpretation of nominal tautolo-
gies is context-dependent. Same tautology can take on different meanings depending on the conversa-

tional context.

4.2.2 The Semantic View

Critics of the Pragmatic View argue that the interpretation of tautologies is not solely based on
their pragmatic implications, but rather also on the syntactic patterns and nominal classifications of
the phrases [Wierzbicka, 1987]. For example, tautologies of the form N is N (e.g., “War is war”) are
typically abstract-singular and convey a negative mood. In contrast, tautologies of the form N will be
N generally convey negative aspects of the topic with an indulgent undertone. The Semantic View to
nominal tautologies supports the idea that the syntactic form of a phrase contributes to its overall mean-
ing. In other words, the way that the words are arranged in a sentence can impact the interpretation
of the tautology. For example, the order of the words in the phrase “Boys will be boys” contributes to
the indulgent undertone towards the negative aspects of the behavior being referred to. Furthermore,
the classification of the nominal phrase can also influence the interpretation of the tautology. A nom-
inal phrase that refers to an abstract concept, such as “war,” may have a different connotation than a
phrase that refers to a concrete object, such as “rock.” This is because abstract concepts may have more

emotional or ideological associations than concrete objects.

Overall, these factors suggest that the interpretation of tautologies is not solely based on their prag-
matic implications, but rather on a complex interplay between syntactic form, nominal classification,
and pragmatic context. Understanding these factors is crucial for accurately interpreting and generating
natural language using tools such as Pretrained Language Models (PLMs).

Remark. The Semantic View to nominal tautologies suggests that syntactic form of phrases contribute

semantic information to the interpretation of tautologies.
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4.3 Language Model Scores

Sequence log probability scores are a measure of how likely a sequence of words is according to
a transformer-based language model. For autoregressive models like GPT, this score is calculated by
multiplying the conditional probability of each token in the sequence given all the previous tokens. The
sequence log probability score is the sum of the logarithm of these conditional probabilities. This score
can be used to evaluate the acceptability of texts given a language model [Misra, 2022].

Consider a sentence S of length |S| with tokens wg, w1, . .., ws| and a given Language Model with

pretrained parameters 6.

4.3.1 Autoregressive Language Models

The formula for sequence log probability for autoregressive models like GPT is:

5]
logp(S) = > log P(w;|wii—1;6) @.1)
=1

, where log P is the conditional probability of the current token w; given the previous context wy : w;—1.

4.3.2 Masked Language Models

For Masked Language Models (MLMs), since true log probabilities are not tractable, we use Pseudo-
Log Probability (PLL) scores [Salazar et al., 2019].

S|

PLL(S) = Z log Pprras (Wil S\w,; 5 0) (4.2)
i=1

, where log Pysras is the Pseudo-Log Probability of a masked token w; given the remaining context

S\

4.4 Data

To create a dataset for understanding tautologies, we followed the methodology of [Gibbs and Mc-
Carrell, 1990] by selecting 12 nouns each from three noun types: human role, concrete objects, and
abstract concepts. The data was constructed using recent neural approaches [Yoo et al., 2021] on text
generation and augmentation for building high-quality datasets. Specifically, we use few-shot prompt-
ing to synthetically generate contexts using GPT-3.2 This resulted in a total of 36 nouns. Nominal

tautologies were constructed using these nouns based on three syntactical forms: singular, plural, and

The prompts are written by using positive and negative contexts for a noun from the dataset by [Gibbs and McCarrell,
1990] as in-context samples. The model is then prompted to generate contexts for a new noun (which is the subject of our
study).

30



modal.? As a result, we generated 108 systematically generated nominal tautologies. To further extend
the dataset, we generated two short contexts for each of the 36 nouns. One context was positive, while
the other was negative. The length of each context was roughly the same. This resulted in a total of
216 sentences (36 nouns x 3 syntactic forms x 2 contexts). Table 4.1 shows sample sentences from the
dataset used in this study.

The contexts are used in conjunction with the tautologies. We append a tautology (it could be of
either form out of singular, plural or modal) to the negative/positive context and probe the pretrained
language models. This experiment is again motivated by [Gibbs and McCarrell, 1990] and allows us to

investigate whether pretrained models have learnt negative associations during pretraining.

4.5 Results

4.5.1 Acceptability of Colloquial Tautologies without context

The two tables (Table 4.2 and 4.3) show the log likelihood scores of colloquial tautologies without
context measured by two different pretrained language models: BERT and GPT2. The scores are pre-
sented in three different noun types (human, concrete, and abstract) and three different syntactic forms
(singular, plural, and modal). By comparing the two tables, we can infer that the acceptability scores
of the tautologies measured by GPT2 are generally higher than those measured by BERT, regardless of
noun type and syntactic form except for the case of plural tautologies where BERT outperforms GPT2
scores consistently. This suggests that GPT2 performs better in handling the acceptability of colloquial
tautologies than BERT in general while BERT is better than GPT2 for plural tautologies across all noun
types. Moreover, we can observe that the noun type and syntactic form have an impact on the accept-
ability scores of the tautologies. For instance, plural syntactic form generally receives higher scores than
singular form with concrete plural having a high spike in scores, and human nouns receive higher scores
than concrete and abstract nouns, which may indicate that the acceptability of tautologies is influenced
by both syntactic and semantic factors. Surprisingly, LLMs seem to prefer plural tautological construc-
tions, contrary to previous literature on humans’ preference for modal forms [Gibbs and McCarrell,
1990].

4.5.2 Acceptability of Colloquial Tautologies with context

The two tables (Table 4.4 and 4.5) present log-likelihood scores for Colloquial Tautologies with
different noun types and syntactic forms, in various contexts. The likelihood scores are averaged over
the sequence length to account for the larger length of contexts in this setting. The first table presents
the scores from the BERT model, while the second table presents the scores from the GPT2 model.

The tables suggest that the scores for the different noun types vary depending on the syntactic form and

3We borrow the terminology to describe morphological forms as syntactic forms inspired by [Gibbs and McCarrell, 1990]
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Syntactic Form

Noun Type

Human

Concrete

Abstract

Singular

Plural
Modal

A politician is a politi-
cian.

Politicians are politicians.
Politicians will be politi-

cians.

A diamond is a diamond.

Diamonds are diamonds.
Diamonds will be dia-

monds.

A war is a war.

Wars are wars.

Wars will be wars.

Context

Positive

Negative

Politicians have the power
to make a real differ-
ence in people’s lives.
They can create laws and
policies that improve our
communities and protect

our rights.

Politicians are notorious
for being dishonest and
corrupt. They will say
anything to get elected
and then break their
promises once they’re in

office.

Diamonds are a symbol
of love and commitment,
and the perfect way to
celebrate important mile-
stones. They are also in-

credibly valuable.

The mining of diamonds
can have devastating ef-
fects on the environment
and can be tied to human
rights abuses. The high
cost of diamonds creates a

culture of materialism and

consumerism.

Wars can bring about
social and political re-
forms and technological
advances. Wars have
led to the overthrow of
oppressive regimes and
the establishment of more
democratic societies.

Wars lead to widespread
suffering, displacement,
and trauma, and can re-
sult in the loss of millions
of lives. The aftermath of
war often leads to lasting

divisions and resentment

between nations.

Table 4.1 Constructed dataset sample for each category of noun types, syntactic form and context.

context. In general, the scores are higher for negative contexts and for plural and modal syntactic forms.

This suggests that models encode negative factual connotations for tautological constructions, similar

to human behaviour [Gibbs and McCarrell, 1990]. However, Table 4.4 shows higher scores for positive

contexts within concrete and abstract nouns. This suggests that BERT’s behaviour for non-human nouns

is preferentially encoded to positive stereotypes. The human noun type tends to have the highest scores,
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Noun Type

Syntactic Form Human Concrete Abstract
Singular 24 2.7 24
Plural 9.5 8.4 7.5
Modal 59 6.0 55

Table 4.2 BERT Log Likelihood score of Colloquial Tautologies without context. Human nouns in the

plural syntactic form have the highest acceptability.

Noun Type
Syntactic Form Human Concrete Abstract
Singular 6.0 5.8 59
Plural 7.5 7.8 6.1
Modal 7.9 7.2 6.4

Table 4.3 GPT2 Log Likelihood score of Colloquial Tautologies without context. Abstract nouns with

plural syntactic form have the highest acceptability.

Noun Type
Human Concrete Abstract
Context +ve -ve +ve -ve +ve -ve
Syntactic Form
Singular 1.26 1.79 1.0 091 0.81 0.79
Plural 1.29 187 101 1.0 085 0.8
Modal 1.39 197 1.2 1.1 095 0.82

Table 4.4 BERT Log Likelihood score of Colloquial Tautologies with context. Human nouns in the

modal form with negative context have high acceptability.

followed by concrete and then abstract noun types. Additionally, there are differences between the
BERT and GPT2 models. The GPT2 model tends to produce higher scores overall, particularly for

negative contexts and abstract noun types. In general, we observe that negative contexts are accepted

higher than positive ones, in agreement with the pragmatic approach to tautologies.
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Noun Type

Human Concrete Abstract

Context +ve -ve +ve -ve +ve -ve

Syntactic Form
Singular 295 314 3.1 33 295 3.0
Plural 30 32 315 33 298 3.06
Modal 3.1 32 32 34 302 3.09

Table 4.5 GPT2 Log Likelihood score of Colloquial Tautologies with context. Negative contexts for

human and concrete nouns have higher acceptability.

Overall, these inferences suggest that the choice of model, syntactic form, and noun type can have a

significant impact on the performance of a PLM when dealing with Colloquial Tautologies.

4.6 Discussion

The results suggest that there are two distinct views on how to interpret tautologies: the semantic
view and the pragmatic view. The first experiment supports the semantic view, which holds that the
meaning of a statement is determined by the logical relationships between its constituent terms. In
contrast, the second experiment supports the pragmatic view, which holds that meaning is determined
by the context in which the statement is used and the intentions of the speaker.

However, the statement also suggests that the two views are not mutually exclusive and that there may
be interactions between them. The implication is that a syncretic approach, which takes into account
both semantic and pragmatic factors, may be necessary to fully understand and interpret tautologies.

The implications of this are significant for future research, as it suggests that a more nuanced and
complex understanding of language is required. A syncretic approach may require researchers to take
into account a wider range of factors, including context, intention, and cultural background. It may also
require the development of new methods for analyzing language, such as natural language processing
algorithms that can recognize and account for pragmatic factors. Our results suggest that there is no sim-
ple or straightforward way to interpret tautologies using PLMs, and that a more nuanced and integrated

approach is needed to fully understand the complexities of language and meaning.

4.6.1 Limitations

e Lack of transparency: PLMs are complex models that are difficult to interpret. While log like-

lihood scores can provide a numerical representation of sentence acceptability, it is not always
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clear how these scores are generated or what factors contribute to them. As a result, it can be

challenging to understand why a particular sentence receives a high or low score.

e Overreliance on the training data: The performance of PLMs is heavily influenced by the
training data they are exposed to. Therefore, using log likelihood scores from a PLM trained on a
particular dataset may not accurately reflect the acceptability of sentences that are not represented
in that training data. This is especially true for rare or uncommon constructions, which may not

be well-represented in the training data and therefore not accurately captured by the PLM.

e Domain-specificity: PLMs are typically trained on large, general-purpose datasets, which may
not reflect the language usage in specific domains. Therefore, using log likelihood scores from a
general-purpose PLM to measure sentence acceptability in a domain-specific context may not be

appropriate.

e Sensitivity to noise: Log likelihood scores are sensitive to noise, including typographical errors,
misspellings, and other errors in the input text. Therefore, small variations in the input text can

significantly impact the log likelihood score and thus the estimated sentence acceptability.

e Lack of correlation with human judgments: While PLMs can generate log likelihood scores
quickly and efficiently, these scores do not always correlate well with human judgments of sen-
tence acceptability. In some cases, PLMs may give high scores to sentences that are considered
unacceptable by human judges, and vice versa.

4.6.2 Future Works

¢ Investigating the impact of context length and complexity: The current work used two short
contexts of similar length for each noun in the dataset. Future work could explore the effect of
context length and complexity on the acceptability of tautologies by LLMs. This could involve
using longer or more complex contexts and analyzing the resulting LLM predictions.

e Comparing different LLMs: The current paper used only two LLMs (GPT-2, BERT) to analyze
the acceptability of tautologies. Future work could investigate the acceptability of tautologies by
other LLMs, such as RoBERTa, and compare the results to those obtained with GPT-2. This could
provide insights into the relative strengths and weaknesses of different LLM architectures for this
task.

e Exploring different types of tautologies: The current work focused on nominal tautologies
(i.e., tautologies that involve nouns), but tautologies can also be constructed using other parts of
speech, such as adjectives or verbs. Future work could investigate the acceptability of tautologies

of different types by LLMs and compare the results to those obtained with nominal tautologies.
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o Examining the effect of fine-tuning: The current paper used a pre-trained LLM and did not
fine-tune it on the tautology dataset. Future work could investigate the effect of fine-tuning on the
LLM’s ability to predict the acceptability of tautologies. This could involve training the LLM on
the tautology dataset and comparing its performance to that of the pre-trained LLM.

o Testing human judgments: The current paper used LLM predictions as a proxy for human ac-
ceptability judgments. Future work could directly test human judgments of tautologies to validate
the LLM’s predictions. This could involve conducting human acceptability experiments using the

same tautology dataset used in the current paper.
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Chapter 5

Conclusion & Future Works

Man must not attempt to dispel the ambiguity
of his being but, on the contrary, accept the

task of realizing it.

Simone de Beauvoir, The Ethics of

Ambiguity [de Beauvoir, 1947]

This thesis focused on computational experiments involving linguistic ambiguities. The research
first introduced a novel method to quantify polysemy that incorporates syntax and geometry. This was
followed by an examination of how pretrained language models handle colloquial tautologies. Through
a literature review, gaps in the existing research were identified and addressed in this study. Chapter 2
reviewed existing literature on ambiguity in NLP, graph-based NLP, and pragmatics. Shortcomings of
these approaches were highlighted. Chapter 3 addressed the lack of syntactic information in previous
polysemy quantification measures by proposing a syntax-aware and graph-theoretic framework. By
incorporating dependency structures, the proposed method effectively measured polysemy across three
languages. The correlation with the WordNet benchmark demonstrated the efficacy of grounding NLP
models with syntactic knowledge. The use of graphs in NLP was also shown to be effective. Chapter 4
investigated the ability of pretrained language models to handle colloquial tautologies. The study used
a systematic dataset to control for noun type, context, and syntactic form of the tautologies. The results
revealed that BERT and GPT2 perform better with modal forms and human nouns, which aligned with

previous literature and human intuition.

In conclusion, this thesis highlighted the shortcomings of existing research on linguistic ambiguities
and proposed various solutions to overcome them. The incorporation of syntax and geometry into poly-
semy quantification is a novel contribution that demonstrates the effectiveness of syntactically motivated
methods. The study on colloquial tautologies sheds light on the capability of pretrained language mod-
els in handling tautological constructions and the factors influencing them. This emphasizes the need

for further investigation into this area.
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5.1 Future Works

The thesis forms the bedrock for future work in analysing, interpreting and measuring linguistic am-
biguities using computational tools. Some broad future directions to build upon this thesis are discussed

below:

1. Syntax-guided Controlled Generation: An interesting application of polysemy quantification
is the use of syntactic signals to guide natural language generation in order to produce less (or

more) ambiguous texts.

2. Pragmatic Alignment of LLLMs: Theories like the Gricean Maxims can be used to align the be-
haviour of LLMs with real-world communication pragmatics to build robust and natural dialogue

agents.
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