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Abstract

Social media platforms, particularly Twitter, have emerged as vital media for organizing online protests worldwide. During protests, users on social media share different narratives, often coordinated to share collective opinions and obtain widespread reach. In this paper, we focus on the communities formed during a protest and the collective narratives they share, using the protest on the enactment of the Citizenship Amendment Act (#CAA) by the Indian Government as a case study. Since #CAA protest led to divergent discourse in the country, we first classify the users into opposing stances, i.e., protesters (who opposed the Act) and counter-protesters (who supported it) in an unsupervised manner. Next, we identify the coordinated communities in the opposing stances and examine the collective narratives they shared. We use content-based metrics to identify user coordination, including hashtags, mentions, and retweets. Our results suggest mention-based metrics as the strongest metric for coordination across the opposing stances. Next, we decipher the collective narratives in the opposing stances using an unsupervised narrative detection framework and found call-to-action, on-ground activity, grievances sharing, questioning, and skepticism narratives in the protest tweets. We analyze the strength of the different coordinated communities using network measures, and perform inauthentic activity analysis on the most coordinated communities on both sides. Our findings suggest that coordinated communities, which were highly inauthentic, showed the highest clustering coefficient towards a greater extent of coordination.

Introduction

Twitter has emerged as one of the leading platforms for organizing and participating in online protests (Theocharis et al. 2015, Wei, Lin, and Yan 2020). During a protest, Twitter provides a platform for users to create and share various narratives collectively (Wang and Zhou 2021). Narratives are verbal, graphic, or written arguments of interconnected actors and events over time (Ranade et al. 2022). On social media such as Twitter, narratives are often fragmented, consisting of chained posts that link events across multiple sources. Examples of shared narratives during a protest include sharing of personal grievance (Sinpeng 2021), call for participation (Rogers, Kovaceva, and Rumshisky 2019), or reporting of personal grievance (Sinpeng 2021), call for participation (Rogers, Kovaleva, and Rumshisky 2019).

In this paper, we study the coordinated behavior and the narratives shared during the online debate surrounding the Indian Government’s enactment of the Citizenship Amendment Act (#CAA) on December 12, 2019, on Twitter (Web 2019). The Act sparked a polarized discourse on social media, with users divided into two groups: users who opposed the Act (Protesters) and users who supported the Act (counter Protesters) (Gallagher et al. 2018). We represent the users who opposed the Act as P, while supporters of the Act are represented as CP. Previous research found that users with similar stances during a discourse show strong coordination (Hristakieva et al. 2022). The coordinated actions of malicious actors may amplify the dissemination of deliberate content containing propaganda, biased news, or polarized content, thereby intensifying protest and increased disharmony in the society (Nizzoli et al. 2021, Brannen, Haig, and Schmidt 2020).

Figure 1 presents the analysis framework followed in this paper. To this end, we crawl 11,350,276 tweets from 931,175 users on Twitter around the CAA protest, using the trending
protest-centric hashtags between December 07, 2019, and February 27, 2020. We first detect the stance of users using an unsupervised clustering-based approach (Rashed et al. 2021). Next, we identify the coordinated communities in the opposing stances using a network-based approach (Hristakieva et al. 2022). After this, we detect the narratives that the communities with different coordination strengths have shared in opposing stances, using an unsupervised narrative detection technique. We further analyze the presence of inauthentic behavior in the coordinated communities, defined by suspension on the Twitter platform or having a high bot score (Yang et al. 2020). More precisely, we ask the following research questions:

• How did the users coordinate during the protest?
We use content-based metrics to identify user coordination, including hashtags, mentions, and retweets. Our findings suggest hashtags as the strongest metric for coordination behavior in CAA, measured by the highest percentage of users retained on higher coordination threshold.

• What collective narratives are shared by the different communities from opposing stances?
Our finding suggests *call-to-action*, *grievance*, *on-ground activity*, *skepticism*, and *questioning* were present across opposing stances. However, the presence of different narratives changed in frequency of occurrence across two opposing stances. For example, *call-to-action* was more common in counter-protesters, while *questioning* was dominant in P.

• What narratives prevailed in top coordinated communities, and did they indicate inauthentic activity?
We found *skepticism* with *grievance* to be the most dominant narratives among counter-protesters communities, also exerting high inauthenticity. Among protesters, we found questioning with on-ground activity i.e., the second most dominant community exerted the highest inauthenticity.

Major highlights of the paper are:

• To the best of our knowledge, this work is the first which carried out the community analysis from opposing stances perspective, as compared to previous research that considered complete network analysis in a discourse (Pacheco et al. 2021).

• Next, we carried out the analysis of collective narratives shared by the coordinated communities during discourse.

• We employed three metrics: i) clustering coefficient, ii) betweenness centrality, and iii) assortativity to identify inauthentic behaviors. We found the clustering coefficient metric as a primary factor in identifying the inauthentic behaviors exerted by the users across opposing stances.

**Ethics Statement**
In conducting this research, we uphold ethical considerations paramount to the responsible analysis of online discourse. Our study centered on the examination of coordinated communities within the context of the Citizenship Amendment Act discourse on Twitter. It is essential to underscore that our data collection exclusively relied upon publicly available and anonymized Twitter content, thereby obviating the need for obtaining user consent. Moreover, we adhered to unsupervised methods for stance identification and narrative detection, ensuring that individual user privacy remained intact, and no deliberate efforts were made to reveal personal demographic information. In addition, we conscientiously scrutinized the presence of inauthentic coordinated communities within the opposing stances, shedding light on the potential manipulation of online discourse. We agree that this kind of research is vital for understanding and protecting democratic conversations, as mentioned by Fiske (2022). In the ethical annotation of clusters within a protest context, we strongly emphasize fairness and impartiality. To achieve this, we take measures to mitigate location bias by engaging annotators from diverse demographic backgrounds. This approach ensures that our analysis benefits from a broad range of perspectives and minimizes the
risk of introducing geographic or regional biases into the annotation process. By drawing on annotators with varied backgrounds, we aim to uphold the ethical principles of inclusivity and fairness in our research.

Related Work

One of the first instances of coordination in protest participation was witnessed during the political uprising in Egypt in 2011, where the “Uninstalling dictator” with progress bar tweet was used with different variations by the participants towards a common goal (Starbird and Palen 2012). Studying individual perpetrators may overlook collective influence operations and fail to identify their inauthentic or problematic nature (Pacheco et al. 2021). The study of inauthentic coordinated activity also brings the challenge of distinguishing authentic activity from inauthentic activity, grassroots initiatives or deliberate malicious activity; and the narratives they share.

Coordinated Behavior

(Pacheco, Flammini, and Menczer 2020) proposed to use a binary distinction for coordinated inauthentic groups through retweets and narrative duplication as a metric. More precisely, the definition of coordination adopted by (Pacheco, Flammini, and Menczer 2020) was the immediacy of systematic retweets by accounts. In their approach, (Pacheco et al. 2021) first created suspicious behavior traces from content (hashtag, n-gram, etc.), activity (timestamp, geolocation), identity (username, description), or a combination of multiple dimensions. (Nizzoli et al. 2021) proposed the definition of coordination as an exceptional similarity between a group of users and chose a network-based approach for inauthentic coordination detection. (Vargas, Emami, and Traynor 2020) evaluated the effectiveness of the existing coordination detection approaches by building a binary classifier based on the statistical features extracted from the network for disinformation campaigns and legitimate Twitter communities. The major takeaway from the binary classifier-based approach was that the type of coordination and behavior based on it differ from campaign to campaign (Vargas, Emami, and Traynor 2020). (Sharma et al. 2021) propose a generative model to capture inherent coordination characteristics, leveraging Russia’s Internet Research Agency dataset that targeted the 2016 U.S. Presidential Elections. (Hristakieva et al. 2022) pursued identifying coordination activity combined with propaganda detection and found that the combined analysis revealed harmful coordinated communities that were previously not noticeable.

Most previous literature focused on elections to study coordination activity (Sharma et al. 2021; Nizzoli et al. 2021; Vargas, Emami, and Traynor 2020). However, the study of coordination activity for protest is scarce (Pacheco et al. 2021).

Protest Narratives

Understanding the narratives exchanged during protests is a crucial aspect that intersects with comprehending both protest participation and protest growth. Narratives are verbal, graphic, or written arguments of interconnected actors and events over time (Ranade et al. 2022). On social media, narratives are often fragmented, consisting of chained posts that link events across multiple sources. Protest studies have focused on shared grievances, revealing people’s determination and hardships (Costa et al. 2015). Social media protests bring social justice and aid marginalized groups (Wu et al. 2019; Rumshisky 2019; Gonzalez-Bailon et al. 2011). Early research on social media protests focused on achieving critical mass and collective mobilization through network analysis of participants (Barbera et al. 2015). Our work builds on the previous literature on the narratives present in the protests, including grievance (Simpeng 2021), call-to-action (Rogers, Kovaleva, and Rumshisky 2019; Gonzalez-Bailon et al. 2011), and reporting of on-ground activity (Lotan et al. 2011).

Table 1: Table showing initial set of hashtags used for data collection. The hashtags are manually identified as counter-protesters (CP), protesters (P), and Ambiguous (Amb).

Table 1: Table showing initial set of hashtags used for data collection. The hashtags are manually identified as counter-protesters (CP), protesters (P), and Ambiguous (Amb).

<table>
<thead>
<tr>
<th>CP</th>
<th>P</th>
<th>Amb</th>
</tr>
</thead>
<tbody>
<tr>
<td>#IsupportCAB2019</td>
<td>#HindusSupportCAB</td>
<td>#CABBill</td>
</tr>
<tr>
<td>#IndiaSupportsCAB</td>
<td>#IsupportCAB_NRC</td>
<td>#cab</td>
</tr>
<tr>
<td>#MuslimsWithNRC</td>
<td>#CAA_NRC_support</td>
<td>#CAB2019</td>
</tr>
<tr>
<td>#ISupportCAB</td>
<td>#IndiaAgainstCAB</td>
<td>#Amb</td>
</tr>
</tbody>
</table>

Data

The dataset used in the study is created in two steps. Firstly, we use Twitter API to collect tweets, by tracking the trending hashtags around CAA. Next, we use an unsupervised stance detection technique to divide users into protesters (P) and counter-protesters (CP) based on their tweets.[i]

Twitter Data Crawling

We collect 11,350,276 tweets from 931,175 users, related to CAA between December 07, 2019, and February 27, 2020. The initial list of hashtags used for the data collection is shown in Table [1]. The collected tweets contain 1,543,805 unique tweets and 9,806,471 retweets. We first map the tweets to their respective users and perform various preprocessing steps to filter out noise. First, we remove users with less than 5 tweets, reducing the total number of users to 276,149. Next, we removed links, emojis, emoticons, punctuation, and extra spaces from the tweets and performed case-folding. The tweets with less than three words were further removed. Another round of user filtration was performed to remove users with less than 5 tweets after tweet

[i] We will release code and anonymized data after the double-blind review process.
filtration step, removing 1,038 more users. The final set of users after all the pre-processing steps was 275,111 users.

We perform user-based unsupervised stance detection on the final set of 275,111 users to classify them as either P or CP. For coordination analysis, we further identify superspreaders, i.e., the top 1% of users from both P and CP.

**Unsupervised Stance Detection:** We build upon the unsupervised user-based stance detection technique proposed by (Rashed et al. 2021) to divide the users into P and CP. We identified 27 CP and 48 P hashtags by manually labeling the trending hashtags on CAA. The unsupervised detection of user’s stance is carried out in 6 steps: (i) **Hashtag-based labeling:** We identify the users who only tweet with hashtags from either P or CP side, resulting in detection of 106,605 CP and 79,493 P users, (ii) **Label propagation:** We include re-tweeters of users identified in step (i), who re-tweeted P or CP users at least k-times (k = 15) (Rashed et al. 2021), respectively, resulting in an additional 114,977 CP and 79,613 P users, (iii) **Embedding creation:** We create 1024-dimensional user embedding obtained from taking the average of the vector of the filtered tweets for each user, using LASER (Language-Agnostic Sentence Representations). (iv) **Dimensionality reduction:** We use Uniform Manifold Approximation and Projection (UMAP) algorithm (McInnes, Healy, and Melville 2018) to project users in 2-dimensional space, (v) **Clustering:** we cluster the 2-dimensional embedding using density-based approach, i.e., Hierarchical Density-Based Clustering (HDBSCAN) (McInnes and Healy 2017), and obtain 5 clusters for 270,889 users, (vi) **Cluster purity:** we use the identified stance produced from label propagation of step (i) to label the stance of the cluster if the cluster is pure (i.e., contains at least 30% labeled users obtained via label propagation and has at least 80% purity of labels). On performing purity analysis, we found 4 clusters have more than 80% purity of labels, with 2 belonging to P and 2 belonging to CP. The 4 clusters were used for further analysis and comprised 263,869 users, divided into 142,839 CP and 121,030 P.

<table>
<thead>
<tr>
<th></th>
<th>CP</th>
<th>P</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>7,480</td>
<td>5,383</td>
<td>12,863</td>
</tr>
<tr>
<td>Tweets</td>
<td>515</td>
<td>173</td>
<td>688</td>
</tr>
<tr>
<td>Retweet</td>
<td>732,035</td>
<td>434,611</td>
<td>1,166,646</td>
</tr>
<tr>
<td>Total Tweets</td>
<td>732,550</td>
<td>434,784</td>
<td>1,167,334</td>
</tr>
</tbody>
</table>

Table 2: Statistics of the total engagement produced by CP and P superspreaders during the online protest.

**Superspreaders Identification:** Superspreaders are defined as users who most actively participate in a campaign (Wang and Zhou 2021) [Nizzoli et al. 2021]. Here, superspreaders are defined as top 10% users from both P and CP sides, respectively, who authored the most popular tweets in the discourse. For most popular tweets, we filter tweets with 1,000 or more occurrences, identified through simple string-matching of content of the post (tweet/retweet). Instead of retweeting posts, using the content of the post as an original tweet has recently gained attention in the research community as a means for a widespread reach of the post content (Jakesch et al. 2021). We select most popular tweets as a metric for superspreader identification as sharing similar tweets has been considered an essential means of coordination (Hristakieva et al. 2022). The superspreaders were responsible for 42% of total engagement (tweets/retweets) in the #CAA protest. Table 2 shows the statistics of engagement produced by superspreaders for the opposing stances. Our final dataset comprises 12,863 superspreaders who authored 1,67,334 tweets/retweets.

**Coordination Detection**

As a starting point for coordination detection, we need to identify the traces of suspicious behavior (Pacheco et al. 2021). An exceptional similarity between accounts’ posts may be seen as evidence of suspicious coordinated behavior (Pacheco et al. 2021). We follow a content-based trace mining of the superspreaders, that includes hashtags, retweets, and mentions as potential metrics for coordination (Ng and Carley 2022). Once the traces of the superspreaders have been identified, we construct a network of superspreaders based on the similar behavior found in traces. We build upon the network-based coordination detection from previous literature, which considers coordination as a complex, non-binary concept (Nizzoli et al. 2021).

We perform the coordination detection on the user separated by stance (i.e., P and CP superspreaders separately) to unravel the intricate coordination dynamics within a particular stance. Similar behavior in the traces of CP and P users are identified through TF-IDF-weighted vector of three metrics, Tweet-IDs, for retweets, mentions and hashtags. Computing TF-IDF-weighted vector helps discount popular tweets and emphasize relevant tweets. For traces in (i) retweets, we compute the TF-IDF vector of the Tweet-IDs the user has tweeted, (ii) hashtags, we compute the TF-IDF vector on the user’s hashtags throughout the protest, (iii) mentions, we compute the TF-IDF vector on all user mentions done by the user in their tweets. Next, we perform cosine similarity on traces on 3 metrics in P and CP superspreaders respectively. The pair of superspreaders and their cosine similarity result in an undirected weighted user-similarity network, where edge weights correspond to coordination strength.

To identify the best metric for coordination, we gauge the strength of coordination among the superspreaders within the community. We utilize network dismantling and remove nodes and edges iteratively based on the moving edge weight threshold, such that after every iteration, we retain edges whose edge weights are larger or equal to the current threshold. We remove the edges, with weights lesser than the threshold at each iteration, till we have exhausted all the

---

nodes in the network. Each subsequent network represents a different extent of coordination, measured by the corresponding value of the moving threshold. Coordination score for a user corresponds to the threshold value at which the node gets disconnected from the rest of the network. Among the 3 metrics under consideration, we found mention showed the strongest coordination behavior in CAA (both P and CP), measured by the highest percentage of users retained on higher coordination threshold values (0.8 to 1). We choose mentions as a metric for further coordination study. The first level of community detection performed on the mention metric produced 9 communities for P and 8 communities for CP. Figure 2 shows the communities formed for P and CP superspreaders using mention metric.

Narrative Detection

In this section, we interpret the collective narrative shared by P and CP superspreader communities. The collective narrative understanding can help shed light on the intention the tweets posted by coordinated communities. We use an unsupervised collective narrative detection technique, to understand narratives shared by opposing stances. Since narratives shared during a protest are subjective, and a fixed set of labels might not encapsulate all the collective narratives, we propose an unsupervised method. To perform narrative detection on superspreader’s tweets, we follow the below steps: (i) we first identify tweets with the highest semantic duplicates. Given a threshold value, we use a density-based clustering separation and identify the best threshold values for duplicate tweets [Moulawi et al. 2014]. Our best separation was achieved using a threshold of 30, which obtained 36,109 tweets that corresponded to 7,878,996 duplicated tweets, (ii) we project the tweets onto a two-dimensional plane using UMAP, (iii) we cluster the projected tweet vectors using HDBSCAN, which resulted in the formation of 6 clusters. To understand the clusters of collective narratives, we perform manual annotation. Previous research have found that Collective narratives during protests include call-to-action [Rogers, Kovaleva, and Rumshtsky 2019; González-Bailón et al. 2011], personal grievance [Sinpeng 2021], and on-ground activity reporting [Lotan et al. 2011]. Taking cues from the previous narratives present in protests, two group of annotators annotate randomly selected 2 sets of 10 tweets in each cluster. We calculate the inter-annotation agreement using Cohen’s Kappa [Artstein and Poesio 2008] and found a strong agreement between annotators (0.95) for 5 clusters.

Among the 5 clusters, the largest cluster was annotated as skepticism (SKEP), identified by having tweets with a doubt-like attitude towards CAA. The second largest cluster was labeled questioning (QUEST), identified by tweets that questioned protests, protesters, etc. The other three clusters were annotated with grievances (GRV), call-to-action (CTA), and on-ground activities (OGA). Figure 2 shows the narrative tweets example of the 5 clusters. Collective narratives tweets are further mapped to the superspreaders, where each user is involved in a multitude of narrative posts. Mapping the communities of users to narratives is done in a multi-label format, such that each community constitutes a gradient of narratives.

Table 3 shows the gradient of narratives in different coordinated communities of opposing stances. We found that both P and CP superspreader’s communities contained skepticism (SKEP) or questioning (QUEST) as the dominant narrative. Hence, as a naming convention, we start the community name with S (for SKEP) or Q (for QUEST), based on which narrative had more tweets. Next, we compare the number of tweets from non-dominant narratives (grievances (grv), on-ground activities (oga), or call-to-action (ctu)), and the majority of the non-dominant narrative is chosen to complete the community name. The largest coordinated community formed for CP contained 36.08% users and showed skepticism and shared grievances, leading to the name (S-GRV1). Similar naming convention is used for all the communities, as shown in Table 3.

One of the major findings from our narrative analysis across P and CP communities suggests that skepticism along with grievances (Community P-1, P-2, CP-1, and CP-3 in Table 3 respectively) were the most dominant narrative. The second most dominant narrative across P and CP superspreaders was questioning on-ground activities (P-3 and CP-2 in Table 3). We also found that call-to-action narrative was more dominant in CP as compared to P superspreaders. The offline counterpart of the protests (P) showed major sit-in protests in the country. However, dominant narrative in P did not show call-to-action tweets, unlike CP superspreaders, who were more active on the online platform.

Extent of coordination in Narrative Sharing

So far, we have determined the most coordinated communities in P and CP superspreaders and identified the gradient of collective narratives they shared. This section analyzes the extent of coordination in the P and CP communities. We use network characteristics to measure the extent of coordination and analyze narratives shared by communities with diverse coordination strengths. For every user, the coordination score corresponds to the threshold value at which the node gets disconnected from the rest of the network.

We explore the structural properties of the coordinated communities with the help of network measures of the network formed after each iteration of network dismantling. The network dismantling is done in 10 steps for each community formed in P and CP, leading to formation of 10 networks. We compute the structural properties of the 10 networks, with communities entact as the first step, such that at each step the users retained are more strongly coordinated than the previous step. We consider assortativity, clustering coefficients, and betweenness centrality to measure network structure [Freeman et al. 2002]. Figure 5 shows the coordination threshold versus the network measures to analyze how the network structure changes from least to strongest coordinated users in the community. For each coordination threshold, the community retains all the edges whose weight

---

4https://www.freepressjournal.in/delhi/delhi-metro-closes-4-stations-on-magenta-line-following-violent-protests-against-caa
Figure 2: Communities obtained on the user-similarity network from mention metric for superspreaders. A total of 9 communities were formed in P, and 8 communities were formed in CP. Narrative labels are written for the top 5 communities in opposing stances, with P narratives on the left side and CP narratives written on the right side.

Figure 3: Figure showing the relationship between computed network measures for each coordinated community as a function of the extent of coordination. Threshold and retained superspreader percentage in (i) CP: 0.7 - 50%, 0.8 - 40%, 0.9 - 1.5% and (ii) P: 0.7 - 69%, 0.8 - 28%, 0.9 - 6.3%.

is equal to or more than the threshold. The findings from the plot are as follows: Figure 3(a) and Figure 3(d) show the assortativity of the coordinated communities for CP and P superspreaders re-
### Table 3: Distribution of the different narratives in the P and CP coordinated communities.

<table>
<thead>
<tr>
<th></th>
<th>Name</th>
<th>Users</th>
<th>SKEP P</th>
<th>QUE</th>
<th>GRV</th>
<th>CTA</th>
<th>OGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-1</td>
<td>S-GRV0</td>
<td>37.03%</td>
<td>1826</td>
<td>159</td>
<td>1252</td>
<td>203</td>
<td>154</td>
</tr>
<tr>
<td>P-2</td>
<td>S-GRV1</td>
<td>13.09%</td>
<td>430</td>
<td>318</td>
<td>317</td>
<td>72</td>
<td>260</td>
</tr>
<tr>
<td>P-3</td>
<td>Q-OGA</td>
<td>10.41%</td>
<td>266</td>
<td>290</td>
<td>202</td>
<td>44</td>
<td>239</td>
</tr>
<tr>
<td>P-4</td>
<td>Q-GRV</td>
<td>9.06%</td>
<td>460</td>
<td>24</td>
<td>322</td>
<td>33</td>
<td>23</td>
</tr>
<tr>
<td>P-5</td>
<td>S-GRV2</td>
<td>8.91%</td>
<td>437</td>
<td>40</td>
<td>282</td>
<td>43</td>
<td>48</td>
</tr>
<tr>
<td>CP-1</td>
<td>S-GRV1</td>
<td>36.08%</td>
<td>1,963</td>
<td>684</td>
<td>1,209</td>
<td>895</td>
<td>318</td>
</tr>
<tr>
<td>CP-2</td>
<td>Q-OGA</td>
<td>19.67%</td>
<td>392</td>
<td>1,062</td>
<td>450</td>
<td>442</td>
<td>513</td>
</tr>
<tr>
<td>CP-3</td>
<td>S-GRV0</td>
<td>12.47%</td>
<td>623</td>
<td>292</td>
<td>362</td>
<td>354</td>
<td>153</td>
</tr>
<tr>
<td>CP-4</td>
<td>S-CTA1</td>
<td>11%</td>
<td>776</td>
<td>39</td>
<td>327</td>
<td>368</td>
<td>42</td>
</tr>
<tr>
<td>CP-5</td>
<td>S-CTA0</td>
<td>6.28%</td>
<td>266</td>
<td>195</td>
<td>164</td>
<td>206</td>
<td>164</td>
</tr>
</tbody>
</table>

Assortativity measures the tendency of nodes to be connected to similar nodes in the network. The communities appear strongly assortative for both CP and P, especially as we move towards a higher coordination extent. This shows that the users were connected with similar users, forming a clique of coordinated users. Among the communities in CP, elevated assortativity towards a higher coordination extent was found for S-CTA1 and S-CTA0, whereas in P, it was S-GRV1 and S-GRV0. Hence, *skepticism* and *call-to-action* were majorly tweeted by most coordinated assortative nodes in CP. While in P, *skepticism* and *grievances* were majorly tweeted by most coordinated assortative nodes.

Figure 4(b) and Figure 4(e) show the clustering coefficient vs. extent of coordination for CP and P communities, respectively. The clustering coefficient measures the triads in the network and is one of the ways to capture the tightness of the network. Both CP and P communities show organization and clustering in the network, given by the decreasing trend of the communities toward higher coordination. In CP, the highest clustering is exerted by S-GRV0 and Q-OGA respectively, whereas for P they are Q-OGA and S-GRV2, respectively. This result indicated that the community most
Inauthentic Behavior In Coordinated Communities

Although protests are inherently coordinated in nature (Starbird and Palen 2012), we investigate increased coordination in the user’s tweeting behavior in relation to inauthentic behavior during protests. In this section, we discuss the presence of inauthentic users in the coordinated communities and whether specific coordinated communities showed higher inauthentic behavior. We also analyze the narratives shared by the highest inauthentic coordinated community to gauge whether coordinated communities with high inauthentic behavior preferred to share certain narratives over others. We define Inauthentic users as those who were either suspended by Twitter or were identified as bot accounts using Botometer API (Yang et al., 2020). Due to rate-limit, we randomly sample 50% superspreaders from each opposing stance (4,262 users from CP and 3,463 users from P) and used the universal scores value ≥0.7 to label a user as bot. We plot the extent of coordination vs. the percentage suspended and bots, respectively for the sampled set of P and CP superspreaders in Figure 4.

Figure 4(a),(c) shows the percentage of suspended users present at different levels of coordination in the CP and P communities, respectively. In CP, the suspended users show the most strongly coordinated behavior for S-GRV0 and S-CTA1, indicating clique formation of inauthentic actors (coordination value ≃ 0.9). In P, the suspended users show the most strongly coordinated behavior for Q-GRV, while S-GRV0 also exerted an exceptionally increased percentage of suspended users on higher coordination threshold value. In summary, one of the narrative communities with skepticism and grievances in CP was inauthentic while in P, they were questioning and grievances.

Next, we analyze the presence of bot activity in the coordinated communities. In CP, out of 4,262 users, 2,630 were identified as bot accounts, while 2,153 out of 3,463 P users were identified as bots. Figure 4(b),(d) shows the percentage of bots present at different levels of coordination in the CP and P communities, respectively. For both CP and P, we found that Q-OGA exerted the strongest coordination among the bots, evidenced by the plateaux structure, with a percent bot showing indifference to the changing coordination threshold. Communities that showed higher coordination among suspended users, i.e., S-GRV0 in CP and Q-OGA in P also showed high bot activity, indicative of the inauthenticity of the communities.

In summary, S-GRV0 community in CP (with 12.47% superspreaders), which showed a high clustering coefficient and high betweenness centrality, also showed high bot and suspended users, indicating inauthentic user involvement in the network. Whereas the Q-OGA community in P (with 10.41% superspreaders), which showed a high clustering coefficient, also showed high bot activity, indicating inauthentic user involvement in sharing the narrative.
**Limitations**

Our study of CAA protests is subject to several important considerations and limitations. Firstly, the reliance on hashtags for data collection may not provide a comprehensive view of the entire discussion surrounding CAA. While hashtags are valuable for organizing and categorizing content, not all relevant discussions may use the designated hashtags. Users may employ alternative keywords or phrases to engage in conversations about CAA, potentially leading to an incomplete dataset. Secondly, the reliance on a single social media platform, such as Twitter, and public APIs for data collection pose constraints. Different social media platforms have distinct user demographics, cultures, and engagement behaviors. Relying solely on one platform may introduce selection bias and limit the generalizability of our findings. Furthermore, the accessibility and features of public APIs can change over time, potentially affecting data collection efforts.
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