
Automatic Annotation of Handwritten Document Images at Word
Level

Ajoy Mondal
CVIT, IIIT Hyderabad

India
ajoy.mondal@iiit.ac.com

Krishna Tulsyan
CVIT, IIIT Hyderabad

India
krishna.tulsyan@research.iiit.ac.in

C. V. Jawahar
CVIT, IIIT Hyderabad

India
jawahar@iiit.ac.in

ABSTRACT
Recent development in deep learning-based recognizers needs a
large annotated corpus for creating the model. Manually annotating
a large corpus is time-consuming, costly, and tedious. In this work,
we propose a framework for automatic annotation at the word
level for given handwritten data and corresponding text sequences
(or corpora). The proposed framework consists of five modules
(i) pre-processing, (ii) word detection, (iii) word recognition, (iv)
alignment, and (v) manual correction and verification. The pre-
processing module cleans the image and crops the text region from
an image. Word detection and recognition modules localize and
recognize words. It is necessary to align words in the sequence
with the word images during detection and recognition because
of errors in writing. The alignment module aligns words in text
sequence to the word images. The human annotator will correct
the errors in the automatic annotation process and verify the doc-
ument. Finally, we created an annotated dataset containing word
images and their corresponding ground truth transcriptions. In this
work, we demonstrate the proposed tool for annotating 14 sets
corresponding to 13 Indic languages and English. Each set contains
15000 handwritten document images. On an extensive collection
of handwritten document images in 14 languages, 80% of words
are correctly annotated by the automatic annotation tool, while the
remaining 20% are corrected manually.
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1 INTRODUCTION
Annotation of handwritten documents covering a variety of writing
styles is essential for developing and evaluating the recognition
systems, which are mainly data-driven approaches [12, 34, 42, 47].
The lack of linguistic resources for many scripts, resulting in limited
annotated handwritten datasets, is one of the significant challenges
in building a recognizer for them. Annotation of such a large corpus
is a time-consuming and error-prone process. In contrast, text tran-
scriptions of handwritten documents may sometime be available
in many cases, while handwriting is based on existing text. The
handwritten data collection and annotation process can be done
under various settings. Each of the settings has its properties.

Unrestricted handwritten data is collected under natural set-
tings (e.g., classroom lecture notes) and is ideally suitable for build-
ing a real-world handwritten text recognizer. Sometimes, there is
no restriction on what type of data can be collected. Annotation
of the collected data can be done either manually [10] or semi-
automatically [31] or automatically [14, 19]. Designed text is a
pre-defined text to be written by the writers, which makes anno-
tation simple and comprehensive. Usually, the exact text may be
written by multiple writers. Dictation is a variation of designed text
data collection. In this setting, the text is dictated to a group of writ-
ers who will all write the same text. Since the number of writers has
increased, creating manual ground truths has become very difficult
in time and cost. iam handwritten text recognition dataset [31] is a
good example in this direction. Data generation through various
models is an alternative way of getting handwritten data and cor-
responding ground truth transcription. In this direction, several
methods [2, 11, 16, 18, 24, 27] exist to create a large amount of
handwritten data synthetically. However, the quality of synthetic
data is limited to the performance of the recognition model on real
handwritten data. Each of these three (unrestricted text, designed
text, and dictated text) data collection strategies, there can have a
parallel corpus of text due to two factors: (i) one can hire an experi-
enced typist in a language to write transcriptions of the available
handwritten documents, and (ii) many handwritten datasets are
collected based on the text already available in the electronic form.
However, the created text may not always align with the handwrit-
ten document because an error occurs either in handwriting or
transcription.

In this work, we propose a model-based framework to automat-
ically annotate handwritten document images at the word level.
The proposed framework consists of five different modules — (i)
pre-processing, (ii) word detection, (iii) word recognition, (iv) align-
ment of word image with text sequence (corpus), and (v) manual
correction and verification. The pre-processing step mainly cleans
the input document image and crops only the text region from the
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Figure 1: Shows the proposed automatic annotation framework for handwritten documents at word level. The framework
consists of five modules — (i) pre-processing, (ii) word detection, (iii) word recognition, (iv) alignment of word image with text
sequence (corpus), and (v) manual correction and verification.

document image. The word detection module localizes individual
words present in the document image, and the recognition module
recognizes the word images. The sequence of words in the text
sequence (or text corpus) and the sequence of recognized words
may differ. An error occurs during the writing, word localization,
or recognition process. Therefore, it is necessary to align the word
in the text sequence to the word image. The alignment module
aligns the word in the text sequence to the word image. The au-
tomatic annotation tool may not always provide 100% accurate
annotated results. The human annotator will correct the errors
in the automated annotation process and then verify the annota-
tion for the complete document image. Finally, we create a dataset
containing word images and their corresponding ground truth text
transcriptions. The annotation problem is only sometimes restricted
to labeling the content (or text) information. Additional details like
language/script, particular writer, writing condition, scanning pro-
cess, etc., may have to be added for a specific application. We use
our annotation tool to annotate 15000 English handwritten docu-
ment images and 13 sets corresponding to 13 Indic languages, each
set containing 15000 handwritten document pages. Experiments on
an extensive collection of handwritten document images available
in 14 languages show that 80% of the total words in documents are
correctly annotated by the automatic annotation tool. In contrast,
the remaining 20% of words are manually corrected.

The key contributions of this work are

• Develop a model-based framework consisting of five differ-
ent modules — (i) pre-processing, (ii) word detection, (iii)
word recognition, (iv) alignment of word image with text se-
quence (corpus), and (v) manual correction and verification,
to automatically annotate handwritten document images at
the word level.

• Experiments on a collection consisting of 21K of handwritten
document images in 14 languages show that 80% of total
words in documents are annotated correctly by the automatic
annotation tool. The remaining 20% of words are manually
corrected.

2 RELATEDWORKS
In the space of English handwritten text recognition tasks, several
high-performing models are available in the literature to recognize
English handwritten text. Among them, few works [7, 39, 49] use
convolutional neural networks entirely without using any recurrent
architectures. While few recent works [9, 22] use a gating mech-
anism in cnns to compensate for the dependency on Long Short-
Term Memory (lstm) cells, known as Gated Convolutional Neural
Networks (gcn). These types of networks outperform fully convo-
lutional networks, yet they lag behind transformer-based ocr mod-
els [13, 23, 30]. Recurrent Neural Networks (rnns) are successfully
applied to solve handwritten text recognition tasks. LSTM-based
models can handle long-term context in sequences. The most com-
mon architectures [6, 46] are a combination of cnn and rnn, where
cnn is used for feature extraction fromword or line images and rnn
is used for modeling sequential context. Several works [5, 25, 32, 44]
use various attention mechanisms to improve the performance of
cnn +rnn models. Recently, various deep encoder-decoder with
attention frameworks [8, 26, 42, 48] have been developed to rec-
ognize complete handwritten pages. While transformer-based text
recognizers [13, 23, 30] achieved state-of-the-art performance. Some
of these works use a cnn-based backbone with self-attention as
encoders to understand document images [30].

All these networks need a large number of annotated hand-
written datasets. The large corpus can be annotated manually,
semi-automatically, or automatically. The manual annotation of a
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Figure 2: Shows pre-processing operation on the input handwritten document image. (a) indicates input handwritten document
image, and (b) indicates cropped image.

large corpus is tedious, time-consuming, and cost-ineffective. Semi-
automatic and automatic is the alternative way for a cost-effective
and faster annotation process. Many handwritten datasets are col-
lected based on the text already available in electronic form (e.g.,
text corpora). In this setting, one major challenge is the alignment
of the handwritten document and text corpora.

Zimmerman and Bunke [50] addressed the problem of alignment
of handwritten and text corpora in the context of segmenting Eng-
lish text lines into words. Tomai et al. [45] proposed a framework
to annotate words in historical handwritten documents. It mapped
each word in the transcript to the associated word image in the
document. The word images are matched to text based on the global
properties of the word extracted from both handwritten images and
text words rendered using a specific font. Rothfeder et al. [41] pro-
posed a Hidden Markov Model (hmm) based alignment technique
to align handwritten data to transcripts, which handles segmen-
tation and transcription errors. In the case of online handwritten
data, Guyon et al. [21] introduced unipen standard for representing
annotation of online handwritten data. Bhaskarabhatla et al. [4]
discussed xml-based presentation scheme for annotation of online
handwritten data. The authors also proposed a tool based on this
presentation to annotate digital ink. In the same direction, Agarawal
et al. [1] introduced upx, an xml-based successor to the venerable
unipen format for representing annotation of handwritten data.

3 PROPOSED METHOD
Fig. 1 illustrates the proposed automatic annotation approach for
handwritten document images at the word level. The input to
the algorithm is a handwritten document image (containing one
paragraph), referred to as the input handwritten document im-
age, and the corresponding transcription, referred to as the text
sequence/text corpora. The proposed approach consists of five steps
— (i) pre-processing, (ii) word detection, (iii) word recognition, (iv)
alignment with text sequence, and (v) manual correction and verifi-
cation. The pre-processing stepmainly cleans the input handwritten
document image for further processing.While in the second step, an
existing word detection algorithm is used to detect individual words

in the document image. The error in the word detection module
may occur due to an automatic word detection algorithm. Currently,
we are not correcting errors during word detection. After detecting
words, all word images go through the word recognizer to recognize
word images. The Edit distance between the text sequence and the
predicted text sequence indicates correct and incorrect prediction.
Alignment between word sequence in the handwritten document
image and text sequence is established. The manual annotators
correct the errors from the automatic annotation tool and verify the
annotated full document image. Finally, we create a handwritten
dataset with word images and their ground truth transcriptions.
Each of these steps is discussed in detail in the following subsection.

3.1 Pre-processing
The handwritten document images are collected from a natural
setting. No constraint is given to the writers while writing. Due
to the unconstrained setting, it contains several challenging issues
like (i) multi-colored text, (ii) unwanted background, (iii) multi-
colored document, and (iv) wrongly written text as garbage. A
pre-processing step involves binarizing the input handwritten doc-
ument image to remove all the issues mentioned above. We use
Document Enhancement Generative Adversarial Networks (de-
gan) [43] to binarize the handwritten document image to remove
all such issues. We use trained de-gan model 1 on different dibco
datasets [17, 33, 35–38] for this purpose.

Sometimes, the written text may occur only in a small part of
a document. In such cases, we crop only the text region from the
document image and create a cropped document image. We use
an existing text detector, craft [3], to localize individual words
in the document image. We use the pre-trained craft 2 model for
this purpose. We apply dbscan [15, 28] clustering algorithm on
the coordinates of word bounding boxes predicted by the craft.
The largest cluster corresponds to the text region in the document
image. We find the lowest x coordinate (𝑥𝑚𝑖𝑛), lowest y coordinate
(𝑦𝑚𝑖𝑛), largest x coordinate (𝑥𝑚𝑎𝑥 ), and largest y coordinate (𝑦𝑚𝑎𝑥 )

1https://github.com/dali92002/DE-GAN/issues
2https://github.com/clovaai/CRAFT-pytorch

https://github.com/dali92002/DE-GAN/issues
https://github.com/clovaai/CRAFT-pytorch
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Figure 3: Shows the localization of words in the document
image using CRAFT.

Figure 4: Shows recognition output of word images.

among all coordinates correspond to the bounding boxes within
the most significant cluster. Finally, we crop the text region from
the document image according to 𝑥𝑚𝑖𝑛 , 𝑦𝑚𝑖𝑛 , 𝑥𝑚𝑎𝑥 , and 𝑦𝑚𝑎𝑥 and
create a cropped document image. Fig. 2 shows cropped document
image.

3.2 Word Detection
Since our goal is to generate annotation of the handwritten doc-
ument at the word level, localizing individual words is an essen-
tial step in the proposed automatic annotation process. We use
craft [3] to localize individual words in the cropped document
image. Fig. 3 shows the localized words in the cropped document
image. We create a set of word images according to the word bound-
ing boxes predicted by craft. Since we use a pre-trained craft
model for word detection, detection/localization errors may occur
in this step. The error may propagate to the next step.

Figure 5: Shows the alignment process of words in text cor-
pora to word images based on Levenshtein distance between
words in text corpora and recognized words.

Figure 6: Shows manual correction and verification on the
automatic annotation output.

3.3 Word Recognition
Recognition of word images is an essential step in our annotation
process. To recognize word images, we use an existing text recog-
nizer, seed [40]. There are four modules in seed — (i) the rectifica-
tion module to rectify word images, (ii) the encoder to extract rich
visual features, (iii) the semantic module to predict global seman-
tic information from the visual features, and (iv) attention-based
decoder to recognize the word image. Fig. 4 shows the recognized
word images.
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Figure 7: Shows English, Hindi, and Bengali handwritten documents corresponding to text corpora and cropped handwritten
document images after pre-processing.

3.4 Align Recognized Text with Text Sequence
After recognizing word images of a handwritten document, it is nec-
essary to align recognized text with text sequence to automatically
create ground truth transcriptions corresponding to word images.
Suppose text sequence (or text corpora), 𝑇1 contains 𝑛 words, then
𝑇1 = {𝑤1, 𝑤2, ..., 𝑤𝑛}. Suppose 𝐼 denotes a set of word images of
a handwritten document. Then 𝐼 = {𝐼1, 𝐼2, ..., 𝐼𝑚}, where 𝑚 is
the number of word images, and 𝐼𝑖 denotes 𝑖𝑡ℎ word image. Sup-
pose, 𝑤𝑟

𝑖
denotes the recognized text corresponding to 𝑖𝑡ℎ word

image 𝐼𝑖 by seed. Suppose 𝑇2 represents the recognized text se-
quence corresponding to the sequence of word images, 𝐼 . Then
𝑇2 = {𝑤𝑟

1 , 𝑤
2
2 , ..., 𝑤

𝑟
𝑚}. Due to the error that occurs during either

writing or word detection, the number of words in a text sequence
and the number of recognized words may not be equal; and may
not be a one-to-one correspondence. To align the text sequence
to the word images, we calculate the Levenshtein distance [29]
between every text pair in the sequences 𝑇1 and 𝑇2. We align text
to the word image according to the:𝑤𝑖 → 𝐼 𝑗 if 𝑙𝑒𝑣 (𝑤𝑖 , 𝑤

𝑟
𝑗
) = 0 and
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Figure 8: Shows Assamese, Odia, and Telugu handwritten documents corresponding to text corpora and cropped handwritten
document images after pre-processing.

𝑓 𝑙𝑎𝑔(𝑤𝑟
𝑗
) = 0, ∀𝑤𝑖 ∈ 𝑇1, and ∀𝑤𝑟

𝑗
∈ 𝑇2, where 𝑙𝑒𝑣 (𝑎, 𝑏) is Leven-

shtein distance between 𝑎 and 𝑏, 𝑓 𝑙𝑎𝑔(𝑤𝑟
𝑗
) = 0 indicates not match

with other words. Fig. 5 visually illustrates the alignment of text
words in text corpora to the recognized words.

3.5 Manual Correction and Verification
After getting automatic annotation outputs, the human annotators
verify the ground truths; if there are errors, the annotators correct
these errors. Fig. 6 shows the manual correction and verification.

3.6 Storage and Reuse of Annotation
Preservation of the word images and their corresponding ground
truth transcriptions is essential for creating a newly trained model
and updating the existing model. A folder consists of all word
images in ".png" format; a text file such as "gt.txt" contains a word
image path, and ground truth transcription corresponds to the word
image separated by a particular delimiter (e.g., tab) in each line.

4 EXPERIMENTAL RESULTS AND DISCUSSION
We use our developed tool to annotate handwritten documents in
14 languages - English, Assamese, Bengali, Gujarati, Gurumukhi,
Hindi, Kannada, Malayalam, Manipuri, Marathi, Odia, Tamil, Tel-
ugu, and Urdu. Text corpora corresponding to language are col-
lected from different sources. 100-150 different writers write 15K
pages for each language. Each page contains 30-40 words. Therefore
for a language, we have a total of 500K word images to annotate us-
ing annotation tools. Fig. 7 and Fig. 8 show handwritten documents
in English, Hindi, Bengali, Assamese, Odia, and Telugu languages
based on corresponding text corpora and cropped images after
applying to pre-process.

For experiments, we used trained de-gan model3 to binarize the
handwritten documents. We used trained craft model4 for word
localization in the document image. We used the seed model5 on
iam [31] dataset for English word recognition. While we train seed
on Indic datasets [20] to recognize word images of Indic languages.

3https://github.com/dali92002/DE-GAN
4https://github.com/clovaai/CRAFT-pytorch
5https://github.com/Pay20Y/SEED

https://github.com/dali92002/DE-GAN
https://github.com/clovaai/CRAFT-pytorch
https://github.com/Pay20Y/SEED
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Figure 9: Left Image: shows word detection, word recognition, and word alignment using the automatic annotation tool in
English, Hindi, and Bengali handwritten document images, respectively. Right Image: shows manual correction in the output
of the automatic annotation process. Blue Colored Text: correctly recognized by the recognizer. Red Colored Text: wrongly
recognized by the recognizer. Green Colored Text: manually corrected text.

Left images of Fig. 9 show the localized words, recognized words,
and alignedword images to the sequence of thewords in the text cor-
pora. The red-colored rectangular boxes indicate theword bounding
boxes predicted by craft. The recognizer correctly recognizes texts
in blue. In comparison, texts in red are wrongly recognized by the
recognizer.

In the case of the English document image (left image of 1st
row of Fig. 9), most of the words are correctly localized except
’messages’, ’Governmental’, ’non-governmental’, ’organizations’,
and ’messaging’. For these words, instead of a single box, the word
detector, craft predicts more than one box. The recognizer, seed
recognizes most of the words correctly (e.g., the blue colored text)

except ’messages’, ’personal,’, ’family,’, ’purposes,’ ’Governmental’,
’non-governmental’, ’organizations’, ’messaging’ and ’colleagues’.
Among them, a few words (e.g., ’messages’, ’Governmental’, ’non-
governmental’, ’organizations’, ’messaging’) are wrongly recog-
nized by the recognizer due to an error in the word localization
process. Human annotators verify and correct the errors (both in
word localization and word recognition processes) that occur in the
automatic annotation process. In the case of the English document
image, the right image of the 1st row of Fig. 9 shows the manually
corrected and verified image. The green colored bounding boxes
and texts are corrected manually. The 2nd and 3rd rows of Fig. 9
and Fig. 10 show the automatic annotation and manual correction



ICVGIP’22, December 2022, Gandhinagar, India Mondal et al.

Figure 10: Left Image: shows word detection, word recognition, and word alignment using the automatic annotation tool in
Assamese, Odia, and Telugu handwritten document images, respectively. Right Image: shows manual correction in the output
of the automatic annotation process. Blue Colored Text: correctly recognized by the recognizer. Red Colored Text: wrongly
recognized by the recognizer. Green Colored Text: manually corrected text.

of Hindi, Bengali, Assamese, Odia, and Telugu handwritten docu-
ments, respectively. Among 15K document images containing 500K
word images for each of 14 languages, on average (language), 80%
words are correctly annotated by automatic annotation, and the re-
maining 20% wrongly annotated words are corrected manually. We
experimentally validate that the proposed automated annotation
tool is cost-effective for annotating handwritten documents.

5 CONCLUSION AND FUTUREWORKS
In this paper, we propose a model-based framework for automati-
cally annotating handwritten data (available in 14 languages) at a
word level when text corpora are available for the data. The pro-
posed framework consists of five modules (i) pre-processing to
clean and crop the text region of the image, (ii) word detection, (iii)
word recognition, (iv) aligning words in text corpora to the word

images, and (v) correction and verification of automatic annota-
tion. Experiments on a large set of handwritten document images
available in 14 languages show that 80% of the total words in docu-
ments are correctly annotated by the automatic annotation tool. In
contrast, the remaining 20% of words are manually corrected. The
experiment illustrates that we can use the proposed framework to
annotate extensive handwritten data with the availability of cor-
responding text corpora. We will also extend this framework for
annotating printed and scene text document images.
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