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The Universal Immunization Programme in India has a mandate to fully vaccinate all of India’s 27 million

children born annually. The vaccination doses are recorded by frontline health workers on standardized

paper-based Mother and Child Protection (MCP) cards, which are manually digitized by data entry opera-

tors, resulting in poor data quality, delays, and significant time and resources. In our article, we focus on

Optical Character Recognition– (OCR) based automated digitization of MCP card images captured through

a smartphone application developed by us. By utilizing a standardized template for the MCP cards, which is

available a priori, we register the card images and perform OCR on the extracted region of interest (ROIs).

Since the cards with curvature or torn edges had poor ROIs, we built a global–local alignment technique that

first approximates the ROI using global homography and then refines using a local homography resulting

in improved accuracy. Our pipeline gives a character level accuracy of 98.73% on our dataset against 75.02%

by Google Cloud Vision and 79.26% by Azure OCR. We also describe our field testing experience, where the

digitized MCP card images were used to provide useful features on the smartphone application for health

workers to conduct vaccination sessions.
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1 INTRODUCTION

Data analytics on activity reports related to the implementation of social development programs,
or on personal health records such as for child immunization or maternal care, can help identify
gaps in service provisioning or demand and suggest corrective actions [57]. However, such data
are often collected on paper by frontline workers and lead to delays and errors in offline manual
data entry processes [29, 46]. Data collection via mobile phones and tablets is being increasingly
attempted, but success has remained hard to achieve due to many field-based health and devel-
opment workers not having the required technical skills or adequate training to operate the elec-
tronic devices or their own preferences to use paper-based methods due to constraints imposed
by the challenging contexts in which they work [4, 62, 67]. Rather, continuing with the use of
hand-filled paper-based forms, followed by digitization of these forms through Optical Charac-

ter Recognition (OCR) methods on hand-writing recognition, may be a more viable and practical
method [17, 20, 53].

In this article, we adopt this approach of using OCR techniques to digitize hand-filled paper
forms. The context is challenging, however, since the most practical method to acquire the data
in our case is to photograph the forms through a smartphone application. These photographed
images therefore have irregularities such as bent pages, perspective distortions, frayed edges, and
so on, making it difficult to perform OCR. We describe in this article a two-stage global–local
template-matching technique to address this issue of document image distortion. To begin with, we
estimate a coarse homography by matching key-points globally in the template and input images.
This phase corrects coarse mis-alignments such as due to image rotations and relatively small
perspective distortions. In the second stage, we divide the template and subject images into several
local regions. Key-point matching is performed individually for each local region, to estimate fine-
grained local homographies. These homographies are then used to align the corresponding local
regions with the template and extract relevant Regions of Interest (ROIs) that contain the text
to be digitized. The ROIs are then digitized through a Recurrent Neural Network– (RNN) based
OCR backbone [69].

We evaluate this method in the context of the Universal Immunization Programme (UIP) in
India [58]. The UIP has a mandate to ensure that each and every one of India’s 27 million children
born annually (the largest birth cohort of any country) are fully vaccinated. The sheer size of
the program (the UIP holds over 9 million immunization sessions annually), difficult-to-access
terrain, and the capacity and logistical challenges faced by health workers, particularly in under-
performing areas, leads to persistent coverage gaps and reinforces social inequities. Real-time data
can help tailor strategies and adjust operational plans to achieve equitable, timely, and complete
vaccination coverage. However, the data collection is currently done by frontline health workers
on paper-based registers that are subsequently manually digitized by a central data entry operator.
This approach requires substantial time and resources, resulting in poor data quality (incomplete
data) and delays (typically 3 to 6 months) in data availability. These factors limit opportunities for
corrective actions.
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The same data are also filled by the health workers at the point of service (when providing an
immunization dose to a child) in a Mother and Child Protection (MCP) card that stays with
the caregivers to help the caregivers maintain a record of past vaccinations and to plan for the
next scheduled vaccination [50]. Since the MCP cards are designed for families and must anyway
be filled out by hand by the health workers in paper format, digitizing these existing paper forms
through OCR will be a viable and practical method. We built an Android application for the health
workers using which they simply take a picture of the MCP card after filling it [68]. This image is
then corrected (at the server-side) using our homography-based technique mentioned above. We
then apply OCR on the relevant ROIs to digitize the data. The digitized data are used to provide
various features on the app, such as to generate a list of children due for collective immuniza-
tion sessions in different villages, raise alerts about missed vaccinations, and send vaccination
reminders through an Interactive Voice Response (IVR) system to the families of the children.1

The data were also made available through dashboards for immunization program managers for
agile, tailored health system planning.

The Android app was field tested from November 2020 to April 2021 in a low-performing rural
district of the state of Uttar Pradesh (UP) in India. Two administrative blocks (each of roughly
200,000 population) in the Hardoi district (population 4 million) were selected for the study by the
UP State EPI Officer. During the intervention phase, the system recorded 7,720 children receiving
28,726 vaccine doses. The study showed that the app was robust under field conditions—the health
workers were able to use it easily after an initial training, they found the features to be very useful,
the caregivers also found the vaccination reminders to be useful, and the government officials
appreciated the dashboards as well. More details about the evaluation are available in a project
report.2 In this article, we focus primarily on describing the computer vision technology that we
developed and results from field testing of the smartphone application.

Contributions: Our key contributions are as follows:

(1) A robust global-local template-matching technique for document digitization and an evalu-
ation of its effectiveness on images collected in the wild.

(2) Comparison of our method against other popular OCR solutions applied on these images.
(3) A unique dataset of the immunization pages of 5,388 MCP cards photographed through

our Android app, containing 69,800 date ROIs. We will publicly release this dataset and the
source-code of our work.

2 RELATED WORK

Paper-based forms have been in extensive use for large-scale data collection in various contexts in-
cluding to track health programs, vaccinations, financial transactions within self-help groups, and
surveys and censuses, among others. With the wider availability of digital devices, data collection
has been shifting toward the use of smartphones and tablets [55, 59, 61], yet paper-based data col-
lection has remained more convenient especially in low-resource settings where frontline workers

1IVR systems are popularly used in low-resource settings to send recorded audio messages to people or receive questions

and comments from them. Being audio based, these are able to overcome literacy barriers, and since they do not require

Internet access or smartphones, they have emerged as an inclusive interactive communication medium that can work over

simple feature phones. Methods such as pushing calls to people instead of having them call or to use toll-free numbers or

automatically trigger return calls (commonly referred to as missed calls) are often used to shift the cost of phone calls away

from the people to the service provider. A number of projects have demonstrated the effectiveness of such systems at very

large scales [1, 14, 15, 54, 56, 63, 73, 79].
2Available upon request. Code: https://github.com/Tika-Vaani-MCP-Cards/Digitization-of-MCP-Cards
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and enumerators may have limited technology usage skills or training. In this context, Ghosh et al.
highlighted, through a case study in Ghana, the significance of paper-based forms as an effective
medium to record micro-finance transactions and showed that paper held several advantages over
digitization [27]. An innovative method, printr, used novel layouts of information and mechanical
tools such as sliders and scales to enable simple computation on paper and showed that it provided
similar capabilities as a digitized system [16] in contexts where cost or training gaps rendered the
use of mobile devices difficult at the last mile. Such studies have inspired methods to combine paper
and digital, most commonly through the use of OCR on paper forms. A notable example, Shreddr,
digitized using OCR and Amazon Mechanical Turk a million datapoints from a large-scale citizen
survey conducted in Mali [17]. Other studies have also successfully used paper-based forms for
large-scale data collection, followed by OCR or manual digitization by human operators [20, 21, 53].
We similarly develop an end-to-end OCR-based system for digitizing photographs of vaccination
cards taken by frontline health workers using a smartphone application developed by us.

We next give a brief outline of the state of the art of OCR research. An OCR system consists of
two stages—text detection and text recognition. Generally, these two stages use different models.
Text detection modules aim to identify text regions and give bounding boxes at a line, word, or
character level. The extracted text ROIs are passed to recognition modules for transcription.

Text Detection: Earlier methods in text detection combined hand-crafted features and neural
networks to localize the text regions [24, 38, 49]. Neumann et al. [49] suggested a novel method
for grouping of individual character-level components into words to improve the text detection
accuracy. Lee et al. [24] used a multi-scale sliding window approach to detect text of different
sizes. Later, as deep learning gained popularity, these techniques were substituted by deep neural
networks. Motivated by object detection methods, Jaderberg et al. [31] integrated existing region
proposal techniques to create a system for text detection. Liao et al. [39] proposed a fully convolu-
tional network-based approach that directly produces word-level bounding boxes. These methods
had difficulty recognizing text with irregular shapes and extreme distortions. To overcome this
issue, Deng et al. [22] suggested a method based on instance segmentation that classifies pixels as
text or non-text and links them to word instances. Such segmentation methods are being used in
several text detection models [40, 44]. More recently, vision transformer-based methods have also
been proposed for text detection [35, 70].

In our work, we use a different approach for text detection. Since we are working with standard-
ized paper forms that are well structured with dedicated spaces to fill with handwritten text, we
align the document images captured by a camera with a predefined template that is an unfilled
image of the same card and extract the required fields. We then proceed with a text recognition
step on these extracted fields.

Text Recognition: Similarly to text detection, early research in text recognition mainly relied on
hand-crafted features [19, 75, 80], but their performance was poor. With the rise of deep learning,
methods based on hand-crafted features were replaced with feature learning networks. Several
methods employed character level segmentation and classification networks [43, 74], whereas
other methods converted entire text instances in an image into a target string sequence di-
rectly by an encoder-decoder framework [64, 65, 69]. These methods used Convolutional Neu-

ral Network– (CNN) based backbones for visual feature extraction, Bidirectional Long-Short

Term Memory (BiLSTM) or Gated Recurrent Unit for sequence modelling, and Connectionist

Temporal Classification (CTC) loss for classification [5, 42, 47, 65]. Later, as the attention mech-
anism proposed by Bahdanau et al. [6] gained popularity, CTC was replaced with an attention-
based sequence-to-sequence architecture [5, 48]. With the advent of transformers in deep learn-
ing, RNN decoders were further replaced with transformer-based architectures in text recognition
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Fig. 1. Proposed pipeline for digitizing MCP cards.

models [12, 25, 34, 36, 66]. These hybrid CNN-transformer-based architectures are now widely
used for text recognition. As vision transformers were introduced in computer vision, a number of
architectures have replaced CNN encoders with vision transformers and their variants to obtain
state-of-the-art performance [3, 9]. In our work, we use an attention-based sequence-to-sequence
architecture, inspired from the work done by Baek et al. [5].

3 METHODOLOGY

We next describe the end-to-end pipeline for digitization of the MCP cards, as shown in Figure 1.
Images of the immunization page of the MCP card are captured through a smartphone camera
and aligned with a standard template image for the page. A series of steps, called homography-
based alignment, are then used to identify relevant ROIs on the page. These ROIs contain the
immunization dates written in a day/month/year format for each vaccination. The extracted ROIs
are then processed through an RNN-based text recognition classifier.

3.1 Global Homography Estimation

Given a test image, we want to find a correspondence between pixels of the test image and the
pixels of a prior template image of the same. Using this mapping, we can then align the test image

ACM Journal on Computing and Sustainable Societies, Vol. 1, No. 1, Article 2. Publication date: September 2023.
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with the template by applying a perspective transformation. This step, called Global Homography
Estimation, can be performed by defining a 3 × 3 matrix with 8 degrees of freedom as follows (in
Equation (3), h33 is assumed to be 1):

Hд =
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x ′ =
h11x + h12y + h13

h31x + h32y + h33
,y ′ =

h21x + h22y + h23

h31x + h32y + h33
. (3)

The matrix Hд can be estimated with four pairs of corresponding pixels. Various algorithms ex-
ist to find the correspondence between pixels of a template and a test image (captured real image):
Feature-matching algorithms such as Scale Invariant Feature Transform (SIFT), Speeded Up

Robust Features (SURF), Oriented FAST and Rotated BRIEF (ORB), and Binary Robust In-

variant Scalable Keypoints (BRISK) have been used extensively for such tasks [11, 37, 45, 60].
Several studies have found SIFT to be the most accurate feature-detector/descriptor at different
scales and with rotation and affine variations [71]. We therefore use the SIFT algorithm. It first
detects/identifies a subset of pixels in test and template images as key-points, and then returns
a descriptor for each detected key-point. The key-points between the template and test images
are matched based on the distance between the descriptors. The matched key-points are used to
estimate Hд . For this estimation, the RANdom SAmple Consensus (RANSAC) [26] algorithm
is among the most widely used method. It works by iteratively selecting a subset of matched key-
points and uses them to compute a preliminary estimate of Hд . A threshold is then used to deter-
mine which of the remaining key-points are consistent with the estimate and are considered as
inliers, and the final estimate ofHд is calculated using these inliers. More recently, the MAGSAC [7]
and MAGSAC++ [8] algorithms have been proposed, which do not require a user-defined inlier-
outlier threshold, and these methods have been shown to outperform RANSAC in various tasks
including homography estimation [8]. We use the OpenCV library [13] implementation of these al-
gorithms for homography estimation. The final estimated global homography matrix is then used
to transform test images into images that are aligned with the template.

3.2 Local Homography-based Correction

Global homography is, however, not sufficient by itself. We observed that it fails to accurately
align the test image with the template when the images have irregularities such as curved pages
or extreme perspective distortion. Some such images are shown in Figure 2. This is not surprising,
since mathematically the homography-based alignment is valid only if the two matching scenes
are planar in three dimensions (3D). Therefore, a single global homography is not valid for all the
relevant ROIs of a test image if the captured page is curved in 3D. Such cases are quite common in
our dataset. The MCP card is in the shape of a booklet with a stapler pin in the middle; therefore the
two parts of the booklet are usually in different 3D planes. Although we did provide clipboards to
the health workers, on which they could place the card before photographing it, to reduce such dis-
tortions, many health workers went on to take photographs without the clipboards. Further, since
the card remains with the caregiver and is not hard bound, it gets especially frayed at the edges after
multiple uses and led to an arbitrary curving of the page/booklet at multiple places in most images.
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Fig. 2. Samples of MCP card images in our dataset. Bottom row shows the ROIs marked on curved images

using global alignment.

We address this issue through a local homography step. The Hд global homography is coarse
but useful to remove background noise outside the card region and to normalize rotations and
less severe distortions. Since different regions of the processed image may belong to different
planes due to page curvature, we next perform template matching of local regions separately. The
assumption is that though the whole page is not a 3D plane, the individual local portions are still
planar and can be aligned locally with the corresponding regions of the template. We divide the
template image into n overlapping local regions, as shown in Figure 3, by advancing a sliding
window such that adjacent regions have 66.67% of overlap. Note that we could have worked
with non-overlapping local regions as well; however, this leads to too-small a local area, with
fewer key-points and hence difficulty in computing local homography robustly. Similarly, the test
image warped with the global homography step is also divided into n regions. For each region,
we perform the key-point matching and estimate the homography H i

l
. Each region is then trans-

formed by the corresponding homography matrix. Empirically, we find n = 4 performs well in our
scenario,

X
′
i = H i

l · Hд · X ∀i ∈ [1,n]. (4)

3.3 Text Recognition Module

Each ROI extracted through the global–local homography step above is then processed through an
attention-based sequence-to-sequence architecture as the text recognition model. The architecture
is inspired from the work done by Baek et al. [5]. Given a cropped word image, first a Resnet-
50-based [30] backbone is used to obtain the feature maps. Each column of these feature maps
is considered as a frame in a sequence and passed to a Bi-LSTM layer for extracting contextual
information [65]. Finally, attention is used to transform the input sequence into the output text
string [18].
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Fig. 3. Global vs. Local method of Image alignment.

Blank Date Field Identification: Before applying text recognition to the extracted ROI, we also
check whether the ROI contains a date or is empty. Similarly to the text recognition module, the
classification model comprises a ResNet-50 backbone with a linear layer and softmax function that
returns the likelihood that the ROI has a date or is blank. The model was trained on approximately
60,000 images and tested on 20,000 images, of which half contained dates and the remaining were
blank. The model achieved a true positive rate of 99.76% (predicting blank cells as blank) and a
true negative rate of 100% (predict non-blank cells as non-blank). To further increase the accuracy
of the model, a validity check is done during the text recognition phase to check whether the
predicted dates are valid or invalid. Rejecting invalid dates yields a true positive rate of 100%.

Text Recognition: The text recognition module is used to process the ROIs and produce corre-
sponding date strings as output. In our two-stage global–local homography method, we obtain
multiple candidate ROIs for each date field. We perform OCR prediction on all the ROIs and com-
pute confidence scores for each prediction. The prediction with the highest confidence score is
selected as the final output. In the next section, we present a detailed analysis of the results ob-
tained using this approach.

4 EXPERIMENTS AND RESULTS

Our dataset consists of smartphone-captured photographs of Mother and Child Protection cards.
Each image has a resolution of 4,000 × 3,000 and contains two pages, with a total of 28 fields that
include handwritten vaccination dates. The dates are written in the format of day/month/year and
are separated by a forward slash. The data were collected by 80 healthcare workers (Auxiliary

Nurse and Midwives (ANMs)) and was progressively gathered from February 2020 to April 2022.
The dates in the dataset range from 2017 to 2021. There are 5,388 cards in the dataset. Some sample
images are shown in Figure 2. The dataset is divided into two parts: (a) “Clean ROIs,” which consist
of 42,900 date ROIs precisely cropped from approximately 3,600 cards and are used for training and
validation of the text recognition OCR, and (b) “In the wild ROIs,” which are used as a test dataset,
are obtained from the remaining approximately 1,800 cards, and contain 27,885 date ROIs but that
may not be cleanly cropped. The ROIs in the test dataset are produced using the global–local
alignment method described earlier. Dates written on the images were annotated by an in-house
team of data entry operators for OCR model training and evaluation. In addition, to evaluate ROI
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Table 1. Average Intersection over Union (IoU) for Various Text Detection Models on Original Regular

and Distorted Images, as Well as Images Corrected First Using Global Homography

Method
Average IoU (Original Images) Average IoU (Corrected Images)

Regular Images Distorted Images Regular Images Distorted Images

DB [40] 0.21 0.15 0.22 0.18
TextFuseNet [81] 0.08 0.02 0.11 0.06
PP-OCR [23] 0.28 0.24 0.35 0.31
MS Azure 0.47 0.39 0.45 0.42
Google Cloud 0.43 0.40 0.42 0.40

Ours (Global) 0.88 0.63 0.88 0.63
Ours (Global+Local) 0.90 0.82 0.90 0.82

Our methods maintain the advantage over competitive approaches by a significant margin.

alignment, we marked bounding boxes manually for 100 × 28 date ROIs on 200 MCP cards (100
with clearly distorted photographs and 100 with relatively clean photographs).

4.1 Evaluation

We next present results from a series of experiments on text detection and text recognition tasks
to evaluate our methods. We compare our solution with state-of-the-art models and commercial
OCR APIs. We also demonstrate how to handle dates for unseen years, i.e., images taken in future
years for which the training dataset may not have seen samples of dates for these years. Finally,
we evaluate the generalizability of our method by creating new MCP card formats and assess if
the same method works on them.

Text Detection accuracy: We compare the performance of our homography-based method with
some recently proposed pre-trained scene text detection models, viz. DB [41], TextFuseNet [81],
and the model provided by the PP-OCR [23] library. Additionally, we evaluate commercial OCR
APIs of the Microsoft Azure Form Recognizer and Google Vision. We estimate mean Intersection

over Union (IoU) scores between ground-truth bounding boxes and the predicted ones to evaluate
the performance. Table 1 shows the average IoU score obtained on the 100 distorted and 100 clean
card images. We categorize the images as clean or distorted based on the number of SIFT key-point
matches between the template and the images. The scene text detection models [23, 41, 81] can be
seen to perform poorly on our test dataset. Popular OCR APIs of Azure and Google Vision perform
comparatively better, although their performance is still significantly lower than ours. A possible
reason is that these models detect several dates as a single text instance, and they also fit tighter
bounding boxes, whereas our annotations incorporate the entire date ROI (cf. Figure 4).

We also evaluate the performance of these models on images that are first corrected using the
global homography step. Although there is a slight improvement in the IoU scores, our method
still outperforms the others, as shown in Table 1. When comparing the performance of global
homography with the two-step global–local homography, we find that our proposed two-stage
alignment method results in a slight improvement for clean images but a significant improvement
for distorted images (improvement in IoU by 0.19). This demonstrates the effectiveness of our
method in correcting distorted images.

Text Recognition Accuracy: To train our OCR model, we use a combination of approximately
40,000 original and 50,000 synthetic dates generated using a crop-and-combine data combina-
tion strategy, explained in detail in the next section. Similarly to Reference [5], we adopt the
AdaDelta [82] optimizer, with a decay rate of 0.95. The batch size for training is kept at 192. We
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Fig. 4. Text detection comparison: Azure OCR, Google vision and our global and local refinement approach.

train the model for 10,000 iterations. We use 20,000 of the synthetically generated dates to validate
the model after every 500 training steps and select the model with the highest validation accuracy.

Using this trained OCR model, we next evaluate the performance of our entire OCR pipeline
against popular document recognition APIs provided by Microsoft Azure and Google Vision. These
APIs utilize text detection-based methods. We calculate the final date recognition accuracy for each
approach, including the accuracy for day, month, and year, as well as the date and character level
accuracy (1-Norm Edit Distance). As shown in Table 2, our OCR system outperforms these APIs
by a significant margin, achieving 93.50% accuracy compared to 43.18% and 40.03% accuracy for
Microsoft Azure and Google Vision, respectively. As shown in Figure 4, this is because the Azure
and Google APIs are unable to detect all the dates, or the entire date region. Further, these APIs
frequently confuse the slash “/” symbol in dates, mistaking it as the digit “1.” This is particularly
seen in distorted images. Our pipeline resolves these issues by first aligning the images with a
template to extract all dates and the entire date region, and the OCR trained locally on our data is
able to distinguish the “/” from a “1.”

To further evaluate the performance of commercial OCR APIs on handwritten text, we con-
ducted an experiment in which we replaced our OCR model with these APIs and evaluated their
performance on ROI extracted using our global and global–local homography methods. As shown
in Table 2, the date recognition accuracy for Microsoft Azure and Google Vision significantly im-
proves when using this approach compared to predicting on raw card images. The global–local
alignment method results in an improvement of approximately 11% on date recognition accuracy
for both Microsoft Azure and Google Vision as compared to raw images. These results demonstrate
the superiority of our template-matching-based strategy over text detection-based methods. This
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Table 2. Comparison of the Accuracy Obtained Using Azure OCR and Google Vision with

Our OCR Pipeline

Method Day Month Year Date Accuracy(%) Char Accuracy(%)

MS Azure 55.35 49.78 47.60 43.18 79.26
Google Cloud 52.75 46.00 43.80 40.03 75.02

Global alignment + MS Azure 63.35 59.05 55.64 51.19 83.24
Local alignment + MS Azure 65.45 60.12 58.77 54.25 86.17
Global alignment + Google Cloud 58.42 53.36 49.41 47.82 79.80
Local alignment + Google Cloud 61.24 54.47 52.96 51.53 81.82

Global alignment (Ours) 97.37 96.10 95.23 91.41 98.17
Local alignment (Ours) 97.55 97.21 98.38 93.50 98.73

The best-performing model is highlighted in bold text.

Fig. 5. Synthetic dates generated using crop-and-combine technique.

experiment also suggests that our proposed method may be easily adapted for diverse OCR tasks
by simply replacing the text recognition module with an OCR model trained on different text data
if a template image is available.

Handling of Unseen Years—Synthetic Data Generation: Due to the progressive collection of
the dataset and simultaneous launch of the application for community health workers, the training
dataset contained only cards with dates in 2020 or earlier. When tested on freshly collected cards
in 2021, the accuracy dropped, because the model was not able to predict unseen 2021 dates. The
issue could be resolved by fine-tuning the model on new dates from 2021, but this may require the
annotation of many images. Instead, we utilized a crop-and-combine data augmentation technique
to produce synthetic dates from less amount of data.

We carefully cropped the day, month, and year from 50 photos containing the year 2021. These
cropped images were mixed in various permutations to generate new dates, while ensuring the
validity of the resulting date, as shown in Figure 5. We trained the model by merging the training
dataset with 50,000 such synthetically produced dates. We then compared the performance of this
model with other strategies: the baseline model that failed to predict dates in 2021 and the baseline
model fine-tuned with additional dates from 2021. We experimented with 50 additional dates and
then 100, 500, and 1,000. The performance of these methods is shown in Table 3. The model trained
on the crop-and-combine synthetic data requires fewer annotated dates and yet outperforms other
models. Table 3 also shows that the two stage global–local alignment approach works better than
a single stage global alignment.

4.2 Confidence-based Segregation for Manual Correction

In a practical setting, if images that are likely to have incorrect predictions can be segregated, then
they can be annotated manually by data entry operators. We hypothesize that incorrect predictions
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Table 3. Performance of an OCR System Trained on Various Datasets and Evaluated on Clean ROIs and

ROIs Obtained from Our Global and Global+local Alignment Method

Training Dataset Clean ROIs (Test) Test ROIs (Global Alignment) Test ROIs (Global+Local Alignment)

Y < 2021 Y = 2021 Overall Y < 2021 Y = 2021 Overall

D M Y Date D M Y D M Y Date D M Y D M Y Date

Clean ROIs 97.99 98.85 99.60 96.73 94.33 94.83 97.18 94.66 95.05 89.14 85.25 94.89 96.26 98.12 95.86 96.91 90.49 88.31
Clean ROIs+50 98.01 99.13 99.67 97.01 94.12 94.95 97.02 95.07 95.93 90.19 86.91 95.55 96.32 98.10 96.38 97.04 91.72 89.10
Clean ROIs+100 97.87 98.83 99.67 96.61 94.09 95.46 96.95 95.16 95.97 92.00 88.13 95.65 96.78 97.97 96.46 97.14 93.07 90.30
Clean ROIs+1000 97.85 99.04 99.65 96.82 93.84 95.03 96.34 95.34 96.45 97.28 90.58 95.57 96.38 97.62 96.57 97.44 98.06 92.78
Clean ROIs+Synthetic 97.92 98.83 99.72 96.85 94.27 95.74 95.48 95.83 96.96 98.56 91.41 95.83 96.11 96.96 97.68 97.90 99.29 93.50

The table shows the performance of the system in terms of the percentage of correctly recognized dates (D), months

(M), and years (Y) as well as the overall date recognition accuracy.

Table 4. Evaluating the Effectiveness and Cost of Manual Correction on Low-confidence Predictions

Low Confidence Group
High Confidence

Group

Overall Improved

Accuracy

Cost per

1,000 Cards

Time Taken per

1,000 Cards

Threshold Data (%) Accuracy (%)

0.6 2.76 18.32 95.08 95.61 INR 2,415 1.6 days
0.7 4.32 21.64 95.64 95.93 INR 3,398 2.3 days
0.8 7.12 28.91 96.47 96.73 INR 4,679 3.2 days
0.9 18.35 74.26 97.84 98.23 INR 6,850 4.6 days

are likely to have a low model confidence. We therefore divide the input data into two groups, a
low confidence group (confidence < threshold) and a high confidence group (confidence ≥ thresh-
old), using different thresholds. The model’s confidence in a given date prediction is calculated
by multiplying the probability of each individual character in the predicted date. We then mark
all the date ROIs in the input images for which this confidence is below a certain threshold. We
assume that all such marked images in the low confidence group can be handed over to data entry
operators for manual annotation and can then be accurately annotated.

Table 4 shows the improved overall accuracy for different confidence thresholds along with the
cost of manual annotation for the flagged images. The threshold can be chosen based on a tradeoff
between cost and accuracy. For example, if a threshold of 0.8 is selected instead of 0.6, then the
overall accuracy can be improved from 95.61% to 96.73% at an additional cost of INR 2,264 and
1.6 days of additional time for annotation by one data entry operator, as shown in Table 4. We
calculated the cost projections using the following parameters based on the payments made and
throughput noticed for the labeling tasks conducted for this study: Annotation cost of INR 20 per
form and 75 forms annotated per day by one data entry operator working for 8 hours in a day.

4.3 Generalizability across Different Vaccination Cards

Our dataset, as shown in Figure 2, is built on the standard MCP vaccination card that is used by
the public health system throughout the country. To evaluate the generalizability of our approach,
we created four new vaccination card templates with different layouts, ROI sizes, background
color, and texture. We manually filled out 10 cards of each type, having a total of approximately
1,000 dates, and deliberately created distortions by bending and crumpling the cards. We then
evaluated our end-to-end OCR pipeline on these images. Figure 6 illustrates some examples from
this dataset.

The results shown in Table 5 demonstrate that our proposed method of global–local homogra-
phy continues to give a significant improvement in accuracy over popular OCR APIs even with
different form layouts. This suggests that our approach is robust and able to handle variations
in document layout and appearance. Our approach could easily be adapted to other types of
documents too by replacing the OCR model for date recognition with models suited to specific
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Fig. 6. Different types of cards designed to verify the generalizability of the method.

Table 5. Performance of Global-Local Alignment on a Diverse Card Dataset:

Consistently Better Accuracy Indicates the Generalizability of Our Approach

Method Day Month Year Date

Google Cloud 32.50 35.21 32.78 30.20
MS Azure 42.08 44.86 41.60 40.83

Global alignment 80.09 84.19 77.09 74.97
Global+Local alignment 90.94 91.26 89.89 86.14

languages or tasks. The template-matching technique developed by us does not require any train-
ing and performs well regardless of the form’s design; it can be utilized to extract information
accurately from any form based on the template image of an empty form. Users can thus design
new forms for data collection and leverage our pipeline to achieve accurate extraction of informa-
tion from distorted and rotated images.

Overall, our experiments demonstrate the effectiveness and generalizability of our global–local
alignment approach for OCR.

5 FIELD TESTING

We conducted a field implementation and evaluation of our methodology in the Hardoi district
(population 4 million), a low-performing rural district of the state of UP in India. Two administra-
tive blocks (each of roughly 200,000 population) in the district were selected for the study by the
UP State EPI Officer (SEPIO). Study participants included health services personnel at the block
and community levels and immunization program beneficiaries (vaccine-age children and their
families) from the general population. Relevant ethics approvals were obtained,3 and the study
protocol was registered [2].

5.1 SnapVaxx Application

We next outline the smartphone application that we developed for frontline health workers to click
photographs of the MCP cards and to leverage several features on the application that became vi-
able as a consequence of the digitization of the photographs. Immunizations in the Indian public

3Gram Vaani Institutional Committee for Ethics and Review of Research (ICER) on August 2, 2019. Comité d’éthique de la

recherche en sciences et en santé (CERSES), Université de Montréal Certificate #CERSES-20-166-D. on December 17, 2020.
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Fig. 7. Illustrating the steps during a VHND. (a) The ANM records vaccination dates on the Mother and

Child Protection card. (b) The ANM scans the QR code on the card to identify the child. (c) The ANM takes

an image of the card using the Snapvaxx application.

health system in rural areas are conducted by frontline health workers called ANMs. Each ANM
is responsible for approximately eight immunization microplan areas (defined geographies with a
population of roughly 1,000 used for service planning and delivery) and visits each of these areas
once a month on Wednesdays or Saturdays. These days, called the Village Health and Nutrition

Days (VHNDs), are announced in advance to the different villages. Families with children requir-
ing a vaccination dose come to a designated site, often an Anganwadi Center, to receive the vacci-
nations on these VHNDs. To ensure that families do not miss out on their routine immunizations,
village-level community health workers, called Accredited Social Health Activist (ASHA), take
on the responsibility to remind families through home visits about upcoming vaccinations of their
children.

5.1.1 Assessing Feature Requirements. We fielded a cross-sectional study of 30 VHNDs to pro-
vide a provide a snapshot of health services functioning [33] and conducted four workshops with
ANMs and ASHAs to understand the challenges that they faced in their operations. A prominent
requirement that emerged for the ANMs was to generate due-lists of children at each VHND so
that they could track upcoming vaccinations and monitor any drop-outs. Another requirement
was to generate reports on the number of vaccinations administered in each VHND, which ANMs
would do manually in the absence of digitized methods. The key requirement that emerged for
the ASHAs was similar—to receive the due-list in advance and use these to remind families about
upcoming VHNDs that they should attend.

5.1.2 Feature Design. We accordingly designed an Android app called SnapVaxx, integrated
with an IVR system for reminder messaging, to fit into the daily vaccination workflow. On any
given VHND, ANMs receive one-by-one a child requiring vaccination, administer the dose to the
child, fill out the MCP card for the child, make a note in their register, and return the MCP card
to families, where it serves as an essential home-based record as recommended by World Health
Organizations [76]. We intervened in this process so that right after the MCP card was filled out,
the ANMs would take a picture of the card from the SnapVaxx app. Figure 7 shows one such VHND
in operation. The picture of the MCP card would then be uploaded to our server in an opportunistic
manner, whenever connectivity is available, digitized either manually by an in-house team of data
entry operators or automatically through the end-to-end OCR pipeline discussed in this article,
and the processed data would be added to a database. The database was organized by child so as
to keep track of the vaccination record for each child. A unique ID was created for each child in
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Table 6. Comprehensive Overview of SnapVaxx Application Features

Feature Description

Optical scanning “Point and click” capture of vaccination data
Beneficiary communication Voice messages (pre-session reminder, post-session

handshake, ad hoc for session postponement or
cancellation) [32]

Due list & clinical practice
guidance • Automated generation of the due list for each im-

munization session, and inbuilt guidance on tim-
ing and administration of doses to enhance quality
of care for standard and catch-up vaccination.
• State-of-the-art algorithms for valid timing and

administration of doses were constructed based
on the 2017 PAHO-TAG/WHO-SAGE guidance for
electronic immunization registries [52], Indian Na-
tional Immunization Guidelines updated for new
antigens (rotavirus, PCV, IPV, JE) [28], and 2020
SAGE immunization guidance [78]. Algorithms
were reviewed by a medical doctor and former
member of India’s NTAGI.

Supply problems To capture problems such as no vaccines or insufficient
vaccines for system feedback.

Reasons for missed doses Reasons were identified by health workers and
cross-checked with beneficiaries. The categories were
developed based on a 2019 framework by Ozawa
et al. [51] and the UNICEF health and immunization
journey, and refined in consultation with ANMs.

Digital register A scannable paper register requested by the ANMs. It
replaces an existing form, captures pregnancy, neonatal
care and vaccination, and serves as a failsafe in case of
system failures.

Dashboards & reporting Autogenerated reports for ANMs and officials to
support meetings. Analytics and visualizations to aid in
system planning, for block and district officials.

the database: Whenever a new MCP card (belonging to a new child) was encountered by an ANM,
she would paste a QR-coded sticker on the frontpage of the MCP card. Whenever subsequently
she wanted to click a photo of the vaccination page, she would first scan the QR code pasted on
the MCP card to identify the child and then take the photo of the vaccination page. Figure 7(b)
shows one such card with a QR code pasted on it. Stickers carrying these QR codes were handed
out in bulk to the ANMs at the start of the field testing exercise.

Based on this per-child record, a due-list feature was built in the SnapVaxx app through which
an ANM could obtain the list of upcoming VHNDs for herself, and for each VHND she could
obtain the list of children and the corresponding vaccines due for each child, along with additional
features as described in Table 6. These features were built on an algorithm for optimal timing
and validity of vaccine doses developed via synthesis of the Government of India’s immunization
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schedule and guidance about optimal timing and validity from the World Health Organization

(WHO) and validated by an Indian medical doctor with recognized expertise in vaccination. Based
on this algorithm, cases of children were also flagged who had missed a dose, and a feature was
provided for the ANM to place a call to the families of these children through the app itself. The
due-list feature also provided inbuilt guidance for catch-up vaccination, where dose administration
can be more complex.

Figure 8 shows screenshots of the due-list and VHND report. We did not anticipate most ASHAs
to have smartphones, and hence the due-list was sent to them via SMS. Further, automated re-
minder calls through the IVR system were placed to the families to announce upcoming VHNDs
and the vaccine that was due for their children.

5.1.3 Initial Testing. We next field tested the application with the health workers. We observed
that some of the photographs clicked by them did not contain the entire card due to an improper
positioning of the camera, blurred focus, shaken photos, and so on. We therefore implemented a
card rejection algorithm on the SnapVaxx application using the SURF algorithm [10]. We chose
to use SURF due to its low computation overhead as compared to SIFT-based key-point matching,
since it was to be deployed on the phone itself. The algorithm compares key-points between a
template image and the captured image, and if the number of matched key-points is below a pre-
defined threshold, then the captured image is rejected instantly, and the user is prompted to click
another photograph. During further testing, however, we found that the SURF-based card rejec-
tion algorithm was producing many false negatives by rejecting valid photographs, which became
annoying for the health workers.

We therefore relaxed the SURF threshold and decided instead to rely on providing a clipboard
to the ANMs upon which they could place the card and to train them well to ensure that the entire
card image was being captured. After providing proper training and instructions, we found that
good-quality images were being clicked, and a post-intervention analysis of 5,000 photographs
showed that the card had been placed correctly on a clipboard in 80% of these pictures, and all
date ROIs were visible in 90% of the pictures. If a poorly photographed card did reach the OCR
pipeline, then our date validation and confidence-based thresholding was able to filter them out
and place them for manual processing.

5.2 Process Evaluation of the Intervention

We had originally planned to evaluate the implementation and impact of our approach on child
immunization coverage in a controlled pre-post mixed-methods study in the Hardoi district, Uttar
Pradesh, India. The study was implemented in two administrative blocks and divided into a pre-
intervention phase (October 5, 2019 to January 2, 2020) and an intervention phase (October 1,
2020 to March 31, 2021, with endline data collection until April 30 2021). In December 2020, one
block was chosen to receive the intervention and the other designated as control by the SEPIO.
Due to the COVID-19 pandemic, the study was interrupted from March to September 2020 and
again in April 2021. COVID-19 disruptions forced us to shorten the intervention period from the
planned 18 months to 5 months and to eliminate the end line household survey. Assessment of
impact was thus infeasible; however, we were able to conduct the planned process evaluation to
assess intervention feasibility, uptake, acceptability, and satisfaction and to draw lessons for future
scale-up. The process evaluation focused on the experience of the intervention block during the
intervention phase.

During the intervention period, approximately 7,900 MCP cards were photographed corre-
sponding to 7,720 children and 16,895 reminder IVR calls were made to their families. Since the
end-to-end OCR pipeline was not ready during the intervention period, a web-based data entry
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Fig. 8. SnapVaxx Application: (a) ANM using the application to photograph an MCP card. (b) The VHND

feature in the application displays a list of VHNDs, and upon selecting a VHND the ANM can view the

due-list of children for that VHND and the corresponding vaccinations that are due, with a report that is

computed post the vaccinations that were administered. (c) Panel (b) translated into English.

interface was prepared for in-house operators to digitize the photographs of the MCP cards within
a turnaround time of 4 hours after clicking the pictures. This helped prepare the dataset used for
the OCR models described earlier and gave a near real-time feel of automated digitization of the
MCP cards.
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To assess intervention feasibility and uptake, direct observations of immunization sessions were
conducted by a local survey team, who made unannounced visits to 74 VHNDs in the intervention
group. The following technology and process challenges were observed in these sessions: guest
child (child not in the local due-list) 18/74 sessions (24%), ANM forgot to carry the clipboard to
hold the MCP cards 6/74 (8%), beneficiary forgot to bring MCP card 5/74 (6%), ANM forgot to carry
phone 1/74 (1%), ANM forgot to carry QR codes 1/74 (1%), and shortage of MCP cards 1/74 (1%).
The following were anticipated but not observed 0/74 (0%): insufficient QR codes, mobile battery
problem, network problem, and technical problems with the SnapVaxx app.

We also collected perspectives from ANMs, ASHAs, and child caregivers. Of the 40 ANMs
trained to use the SnapVaxx app, 3 were promoted/transferred after training, 5 were unreachable,
2 had COVID-19, 1 ANM’s father had just died, and the remaining 29 participated in exit inter-
views; 100% reported using the app, 25/29 (86%) said they experienced no difficulties, 1/29 (4%)
said she did not know all the app features, 1/29 (4%) repored a network problem, 1/29 (4%) said
that VHND sites were not displayed but the problem is now fixed, and 1/29 (4%) reported some-
times having problems in card scanning; 23/29 (79%) reported that the SnapVaxx app was useful
in their work, 3/29 (10%) said that it increased their workload, and 3/29 (10%) said that it did not
help them. When asked about which feature of the app they liked the most, 14/29 (48%) reported
the due-list feature, 5/29 (17%) reported card scanning, 4/29 (14%) reported no features, 3/29 (10%)
said that everything is good, and 2/29 (7%) reported family vaccination reminders as being useful.

Exit interviews were also conducted by phone with 147 ASHAs (of 205 ASHAs registered in the
block). In response to whether they received the due-list before the VHNDs, 122/147 (83%) said yes
and 13/147 (9%) said no. Regarding how difficult the due-list was to use, 129/131 (99%) reported
that it was easy to use, 1/131 (1%) said that it was not easy, and 124/131 (95%) found the due-list
to be useful. 83/147 (57%) said that they knew that SnapVaxx also sent messages to the families,
and of them 82/83 (99%) said that this was a useful service. Contrary to our expectation, though,
81% of the ASHAs reported having smartphones; a read-only version of the SnapVaxx app could
be offered to them in the future instead of sending due-lists over SMS.

Two hundred ninety-four families in the intervention group were also interviewed. Only 35/294
(12%) reported having received the IVR reminder messages, 205/294 (70%) reported that they did
not receive these messages, and 54/294 (19%) did not know. This low response rate of the surveyed
families did not match statistics from our service logs: We found that 8,113/16,895 (48%) reminder
messages were heard, and 41% post-vaccination feedback messages were heard as well. We at-
tribute this to several possible reasons: phone numbers of families may have changed in between,
or calls from unknown phone numbers may not have been received, and the phone may be in the
hands of male family members, whereas the exit interviews conducted during the VHNDs would
have been more often with female family members. We further note that the intervention took
place during the COVID-19 pandemic when families faced many difficulties, financial and other-
wise, which would have impacted their ability to maintain a phone balance or phone activity to
receive calls.

A dashboard with screens such as the the ones in Figure 9 were also populated based on the
field data. Health administrators appreciated these dashboards, which gave them a near real-time
view of the status of vaccinations at different levels of granularity.

5.3 Discussion

Our end-to-end methodology achieves a 93% accuracy, which is further enhanced to 98% through
a manual annotation of low-confidence predictions. This is lower cost and surpasses the accuracy
of single-pass digitization by human annotators (via Amazon Mechanical Turk) and is comparable
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Fig. 9. Real-time dashboards displaying vaccination rates at the block and VHND-site levels.

to double-pass annotation [17]. Additionally, the instant digitization enabled by our methodology
avoids delays and logistic issues to do with the collection and transportation of paper forms.

In addition to use in routine delivery of immunization, our OCR technology could be an efficient
and cost-effective way to collect vaccination data from cards in household surveys. To improve
the accuracy of survey-based vaccination data, the WHO recommends that photographs of the
vaccination cards be taken for future validation; our method automatically complies with these
recommendations [77].

Overall, we found that the SnapVaxx application fulfilled a real need, it was appreciated by the
health workers, and technologically it was found feasible to implement. The app can save time for
the health workers from manually entering data they first recorded on paper, and all the features
provided on the app are geared toward using this data to put useful tools in the hands of the
health workers. Many digital applications for health workers otherwise largely use the workers for
data collection, with monitoring mechanisms in place to ensure that the data collection is prompt
and complete, but with the data not put to any use for the health workers themselves [72]. We
attempted to intervene in this setup by demonstrating that appropriate technologies could indeed
be developed to empower health workers through data rather than using them simply as data
collectors and to improve the efficiency of data collection, as well. The results of our evaluation
were presented to the district and state government officials, philanthropic donors, and several
technology enterprises developing applications for health workers. Unfortunately, however, so far
we have not received any interest for adoption of the SnapVaxx application or methodology in the
digital public health system in India.

6 CONCLUSION

Field-based data collection is a key requirement in many social development programs. While
the use of digital devices to enter the data is desirable, it is still not practical in many settings.
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Hence, a paper-based recording and digitization using mobile captured images seems like a viable
alternative. However, despite the progress made over the past few years on scene text detection
and recognition, we observed that the state-of-the-art research techniques, as well as commercially
available cloud services, are still not able to cope with the challenges posed by on-field settings.
In this work we developed a robust OCR pipeline using a mix of conventional and modern deep
learning techniques. Though there is still scope for improvement, we show that our technique
works successfully in the field.
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