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Abstract

Image segmentation and layer extraction in video refer to the process of segmenting the image or video

frames into various constituent objects. Automatic techniques for these are not always suitable, as the

objective is often difficult to describe. With the advent of interactive techniques in the field, these algo-

rithms are now usable for selecting an object of interest in an image or video precisely with less efforts.

Object segmentation brings up various other possibilitieslike cut and paste of objects from one image

or video to another.

Object removal in image and videos is another application ofinterest. As the name suggest the task is to

eliminate an object from the image or video. This involves recovering the information of the background

previously occluded by the object. Object removal in both image and videos have found interesting ap-

plications especially in the entertainment industry. The concept of filling-in of information from the

surrounding region for images and surrounding frames for videos has been applied for recovering dam-

aged images or clips.

This thesis presents two new approaches. The first is for object segmentation or layer extraction from

a video. This method allows segmenting complex objects in videos, which can have difficult motion

model. The algorithm integrates a robust points tracking algorithm to a 3D graph cuts formulation.

Tracking is used for propagating the user given seeds in key frames to the intermediate frames which

helps to provide better initialization to the graph cuts optimization. The second is an approach for video

completion in indoor scenes. We propose a novel method for video completion using multiview infor-

mation without applying a full frame or complete motion segmentation. The heart of the algorithm is

a method to partition the scenes into regions supporting multiple homographies based on a geometric

formulation and thereby providing precise segmentation even at the points where the actual scene in-

formation is missing due to the removal of the object. We demonstrate our algorithms on a number of

representative videos. We also present a few directions forfuture work that extends the work presented

here.
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Chapter 1

Introduction

With the increase in the storage capabilities, images and videos are increasingly becoming very pop-

ular form of stored data. A large number of handhelds available in the market have ability to capture

images and videos. The increasing availability of such formof data increases the need for ways of ma-

nipulating the captured information to suit the user demands. As a result, image and video manipulation

has been an active topic of research in the recent past. Many techniques which were traditionally used

in motion pictures for creating special effects mainly by experienced artists on specialized hardware are

now becoming more and more automated and easy to use. The special setup and hardware is slowly

being replaced by more advanced algorithms in software. Many interesting video editing applications

have been demonstrated recently including video sprites [64], video textures [65], video matching [63],

motion magnification [48], video synthesis and editing [8] and automatic photo pop-up [30].

As computing power has increased over the years the algorithms have become faster and real time.

The improved speed of the algorithm makes user interaction possible while the algorithm is in action.

Most image manipulation tools like Adobe Photoshop 7 [1] or GIMP [60] provide users with brushes

to perform various actions interactively rather than performing them automatically. The trend is to find

methods to improve the output with some user interaction rather than finding automatic methods with

less than optimal output. This has been illustrated by various recently proposed techniques like [3, 42,

46,47,57,71,72,77].

One of the interesting application of the image and video manipulation techniques is object seg-

mentation from an image or video. The segmented object can bepasted over a new background. The

problems of image segmentation and grouping remain great challenges to computer vision. Despite a

lot of work in the area the algorithms for image segmentationare still not as successful and versatile as

that of edge detection or other low-level vision problems. It is even believed that the problem of image

segmentation is an ill-defined one, as the expected output isnot well defined. The technique of extract-

ing an object with precise boundary information is known asMattingwhile that of pasting it over a new

background is termed asCompositing. These techniques find interesting uses in creating both natural

and unrealistic scenes. The area has have come a long way fromtraditional blue screen matting with

specialized setup to current natural image matting where nospecialized setup is needed. In recent years,
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these techniques have been extended to videos. An object’s trajectory over the frames is termed as a

layer. The process of extracting a layer from a video is therefore called layer extraction. An object can

be extracted from a video as a layer and directly composited on a different video. These techniques find

use in the entertainment industry where the actors commonlyperform in front of a studio background

and are later composited into complex environments.

The extraction of objects from images and videos has anotherinteresting application,viz object

removal. An unwanted object in the image or video is removed and background is recovered so as to

make the image or video look natural. Object removal is very regularly used in film post production to

improve the composition of the scene. Object removal is alsoused to repair bad films in which case the

destroyed part of the frame is removed. Interactive techniques to remove objects can also be beneficial

to individual users to clean up their amateur videos offline.

1.1 Layer Extraction

Layer extraction has been a topic of research in recent years. Many techniques have been proposed

for automatic segmentation of layers [39,66,78,81]. Automatic segmentation of video is useful in many

application like compression, coding, recognition [81]. Interactive segmentation of images [47,61] and

videos [46,77] has developed recently. The superior quality they achieve with minimal user interaction

makes them very attractive. These segmentation methods have objectives similar to those of layer

extraction. The extracted layers can be used in many applications of advanced video editing including

matting and compositing. The problem is closely related to the object tracking problem which also has

received lot of attention over the years.

The experience from the domain of image segmentation has been used in video layer extraction ap-

proaches to a large extent. Many techniques proposed for thetask [39, 81, 82] directly or indirectly de-

pend on clustering of motion vectors across frames similar to use the color values used in case of image

segmentation techniques. Graph cuts have also emerged recently as a popular method for segmenta-

tion of images [11]. The success of image segmentation techniques have motivated their application to

videos [46,77].

One way to extract layers in a video is to segment each frame independently. There are certain issues

which discourage the use of such techniques:

1. The object’s segmentation over individual frames may notprovide temporal continuity.

2. The segmentation information obtained in earlier framesis not used.

3. The technique will be slow due to the huge amount of re-computation at every frame.

We try to address these problems in this thesis. We propose a method in Chapter 3 based on the

assumption that objects in videos usually exhibit small motions over frames and also the frames are

temporally highly related. We use a multi-frame graph whichhelps maintain temporal continuity and
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leverage the segmentation obtained in one frame for later frames. We also prune a large part of the frame

from being a part of the minimization process, making the graph smaller in terms of number of nodes

and edges. Robust tracking provides hard constraints in thetarget frame which act as good seed points

for the graph cuts minimization of the next frame. We also useiterative graph cuts algorithm during

the interactive correction to make the interaction fast andreal time. Together, our algorithm provides

mostly automatic and accurate layers.

The layer obtained by our approach can then be used for variety of other applications like video

cutout, matting, compositing and object removal etc. The object’s mask found using our method can be

used to produce a trimap input to Bayesian matting [15] technique to find the precise alpha values for

the boundaries of the object. Our approach produces the output similar in quality to that of other video

matting techniques [14,53].

1.2 Object Removal and Video Completion

Segmenting and removing objects from images or videos is of much current interest. Object removal

leaves the image or video with unknown information where theobject was earlier placed. Missing

information recovery in images is calledinpainting. This is accomplished by inferring or guessing the

missing information from the surrounding regions. For videos, the process is termed ascompletion.

Video completion uses the information from the past and the future frames to fill the pixels in the

missing region. When no information is available for some pixels, inpainting algorithms are used to

fill them. Video completion has many applications. Post-production editing of professional videos in

creative ways is possible with effective video completion techniques. Video completion is perhaps most

useful for with home videos. Video can be cleaned up by removing unnecessary parts of the scene and

filling the gaps correctly. Inpainting and video completionis often interactive and involve the users as

the objective is to provide desirable and appealing output.

Image inpainting inevitably requires approximation as there is no way of obtaining the missing infor-

mation. For videos, the missing information in the current frame may be available from nearby frames.

Significant work has been done on inpainting and professional image manipulation applications and

tools exist to accomplish the task to various degrees. The solution to the problem of object removal

in video depends also on the scene complexity. Most video completion work has focused on scenes in

which a single background motion is present such as an outdoor scene. In scenes with multiple large

motion, motion layer segmentation methods are used to obtain different motions layers. A particular

layer can be removed by filling the information with the background layers. Another common approach

is the interpolation of the motion flow vectors of the unknownregion from the surrounding regions.

Scenes with multiple motion, such as indoor scenes, are challenging to these algorithms. For scenes

with many planes, motion model fitting may not be suitable as the boundaries between the layers are

not exact. This is especially problematic for video completion as the region being filled could straddle
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these boundaries. Periodicity of motion is also often used by techniques which fill the holes by patching

from some other part of the video.

In Chapter 4, we present a technique for video completion forindoor scenes. We concentrate on

scenes where the background motion consists of two or three planes in the neighborhood of the object

to be removed. Our main contribution is the use of the geometry of intersecting planes in multiple views

for motion segmentation, without applying a dense motion segmentation in the image. We also show

that segmentation of only the nearby background around the missing region is sufficient for the task of

video completion. Full-frame motion segmentation can thusbe avoided. The geometric nature of the

method ensures accurate and unique background assignment to the pixels in the unknown region, which

to the best of our knowledge is not possible with other video completion methods. We particularly

concentrate on scenes where the neighborhood around the object to be removed is planar in nature.

1.3 Contributions of the Thesis

This contributions of the thesis are in presenting two new approaches. The first is an object seg-

mentation or layer extraction technique for a video. This method allows segmenting complex objects

in videos, which can have difficult motion models. The algorithm integrates a robust point tracking

algorithm and a 3D graph cuts formulation. Tracking is used for propagating the user-given seeds in

key frames to the intermediate frames which helps to providebetter initialization to the graph cuts pro-

cess. The second contribution is an approach for video completion in indoor scenes. We propose a

novel method for video completion using multiview information without applying a full frame or com-

plete motion segmentation. The heart of the algorithm is a method to partition the scenes into regions

supporting multiple homographies based on a geometric formulation and thereby providing precise seg-

mentation even at points where the actual scene informationis missing due to the removal of the object.

We demonstrate our algorithm on a number of representative videos. We also present a few directions

for future work that extends the work presented here.

1.4 Organization of the Thesis

This chapter describes a general introduction to the problems we attempt to solve in the thesis. The

importance of the two problems, namely object segmentationand removal in videos is described.

Chapter 2 discusses the related and previous work in the fieldof layer extraction and object removal.

We review the related topics like image segmentation, semi-interactive image segmentation, interactive

image segmentation, matting, layer extraction, motion segmentation, image registration, image inpaint-

ing, texture synthesis, image completion and video completion or object removal. The chapter provides

a detailed review of various techniques which have been proposed over the years. The discussion pro-

vides a background into understanding the general problemsand issues faced in solving the problem

and the techniques which evolved to overcome them.
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1.4. ORGANIZATION OF THE THESIS 5

In Chapter 3, we discusses the details of our algorithm for layer extraction or object segmentation.

The problem of layer extraction is introduced in details there. The focus of the chapter is on our approach

and the advantages it provides over the current method for object segmentation in videos.

In Chapter 4, we describe the details of our algorithm for object removal in videos. We demonstrate

our novel approach of video completion which uses purely geometrical method and doesn’t involve any

approximation or interpolation.

We derive some conclusions and discuss areas for future workin Chapter 5.



Chapter 2

Related work

The work presented in this thesis spans two related problems. First is the object segmentation or layer

extraction in videos which deals with extracting out the setof pixels satisfying certain homogeneity

criteria such as color or motion from all the frames. The second problem is that of object removal from

the video where we remove the object from the video and fill thepixels belonging to the object by the

background information such that the video looks plausible.

Layer extraction problem is closely related to problems like image segmentation, object segmentation

in videos, image and video matting, interactive image editing, video editing and object removal [83].

Our video completion is closely related to a few well studiedproblems these include Image registration,

Inpainting and texture synthesis. In many cases the algorithm for completion of videos is considered as

an extension to an image completion algorithm. We provide a brief review of the related work in these

domains before discussing about the work in the field of videocompletion and object removal.

2.1 Image Segmentation

The problem of image segmentation has been studied for a longtime. The automated techniques

are based on clustering the image pixels based on a similarity criterion, which includes intensity or

color similarity and spatial coherence. Methods in this category were the earliest to be proposed. These

include Watershed segmentation [76] and Mean Shift segmentation [17]. Watershed segmentation visu-

alizes the image as a surface with the gray values or intensities at any particular pixel representing the

height of the surface at that point. The algorithm involves finding the points on the surface which are

local minima in the regions.

Mean shift segmentation models the problem of segmentationas clustering in the feature space while

giving importance to the image domain information also. Thesignificant features in images correspond

to regions with high density. First a radius and an initial location is chosen for the search window.

The algorithm then computes the mean shift vector and translates the search window by that amount

in each iteration until the mean shift vector is close to zerowhich represents a mode for the cluster.

This algorithm has the advantage of not requiring to know thenumber of final clusters. However, the
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2.2. SEMI-INTERACTIVE IMAGE SEGMENTATION 7

clustering decision is highly affected by color similaritywhich is used as the homogeneity criteria for

clustering.

More recently, Felzenszwalb and Huttenlocher [21] proposed an efficient graph-theoretical method

for segmentation, where the image is represented by a graph in which each pixel is a node and the edges

connect the neighboring pixels with weights proportional to their dissimilarity such as difference in in-

tensity, color, motion, location or some other local attribute. Their predicate for evaluating the existence

of boundary between two region is based on measuring inter-region and intra-region dissimilarity be-

tween pixels similart to the one proposed by Shi and Malik innormalized cuts[67]. The basic problem

with the automated methods is setting of some parameter for thresholding or weighting various terms

which in general is non intuitive and very specific to the image under consideration.

All the algorithms discussed above belong to the category ofbottom-up approaches, owing to the

generally output of these algorithms a new set of algorithmscalled the top bottom approaches were

proposed. Top-down approaches try to solve the image segmentation problem in a class specific sense.

These algorithms fit a deformable model of a known object for e.g a horse to the image. The shape of

the deformed model gives an estimate of the desired segmentation. Our method is itself a bottom-up

approach. We refer the reader to [44,58] for a details of sometop-down approaches.

2.2 Semi-interactive Image Segmentation

Methods like image snapping [25] and intelligent scissors [54] in Adobe Photoshop [1] allow users to

obtain a contour around the object boundary by roughly tracking the object’s boundary with the mouse.

As the mouse is moved across the contour the plausible boundary is calculated. If the boundary is not

satisfactory new seed points are added by the user. These methods rely on local features like gradient

information and Laplacian zero-crossing measures.

2.3 Interactive Image Segmentation

Recently techniques like Interactive image segmentation [11], Lazy Snapping [47], and GrabCut [61]

have demonstrated that with small user input the segmentation of an image can be driven according to

higher level context rather than the automatic color based segmentation techniques. The interactive

segmentation methods provide an easy way of segmenting complex objects in an image, which would

otherwise require tedious boundary selection.

Most interactive techniques are based on graph cuts [10,11]. In graph cuts based techniques, a graph

G = (V,E) is constructed such that the setV includes all the pixels in the image whereasE is the set

of edges connecting these pixels, similar to [21]. The objective is expressed in terms of minimization of

the energy which is defined as the sum of a data term and an smoothness term. Boykov and Jolly [11]

modeled the data term by pixel similarity to background or foreground using gray scale histogram. The

smoothness term is defined as the dissimilarity between two connected pixels. User interaction is needed
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to first provide the seed points for foreground and background regions from which the foreground and

background histograms are evaluated. User can also interactively improve the output of the optimization

by providing extra strokes and running an iterative optimization on the same graph again.

GrabCut [61] improves the interactive segmentation technique [11] first by making use of Gaussian

Mixture Model(GMM) to allow segmentation process in color domain instead of intensity histograms.

Secondly, the one shot graph cut minimization is replaced bya more powerful iterative procedure, which

iterates between estimation and parameter learning. Finally the user interaction requirements are relaxed

as user only needs to provide the background seeds.

GMMs are used for modeling the foreground and background regions in color space in [15,29,46,62].

Color space is more discriminative compared to gray scale and GMMs provide a compact representation

the of color values compared to color histograms. Color histograms have a large number of bins with

small frequency each bin.

2.4 Matting and Compositing

Matting is the process of obtaining accurate alpha values atthe boundaries of the object, called the

the alpha matte. The problem is solving the equation :

C = α ∗ F + (1 − α) ∗ B (2.1)

where F and B represent the foreground and the background color the pixel whose composited color

is C andα represents the alpha value. F, B andα constitute the seven unknowns. The problem is

under-constrained the number of equations is only three.

In blue screen matting technique [70], the desired foreground image is separated from a constant

or almost constant backing color, which has mostly been blue, thus giving the method the name. The

knowledge of the background color helps reducing the numberof variables from the original seven to

four.

Natural matting involves solving Equation 2.1 in a general case. In most natural matting systems,

the user specifies a trimap to the system specifying pixels which are (i) 100% foreground (α = 1) (ii)

100% background (α = 0) or (iii) unknown, i.e., for which the alpha is to be determined. The system

then estimates theα values for the unknown region. Ruzon and Tomasi [62] model the foreground and

background colors as a mixture of Gaussians for which the distribution P(F) and P(B) is learnt using

surrounding samples for an unknown point, theα value is then estimated as coming from an intermedi-

ate distribution P(C), somewhere between foreground and background distributions. The intermediate

distribution is also defined as a sum of Gaussians, each Gaussian is centered at a distinct mean valueC̄

located fractionally (according to a given alpha) along a line between the mean of each foreground and

background cluster pair with fractionally interpolated covarianceΣC . The optimal alpha is the one that

yields an optimal alpha is the one that yields an intermediate distribution for which the observed color

has the maximum probability. Chuanget al [15] model color distributions probabilistically and alpha is



2.5. LAYER EXTRACTION 9

obtained by finding a maximum a posteriori(MAP) estimate of the F, B andα values at a pixel given the

value of C. This requires modelling the probability distribution of the foreground and background color

from the nearby known foreground and background regions.

Poisson Matting [71] models the matting problem as a combination of automated global Poisson

matting and interactive local Poisson matting. Global Poisson matting is based on the idea that the

gradient of the foreground and background is very small compared to gradient of the alpha matte of

the image. This assumption doesn’t give very preciseα-values at points where F and B have strong

gradients and the method requires substantial applicationof the manual brushing tool or a local Poisson

matting step. The main requirement for most matting systemsis the specification of proper trimap input.

Matting techniques can be applied in cascade to our layer extraction method to obtain fine mattes after

the layers are extracted.

Compositing is easy once the precise alpha values are available at the boundary but methods like

and do not perform very well on highly textured regions wherethey can easily choose the wrong di-

rections [61]. Poisson editing [59] method allows seamlesscloning of two images. An object can be

selected imprecisely in source image and then transfered tothe destination image so it merges with

the background seamlessly. This method avoids the use of matting of the objects to be moved to the

destination image. The smooth mixing is implicitly determined by the method.

Advances in the methods for image segmentation and matting [15,71] have motivated the researchers

to provide similar techniques for videos. Chaunget al. proposed video matting [14], where they prop-

agate the user given trimaps for the key frames to the intermediate frames and apply image matting

technique on each frame. As discussed by Liet al [46], the dense optical flow can not be accurately

determined for all pixels and errors creep in. Other techniques like Interactive Video Cutout [77] and

Video Object Cut and Paste [46] allow extraction of the object from a video. Wanget al [77] proposed

taking user inputs for seeding across the set of frames via a special user interface. A 3D graph is con-

structed by using pixel, region and volume level nodes instead of only pixel nodes using a hierarchical

mean shift clustering [16] based on color similarity criteria. The graph cut minimization on this 3D

graph provides the segmentation for the video. The method provides for real-time correction via inter-

active graph cuts. Liet al’s approach is similar to Wanget al except for the use of only 2D regions as

the nodes and a method to improve the segmentation obtained by region level 3D graph cuts on video

by a pixel level 2D graph cuts on selective sub window of each frame.

2.5 Layer Extraction

Layer extraction methods usually rely on motion model estimation for a set of regions followed by

a clustering technique to cluster regions with similar motion models. In one of the earliest work on

layer extraction, Adelson and Wang [78] proposed the patch-wise motion model estimation followed

by clustering of patches with similar motion model. Ke and Kanade [39] formulated the problem of

layer extraction by first expanding the seed region into initial layers and then clustering them in a lower
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dimensional subspace. Xiaoet al. [81] proposed a technique for layer extraction by first obtaining

regions of seed correspondence and then growing them to arbitrary shapes using the graph cuts approach

integrated with level sets based formulation. The reader issuggested to refer to [81] for a more detailed

survey of layer extraction work.

Most of these techniques [39, 78, 81] target at automated layer extraction and in theory assume the

existence of a prominent single motion model for a layer. In practice, the object that we want to segment

from the video may not show consistency in motion model across its spread. Human motion is a typical

example. Layer extraction is closely related to motion segmentation, which we discuss in Section 2.6.

Interactive methods are sometimes more suitable because user can guide the output to the desired.

For instance, the shadow of the object may possess the same motion model as the object but the user

might like to exclude it from the foreground layer. Purely automatic techniques find this case difficult

to handle as shown in Figure 3.1. The method we propose is suitable for handling reasonably fast inter-

frame motion for an object. The point based tracking ensuresthat the seeds are available over frames

even if the layer’s shape is changing quite often. This setupwould require large number of key frames

in the usual 3D graph cuts setting.

2.6 Motion Segmentation

Traditional motion-based segmentation methods employ only motion information which allows the

handling of only rigid motion or piecewise rigid motion. Recently, techniques employing spatio-

temporal segmentation techniques have been proposed. These techniques employ both motion and

spatial information for segmentation. The advantage of these methods is that application of both avoids

over-segmentation, which is typical to segmentation techniques and overcomes the noise-sensitivity

and inaccuracy problems of purely motion-based segmentation [82]. The spatio-temporal segmentation

techniques also adapt easily to more generic non-rigid motion and therefore to more generic scenes.

Two major categories of 2D motion-based segmentation are the optical flow discontinuity based and the

change detection based. Computation of motion and detection of motion boundaries present a chicken

and egg dilemma as noted by [82]. Local flow discontinuity tests are used to find optimal boundaries

in many techniques. In essence, the optical flow field has the same statistical characteristics as that of

intensity or color in an image. Image segmentation experience suggests that only optical flow field is

not sufficient for motion segmentation and high level information and rules are helpful in analysis.

Wills et al [80] proposed a graph cuts formulation for motion segmentation. First a set of dominant

motions in the two views is obtained. The energy terms in the graph are based on the re-projection

error due to each motion model and the smoothness term is defined based on color similarity between

the pixels. The graph cuts minimization is then performed toassign to each pixel one of the dominant

motions. Only planar motion is considered and all motion models are represented by a 3×3 homography

matrix. Bhatet al [9] proposed a similar method for dense optical flow estimation in scenes with

multiple large rigid motions. They extend the method proposed by willset al [80] by also taking care of
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non planar motion layer, using the Fundamental matrix and disparity combination as a label for pixels

not satisfying any homography.

2.7 Image Registration

Image registration refers to the problem of finding the transformation that needs to be applied to

one of the image to align it with the second image. Registration has been a topic of research for many

years [12]. The great deal of work in this field is driven by theimportance of registration in various

problems, including medical imaging and satellite imagingwhere the images taken from two or more

different sensors needs to be registered for purpose of study and analysis. The same concept is also

responsible for the panoramic mosaic generation.

It is a established that two views of a planar scene are related by a projective transformation. This

projective transformation can be represented up to scale bya 3×3 matrix, called the Homography (or

H) matrix [23]. In usual scenes the number of planes in an image is very large and registration is applied

more at region level rather than the image level. Numerous models and methods have been suggested for

estimation of the parameters of H Matrix. The reader is suggested to refer to [2,5,12,82] for a detailed

review. In our work we mainly use the 4 point algorithm [26] incoordination with robust estimation

methods. This matrix is used for transforming the pixels in one frames’ coordinate system to anothers.

The pixel’s which are missing in a particular frame are looked-up in the neighboring frame using the

homography information. This is the idea used in creation ofmosaics [73].

2.8 Image Inpainting, Texture Synthesis, and Image Completion

Image inpaintingfills-in the unknown regions (or holes) in an image based on the surrounding pixels.

Structure propagation and texture synthesis are the two basic approaches for image inpainting. Struc-

ture propagation methods propagate the structure around the unknown region progressively to inside

it. Bertalmioet al [6] proposed a method for filling-in of the image holes by automatic propagation of

images the isophotes (lines of similar intensity) in the image by means of Laplacian smoothness op-

erator. Their method belongs to a class of methods called PDEbased methods [4, 13]. Jiaet al [34]

proposedimage repairingwhere the damaged image is first segmented using texture information and

the segmentation is extended to the missing region viatensor voting. The color value for a missing pixel

is then synthesized using only known pixels from the same region again using ND tensor voting.

Texture synthesis methods [19, 20, 28] assume the existenceof a pattern in the image and fill the

pixels in the missing region by finding a patch matching the neighboring texture in the whole image.

In [20] texture synthesis was demonstrated at pixel level, i.e. an unknown pixel’s value is synthesized

by matching the known neighboring pixels in the source region. Texture synthesis at block level is

proposed in [19].
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Structure propagation methods work well only on small holes, whereas texture synthesis methods

require texture in the image. Methods combining both structure propagation and texture synthesis have

also been proposed [7,18]. Bertalmioet al [7] decomposed the original image into a texture image and

a structure image. The texture image is completed by texturesynthesis method while structure image is

completed using a structure propagation algorithm.

Block level synthesis methods are also termed as exemplar-based methods. Exemplar-based ap-

proaches are observed to give the best inpainting results. Criminisi et al [18] were the first demonstrated

the application of exemplar-based approaches on natural images rather than texture-only images. It was

demonstrated that the filling order is crucial and priority of filling was biased towards patches which

were on the continuation of strong edges and were surroundedby high-confidence pixels. The tech-

nique was improved and generalized in recent works [41, 45, 72]. Sunet al [72] require the user to

specify the curves on which the most salient missing structure reside. Its an exemplar based approach

where the target patches are selected by use of belief propagation based energy minimization. Ko-

modakis and Tziritas [41] proposed a new image completion algorithm based on an improved belief

propagation algorithm called Priority Belief Propagation(PBP). The method is exemplar based and the

PBP is used to find the appropriate patch for a given hole pixelefficiently. The proposed method has the

advantage of yielding a globally optimal filling rather thanmaking greedy decision like [18] and being

applicable to texture synthesis as well as image inpainting.It doesn’t use any user intervention.

Kanget al [38] proposed a technique for inpainting or region filling using multiple views of a scene.

Their technique is based on finding the appropriate region inthe second view and then mapping the

pixels back to the first view using the affine projection calculated using the correspondence in the two

views. Similar methods are used in video completion as discussed below. In Interactive Digital Pho-

tomontage [3], Agarwalaet al demonstrated that for a sequence of images taken from same view point,

i.e. fixed camera positions, the transient/moving foreground object removal can be done by applying a

maximum likelihood filter at each pixel. This technique is theoretically very similar to that of registering

the sequence of images to a reference image and then filling the unknown pixels in the reference image

from other images.

2.9 Video Completion or Object Removal

Object removal in videos has received attention in recent years. Two types of techniques have been

proposed. The first type finds out the missing data by searching for a patch matching the neighborhood

of the hole in the video similar to the exemplar based methodsin case of images. The match is defined

in terms of spatial and temporal feature similarity. Periodicity in motion is a common assumption for

these techniques. Space time video completion [79] uses a five dimensional sum of squared differences

to find the appropriate patch for filling the holes where the matrices include the three color values and

velocity along x and y direction.Video Repairingproposed by Jiaet al [35] recovers the missing part of

foreground objects bymovelsampling and alignment using tensor voting to generate loops of motion by
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connecting the last frame to the first frame. Jiaet al [36]’s method is another exemplar based approach

for video completion. They use the motion information at a pixel as a criteria for determining the priority

of filling as well as for determining the appropriate source patch. The patches are merged using a graph

cuts based method for minimizing seams.

Motion field interpolation based methods have also been developed recently. Kokaramet al [40]

perform object removal by using the motion information to reconstruct the missing data by recursively

propagating data from the surrounding regions. Matsushitaet al [52] proposedmotion inpaintingwhere

the inference of the unknown pixels information is based on the optical flow vectors which are in turn

interpolated based on the flow of the surrounding pixels. In the second scenario, explicit use of the

geometry of multiple views is made to infer the information missing in the current frame from the nearby

frames. This is directly related to the problem of disocclusion in computer vision. The fact that two

views of a plane are related by a perspective transformationdefined using a Homography matrix, forms

the basis of most such approaches. Jiaet al [35] proposed the repairing of the static background by the

use of planar layered mosaics. The layers are assumed to be available from initial manual segmentation

followed by tracking using the mean shift algorithm. Similar approach has been demonstrated by Zhang

et al [83]. They use an automatic layer extraction approach followed by layered mosaicing. If some

holes still remain, an image inpainting approach is used in frame-wise manner based on a graph cuts

formulation.

When the camera is far from the background, the nearby framesof the background can be approx-

imated to be related by an affine or projective transformation. This approximation is used by some

methods [35]. Such methods will fail for indoor scenes wheremultiple background motion exists. In

general, it would be impossible to identify every single plane in the scene and apply layer mosaicing on

each of them individually, automatically and accurately.

Structure from motion problems employ some techniques thatare relevant to this problem. Vincent

and Laganiłre [75] discuss the problem of dividing the imageinto planes. They start with a set of point

correspondence and apply the RANSAC [22] algorithm with an optimal selection of the four initial

points to maximize the chance that the points are on same plane. All the other points in the image are

declared to belong to the plane whose homography gives leastre-projection error. Friedrichet al [24]

finds the interest regions [56] in the two views on which affineregion matching is performed. The affine

matching is helpful in removing the non-planar regions fromconsiderations. On the matched region

the homography is determined and a region growing is performed around the region to include regions

which match the homography well. During the region growing step, the homography is updated to

include the new interest points inside the region for the estimation. At the termination of the region

growing, the scene is segmented into a set of planar regions.
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2.10 Summary

In this thesis, we propose two novel approaches. The first approach is for object segmentation in

videos. The user segments the first frame using the interactive image segmentation technique. A 3D

graph is constructed in which the segmented image is used as aplane and an unsegmented image be-

comes the second plane. The pixels in the first plane are seeded using earlier segmentation and those

in the second plane are seeded by tracking pixels from the first frame. Our 3D graph cut optimization

thus runs on two frames at once as against [46] where multipleframes are used to build a single graph.

Further we use tracking of pixels to seed nodes in the intermediate frame automatically which is a novel

contribution compared to earlier works where it was either not used [46] or was accepted from the user

via a special 3D interface [77]. The special advantage of theapproach against the automatic approach

for object segmentation in video is a high level of flexibility in determine the object or the layer extent,

which is not possible in automatic motion segmentation techniques [81].

The method for video completion we propose here is differentfrom earlier approaches as we use

a geometric approach for segmentation of only a small regionaround the missing region instead of

going for a complete image segmentation [9, 83]. Our method has the special advantage of not being

entirely dependent on motion segmentation using optical flow which is still an unsolved problem in

general case. The method handles the case of the background containing two or three different planes

and doesn’t assume an affine relation between two frames of the sequence [52]. We only use the motion

flow vector for a weak clustering of pixels to determine the homographies of the various planes. Final

segmentation between the planes is obtained using generalized eigen vectors of the two planes. Our

method doesn’t involve any interpolation as in the case of [52, 69]. Each pixel in the unknown region

gets a definitely source plane label.



Chapter 3

Layer Extraction Using Graph Cuts and Tracking

We present a new method for layer extraction by tracking a non-rigid body with no fixed motion

model in a video. The method integrates a graph cuts approachwith robust point based tracking to

achieve good tracking of the whole object over frames of a video. With minimal user interaction, our

method can perform fine layer extraction over irregular motion and difficult object boundaries. To

achieve this, we apply 3D graph cuts on a pair of frames and propagate the labels obtained in the

earlier frame to a new frame by use of robust tracking method.The user can interactively improve the

automatically extracted layers using a few extra strokes ifnecessary.

As described in literature [10, 11, 46, 61, 77] graph cuts optimization for more than 2 labels is com-

paratively slower compared to a 2-label case. As is the common approach we also solve the multiple

layer extraction problem by solving a cascade of 2-layer segmentation at a time.

3.1 Layer Extraction Using Graph Cuts and Tracking

An overview of our system is shown in Figure 3.2. The steps involved are the following. The

user first selects one or more key frames from the video and segments them using an interactive image

segmentation technique into foreground and background regions (We use the term foreground to mean

(a) (b) (c)

Figure 3.1 Advantage of interactive segmentation: shadow of train on calendar (a) can be regarded as
part of the background layer in our case (c), unlike the automatic case in [81] (b). (marked by red circle)

15
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Track seeds in to 
target frame(s)

Obtain the segmentation
using 3D graph cut minimization

Interactive correction
and refinement

Automatic segmentation

for intermediate frames

Extracted Layer

Input Frames

for key frames
Interactive 2D segmentation

Figure 3.2Overview of the different steps of our system.

the layer to be extracted and background to refer to all the pixels in the image which are not part of this

layer.)

Using the segmentation given in the key frame(s), robust tracking provides the seed points for the

intermediate frames. Our algorithm can proceed with just one key frame, namely, the first frame. We

build a 3D graph for each pair of frames using individual pixels as nodes of the graph. The 3D graph

cuts technique [11] is then applied and the segmentation is achieved for the new frame. This is continued

for all the frames in the video.

The user can manually inspect the segmentation results and provide extra strokes to improve the

results of the automatic segmentation. In the following subsections we provide the details of each of the

above steps.

3.1.1 Interactive Segmentation for Key Frames

Interactive segmentation is done for one or more key frames in the video. This step is based on the

interactive segmentation method by Boykov and Jolly [11]. The user gives a few strokes to mark the

foreground and background regions in the image in each key frame. Since we move only forward in

frames, it is sufficient to start with the first frame as the keyframe. During the process, any frame can

be segmented from scratch and can effectively become a key frame, if the user desires.
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3.1.2 Automatic Propagation of Segmentation

Various approaches [11,46,77] discuss the use of the min-cut on more than two dimensional data. A

3D graph can be obtained by treating a set of frames as planes and connecting the pixels in these images

to the pixel of neighboring frames in addition to the neighboring pixels in the same frame. Some of

these approaches do not give hard constraints in the intermediate frames [11,46] while others take them

from the user [77]. We propose a novel approach to obtain the hard constraints automatically. Based

on the segmentation of the previous frame, we obtain good features points inside both foreground and

background regions [68]. These features are then tracked over to the next frame where they are used for

setting the hard constraints for further segmentation.

3.1.2.1 Propagation Step

We use robust tracking to propagate the seed points from one frame to another. In our approach we

use the KLT tracker [68,74] which tracks given feature points from one frame to another. We track two

kinds of points: one set is obtained as a set of pixels which are good features to track [68] and second

is a set of pixels spread evenly in the image1. The KLT algorithm tracks these points in the next frame.

Points not tracked confidently are ignored. Confidence is measured in terms of residual error per pixel.

We use a value of 10 as threshold in our experiments. In practice any good tracking algorithm can be

used to propagate pixels from foreground and background regions across frames. Algorithm 1 describes

this step in pseudo code.

As shown in Figure 3.4, we label the points tracked from the background region in the source frame

as background in the target frame. The same holds for the pixels of the foreground region.

Input : The framesF1 andF2 with segmentation labelL1 for F1

Output : Some seed labels forF2

begin
/*obtain the feature list using KLT tracking */
featurelist=trackKLTFeatures (F1, F2);
/*propagate the labels to the next frame */
foreach (l1, l2) ∈ feature list do

L2(l2) = L1(l1)
end

end

Algorithm 1 : Algorithm for propagation step.

3.1.2.2 3D Graph Construction

We build graphs using two frames at a time. The first frame is one which has been segmented

previously. The next frame is the frame which has to be segmented. Each pixel in the image is connected

1precisely, only on the region of interest
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2

1

E 3

E

Foreground

Background

E

q

p

Figure 3.3The 3D graph construction. Every pixel p is connected to 8 neighbors in same frame (only 4
shown, marked by blue edges), and 9 pixels in the neighboringframe, marked by red edges, and to the
two terminal nodes namely the source (foreground) and sink (background) marked in cyan and green
colors respectively. The energy for the three types of connections areE3, E2 andE1 respectively.

to its 8 neighbors in the same frame and to the 9 neighbors in the next frame, as shown in Figure 3.3.

We can use a more densely connected graph in theory but our experiments show this gives good results.

Now we define the energy terms for the min-cut algorithm. The energy that needs to be minimized

can be seen as the sum of three terms as [46]

E =
∑

E1(p, fp) + λ1

∑

(p,q)∈VI)

E2(p, q, fp, fq) + λ2

∑

(p,q)∈Vc)

E3(p, q, fp, fq), (3.1)

wherefp is the foreground/background label for the pixel p.λi denote the relative importance of the

terms. We use valuesλ1 = 10 andλ2 = 1 in our experiments.

The termE1(p, fp) denotes the data energy term [61]. It is the penalty of labeling the pixel p asfp.

This term is defined as the similarity of the pixel color to that of the foreground or background samples.

Boykov and Jolly [11] defined this similarity using gray scale histogram.

We use the Gaussian Mixture Models (GMMs), which are commonly used to represent the fore-

ground and background pixels, in place of intensity histogram. We use the method originally proposed

by Orchard and Bouman [55] for obtaining the approximate GMMfrom the user segmented images.

Let us denote the components of the foreground GMMs by(µm,Σm, wm) for m ∈ [1,M ], where M is

number of Gaussians in the model. We use a value ofM = 6 in our experiments. For a pixel colorc,

the distance to the foreground GMMs is defined as [46,61]

d
f = min

m∈[1 ,M ]
[D(w f

m ,Σ f
m ) + D(c, µf

m ,Σ f
m)], (3.2)
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where

D(w,Σ) = − log w +
1

2
log |Σ |, (3.3)

and

D(c, µ,Σ) =
1

2
(c − µ)T Σ−1(c − µ). (3.4)

Our definition ofE1 is similar to one proposed by Boykov and Jolly [11]. The term’s value for seed

points is set to a very high valueK to the seed’s label node (source or sink) and very small (0) to the

opposite label. The value for a non-seed point is set to be thedistancedf anddb for the edge to the

background and foreground respectively. The values are depicted in Table 3.1. The valueK is defined

as:

K = 1 + max
p∈P

∑

q:∈Np

V{p,q}.

edge weight(cost) for

{p,S}
λ.db p ∈ P, p /∈ O

⋃
B

K p ∈ O
0 p ∈ B

{p,T}
λdf p ∈ P, p /∈ O

⋃
B

0 p ∈ O
K p ∈ B

Table 3.1Weights assigned to the various edges in the graph. p is any pixel in graph, S and T are the
two virtual nodes representing the source and sink respectively.

The termsE2 andE3 denote the interaction penalty for intra-frame neighboring pixels and the pixels

in the neighboring frame. We define these values using the well known interaction penalty measure [11]:

E(p, q, fp, fq) = |fp − fq|. exp {−
||cp − cq||

2

2 ∗ σ2
}.

1

dist(p, q)
, (3.5)

where||cp − cq||
2 is the Euclidean distance of the color values of pixelp andq. The termσ can

be described as a parameter weighing the contrast. A high value ofσ puts a low penalty on high color

difference and vice versa. The term|fp − fq| ensures that the penalty is taken only for the boundary

values [11]. We use a value ofσ = 50 for our experiments.

The algorithm for extracting a single layer in the sequence is listed in Algorithm 2. The previously

segmented frame is loaded as the first plane on graph, with thepixels labeled either background or

foreground. The labeling of these pixels is not changed during the minimization. The frame to be

segmented is loaded as the second plane of the graph. Pixels are tracked from the first frame to second
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Input : The framesFi.
Output : The segmentation labels onL[Fi]
begin

if Fi is key framethen
goto nextFrame;

end
/*load the previous(segmented) frame as the first plane on the graph */
graphP lane1=loadFrame(Fi−1);
/*load the current frame as the second plane on the graph */
graphP lane2=loadFrame(Fi);
/*Track feature points from previous frame to current usingAlgorithm 1. */
featuresList =propagateSeeds(Fi−1, Fi);
/*Calculate the edge weights for all the edges in the graph. */
calculateEdgeWeights(for each pixel(p, q) ∈ graphP lanei=1,2);
/*Set the terminal weights for each pixel on plane 1 from prior segmentation knowledge */
setTerminalWeights(for each pixel p ingraphP lane1);
/*Set the terminal weights for each tracked pixel on plane 2 */
setTerminalWeights(for each pixelq, s.t.(p, q) ∈ featureList);
/*Obtain the segmentation label by running the 3D graph cutsminimization on the constructed

graph */
L[Fi]=graphCutMinimisation ();

end

Algorithm 2 : Algorithm for layer extraction.

(a) (b) (c)

Figure 3.4 The tracking process: (a) The calendar layer is shown segmented in source frame, (b) The
estimated region mask to decide which pixels (shown in black) in the image will be included in graph
cuts minimization for segmentation of next frame, (c) The seed points or hard constraints obtained
using reliable tracking of points from the source frame (redindicates background and blue indicates
foreground).
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and these pixels are set as hard constraint. All the pixels inthe previously segmented frame act as

hard constraint too. The segmentation is obtained for the new frame by graph cut minimization on the

constructed graph.

3.1.3 Interactive Refinement

User interaction is needed to manually refine some of the labellings obtained in the intermediate

frames during the process. In our system, the user gives the corrective strokes in one frame and chooses

the number of frames for which the automatic segmentation step has to be re-done. Once the segmenta-

tion is obtained for a particular frame, user can interactively modify the segmentation using the iterative

max-flow algorithm on the original 3D graph. Iterative graphcuts optimization on a already saturated

graph are applied by changing the weights of the pixels marked by the user and running the optimization

on the modified graph. If pixelp which was earlier not a seed pixel is now declared a foreground seed,

the weights of the edges are updated as described in Table 3.2.

t-link initial cost add new cost
{p,S} λ.db K+λ.df K + cp

{p,T} λ.df λ.db cp

Table 3.2 Iterative graph cuts weight updates,p is the added seed foreground pixel.cp represents
constant which is actually sum of thedb anddf .

Unlike other approaches which have a final stage where user interaction can be applied, in our tech-

nique user can interact and improve the labellings (segmentation) at any intermediate frame. Interaction

step is fast as we will see in Section 3.2.

3.1.4 Speeding Up the Segmentation

A typical graph cut on the whole video could be slow due to the large number of pixels over which

optimization is to be applied. As pointed out in Section 1.1,one of the main emphasis of our approach

is to make the 3D graph cuts more efficient using the temporal and spatial continuity. We increase the

efficiency using several steps.

We first limit the object position in the the second frame to a neighborhood of its previous position,

called the estimated region mask. We can prune all the pixelswhich are not in the union of the original

mask and estimated region mask (Figure 3.4). The estimated region mask can be computed based on

the estimated motion of the object and any knowledge of motion model. In our experiments, we use

a radial disc around the previous position as the estimated region mask. This prunes out large parts of

the image from the graph and boosts the efficiency by both avoiding the calculation of the energy terms

and the actual running of the minimization algorithm. We also get many hard constraints using tracking
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and avoid calculating the computation intensive energy functions for these pixel positions. Finally we

use an iterative graph cuts algorithm and avoid the expensive from scratch optimization during the user

interaction.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.5 Layers obtained by application of our method on themobile & calendarsequence. (a-d)
show four input frames from the sequence. The extracted layers are shown in (e-h). Note the separation
of shadow in (e-f) as discussed in Figure 3.1.

3.2 Results

We show the layers extracted from themobile & calendarsequence and theflower gardensequence

in Figure 3.5 and Figure 3.6 respectively. The figure shows that the algorithm extracts the ball from the

surrounding objects, many of which have similar colors, quite well. It should be noted that the ball’s

motion doesn’t follow any specific motion model. The train’sshadow was also declared as part of the

background layer as can be seen in Figure 3.1.

In case of theflower gardensequence the tree matches in color with some of the background re-

gions. In this case more user interactions were required to un-mark the spilling-in of the background

in foreground regions and vice versa. The average interactive processing time was less than a second

per frame. The time required for interactive correction depends on boundary smoothness. The garden

and house layer separation for example required just 3-5 strokes after the first key frame. Figure 3.7

shows another example where we segment the football and player as a single layer from the video. This

example demonstrates that the layer extraction in our approach is highly driven by the user’s choice.

The time required for the segmentation depends on the objectsize as the graph size is dependent on

it. For a small object like ball in themobile & calendarsequence, time taken on each iteration of 3D

graph cuts is around 1 second, while for the calendar it is around 2 seconds. Iterative improvements on
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.6 Layers obtained by application of our method on theflower gardensequence. (a-d) show
four input frames from the sequence. The extracted layers are shown in (e-h).

the graph are fast and take less that 0.1 second per optimization. All the experiments are performed on

an Athlon 2600+ Machine, with 256MB RAM. The sequence had a frame size of 320×240. The overall

processing time for one layer comes to around 2.5-4 seconds including the interaction. Therefore a

50-frame video can be processed in 3-4 minutes. Our approachhas the advantage of allowing precise

user inputs while performing 3D graph cuts on individual pair of frames if necessary.

Figure 3.7The football and player can be extracted as a single layer by our algorithm even though their
motions do not have any common motion model.

3.3 Application to video matting

The layers obtained by the method represent optimal boundaries at pixel level for the foreground

and background. We can further improve the layers by frame-wise application of matting. We use the

matting technique proposed by Levinet al [43]. The mask obtained in the layer extraction process is
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eroded to obtain the sure foreground region, a negation of dilated mask from the whole image gives

the sure background region. All the other pixels are labeledas unknowns. This trimap is passed to

the matting algorithm, which produces an alpha matte for theimage. This process is illustrated in

Figure 3.8. The individual alpha mattes in each frames are then combined to give the video matte for

the object across the video. Figure 3.9 compares the layer obtained by initial layer segmentation with

those obtained after applying matting. Matting produces much more smooth layer transition boundaries

and removes the extra non-foreground pixels from the layer,producing a cleaner foreground layer. The

application of matting provides as alpha matte of the objectwhich can be used to compose the layer on

a different foreground. This is specially useful for objects with fine boundaries like hair. Figure 3.10

shows the application of the alpha mattes obtained using theprocess to cut paste the actor from the

original video onto a video with a new background.

(a) (b) (c) (d)

Figure 3.8Matting: The input frame (a) is first segmented in to foreground and background layers (b).
(c) shows the trimap obtained by simple morphological operation on the binary segmentation map (b).
(d) shows the alpha matte obtained using the trimap (c) by application of a matting technique.

3.4 Summary

We proposed a method that integrates robust feature tracking to seed the hard constraints on a 3D

graph cuts minimization is proposed. This method can be usedfor a variety of purposes where layer

extraction is useful. Combined with a matting approach the layer obtained can be refined to have precise

alpha values at the borders. The method has the advantage of handling non-rigid object segmentation.

The method clearly falls in the category of spatio-temporalmotion segmentation methods. Our method

is currently limited to binary labeling. We propose to investigate the feasibility of multi-label segmen-

tation. Significant improvement to the algorithm’s efficiency is terms of processing time is expected

when graph cuts is performed for pixel clusters in 2D and 3D asin [77] instead of individual pixels. The

3D graph cuts optimization can be further quickened up by useof GPU for calculation of the terminal

links(t-links) which is independent for each pixel and can be calculated faster due to parallelization in

hardware.

A limitation of our technique is the requirement of texture on the foreground and background regions,

which is mainly required for the tracking to work. Performance of pixel correspondence methods like



3.4. SUMMARY 25

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.9Alpha Matte extracted from the frames of the actor-sequence, (a,b,c) show the input frames,
(d,e,f) show the segmentation obtained by layer extraction. The final alpha mattes obtained by applying
matting are shown in the (g,h,i).
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 3.10The actor is cut from the input frames (a,d,g,j) and is pastedon a new background (b,e,g,k).
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KLT is highly dependent on the textured-ness of the region. In other words the image should have good

corners. However as new tracking measures like SIFT based tracking or region level tracking evolve the

limitation can be overcome.

Figure 3.11The User Interface of the software for layer extraction in videos.



Chapter 4

Object Removal and Video Completion for Indoor Scenes

In this Chapter, we present a new approach for object removaland video completion of indoor scenes.

In indoor images, the frames are not affine related. The region near the object to be removed can have

multiple planes with sharply different motions. Dense motion estimation may fail for such scenes due

to missing pixels. We use feature tracking to find dominant motion between two frames. The geometry

of the motion of multiple planes is used to segment the motionlayers into component planes. The

homography corresponding to each hole pixel is used to warp aframe in the future or past for filling it.

We show the application of our technique on some typical indoor videos.

Interactive object extraction

Feature tracking over 2 views

Motions estimation and segmentation

Video Frames

Video with unknown region (hole)
Video completion

Planewise completion

Object Removed Video

Figure 4.1The overview of the various steps of our system.

28
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4.1 Video Completion for Indoor Scenes

In this paper, we address the problem of object removal and video completion for indoor scenes

where the transformation of the background is non trivial and variable. An overview of the process

is shown in Figure 4.1. We track the foreground (the object tobe removed) interactively using the

method described in the previous chapter [33] to track the objects across the video. We assume that the

background has a maximum of 2 planes around the object to be removed in two adjacent views. The

region around the object is segmented into one or two planes,using dominant motion model estimation

followed by an optimal boundary detection algorithm. We then apply the respective homography [26]

to recover the unknown pixels from the neighboring frames. These steps are explained below.

4.1.1 Object Segmentation

The segmentation step provides the masks of the object to be removed across the video frames.

Unlike image inpainting techniques, getting this mask fromthe user in each frame is not feasible. We

use an interactive method of object extraction using graph cuts and feature tracking to generate the mask

across the video sequence as described in the previous chapter. The user gives a binary segmentation of

the first frame, marking the foreground and the background. We track features points in the segmented

frame to the current frame (unsegmented) and set them as seedpoints in the 3D graph constructed with

the two frames. A graph cuts optimization on the graph gives the segmentation for the current frame.

The user can mark extra stroke and run the iterative graph cutto improve the segmentation before

proceeding to next frame.

After running through the frames of video, we get the object mask in each frame. This mask defines

the region to be filled in using the video completion algorithm.

(a) (b)

Figure 4.2Two different cases of object removal (a) The local background around the object is a single
plane (b) The local background around the object is spread over more than 1 plane. Due to the local
nature of the plane segmentation technique the first case (a)doesn’t need any motion segmentation.
Motion segmentation in the second case (b) is also local in nature and even though there are more
planes in the image only the two planes which constitute the object’s background would be segmented.
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4.1.2 Video Completion

Our algorithm’s basic assumption is the existence of a piecewise planar background in local neigh-

borhood of the object to be removed. Our video completion algorithm can be divided into following

major sub-steps.

4.1.2.1 Feature Tracking in Two Views

The first step is finding the corresponding feature points in the two frames of the video. We use

the KLT tracking for tracking point features across the frames. The method involves finding trackable

features in the first image, which are then matched in the second image. We find the features selectively

in only local neighborhood of the hole, this is to ensure thatwe only consider useful correspondences

for our motion estimation and completion steps. We call the region around the hole where we do the se-

lective matching as the Region of Interest (ROI). Figure 4.3(b) shows the optical flow vectors calculated

in the ROI. The ROI can be obtained by dilating the object maskwith an appropriate thickness. The

algorithm is described in Algorithm 3. We use simple morphological operations [31] to obtain a region

around the object, in which KLT features(points) are extracted. These features are then tracked into the

next frame and the features which are not matched in objects neighborhood are removed(pruned) from

the list.

Input : The two adjacent framesF1 andF2, with the object masksM1,M2

Output : The valid features list featurelist
begin

/*Dilate the maskMi with a specific structure element */
Di = dilateImage(Mi);
/*find the features in the first image within valid region,M1 */
features= findFeatures(F1 whereM1 = 255);
/*track the features in to the second image */
featurelist = trackFeatures(F2 ,features);
/*prune those features which are outsideM2 */
pruneFeatures(featurelist,M2);

end

Algorithm 3 : Algorithm for finding selective correspondences.

4.1.2.2 Motion Segmentation

Given point correspondences in the two images(frames), ouraim is to find the planar segmentation

of the ROIs. Figure 4.2 shows the two possible scenarios. In Figure 4.2(a) the ROI around the object is

a single plane, while in Figure 4.2 (b) the ROI includes two different planes. We use a combination of

two approaches to robustly estimate the segmentation of thepoints inside the ROI into multiple planes.

The algorithm proceeds by finding the dominant motions in theROI using the set of correspondences.
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We use the RANSAC [22] algorithm to determine the dominant motion. RANSAC algorithm has the

advantage of being robust to outliers, which are indeed present in our correspondence pairs due to the

existence of multiple planes.

To begin with, we use all the correspondence pairs to determine the dominant motion. The features

which are inliers for the current dominant motion are then removed from the set and the step is repeated

to find the next dominant motion. To avoid RANSAC algorithm from choosing wrong set of initial four

points, we modify the selection phase to accept the set of points only if they are within a set threshold

distance. The points which are declared inliers to the RANSAC algorithm are then used for a least square

error fitting estimate of the homography using the normalized DLT algorithm [27]. This fitting gives

us the final homography for the set of points. Figure 4.3 (c,d)shows the automatically determined first

and second dominant motions as cluster of optical flow vectors which are their inliers. The algorithm

for finding dominant motion is listed in Algorithm 4. We cluster the motion vectors to determine the

underlying motion model (Homography), until the number of unassigned motion vectors is below a

threshold, when we declare then as outliers or false correspondences.

Input : The Set of valid correspondence pairs in framesF1 andF2

Output : The set of dominant motionsHi

begin
/*Obtain the set of correspondence from the Algorithm 3 */
S0=set of all correspondence pairs obtained;
i = 1;
/*While the number of elements in the set is greater than set threshold */
while |Si−1| ge τ do

/*Find the dominant motion model using RANSAC */
Hi =fitRANSAC (Si−1) ;
/*Get the inliers satisfying the homography */
Ii =getInliers(Si−1,Hi) ;
/*Update the set of correspondence pair, yet to be assigned to a motion model */
Si = Si − Ii ;

end
end

Algorithm 4 : Algorithm for finding dominant motion models.

4.1.3 Optimal Boundary Estimation

Optimal boundary estimation is needed to actually separatethe ROI into two different planes. This

information is later used during the filling-in process. Note that we cannot depend on the region growing

method to give us the boundaries of the planes unlike other methods [24,75] because we cannot estimate

these boundaries in the unknown region. We assume the intersection of the two planar regions to be

a line. LetH1 and H2 be the homography due toπ1 and π2 between the two views. We find the
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generalized eigenvectorsof the pair(H1,H2) by solving the equation,

H1v = λH2v.

The eigenvectors obtained have the property that two of themare the projections of two points on

the line of intersection of the two planesπ1, π2 on to the image planeI1 and third one is the epipole in

the imageI1. The two eigenvectors corresponding to the points on the plane can be identified due to the

equality of their corresponding eigenvalues. The reader isreferred to Johansson [37] for a proof of this

fact.

Input : The set of dominant motion modelsHi

Output : The region segmented in to different dominant motion models
begin

/*for each pair of homographies fromHi */
foreach (Hi,Hj) pair from H ′

is do
/*Find the eigen vectors corresponding to equal eigen values,e1, e2 */
ei=eigenVectors(Hi,Hj) ;
/*determine the line(s) partitioning the planes pair */
Lij =lineFromPoints(e1, e2)

end
end
Partition the region usingLij

Algorithm 5 : Algorithm for partitioning regions into various planes.

Using the homogeneous coordinates of the two points on the image plane, we can obtain the exact

line of intersection in the image. In fact we need this line only over the ROI. Thus, we have the planar

layers for the ROI. We warp these layers in the neighboring frame to the frame to be fill-in the unknown

region. The correspondence between layers obtained in two views is established by measuring the

percentage of the tracked points that are part of the layer inprevious frame. In the ongoing discussion

we use the wordlabel of a pixel to refer to the layer assigned it. Figure 4.3 (f) shows a line obtained by

this method, (g) shows the plane segmentation in the ROI which is defined by the line. The algorithm is

listed in Algorithm 5.

The correctness of the line determined using the method needs to be ensured as small errors in

homography calculation can lead to high errors in line determination. In fact the homography pair

may have complex generalized eigenvalues and eigenvectorsand may not yield a valid pair of points

to obtain the line. We validate the correctness of the boundary line by ensuring that it partitions the

correspondence pairs into different clusters depending onthe homography to which they belong. In

case the line is not determinable or validation fails we obtain the line from a neighboring frame where

it was detected and verified by applying the underlying homography.

It should be noted that the methods which give good results for dense motion segmentation from

multiple views are not suitable for segmentation of the frames with the missing region. Graph cuts based

motion segmentation techniques [9,80] determine the dominant motion models in the scene and assign
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.3 Intermediate outputs at the various stages of the algorithm(a) Input image (second frame is
not shown) (b) The object to be removed is masked out and region is shown in black (c) Sparse optical
flow vectors on the image (shown in red, in twice the original size to make them visible) (d,e) First
and second dominant motion vectors clustered respectively(f) Line of intersection of the two planes
calculated as detailed in Section 4.1.3. (g) The surrounding background of the region is segmented into
two planes (h) Output of graph cuts based binary partitioning of the segments, shown for comparison (i)
The results of the completion on this frame.
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each pixel to one of the motion model based on an optimal graphcuts segmentation. The unknown

pixel can never be accurately assigned to any particular label in these approaches due to lack of both

color and motion information, which are used for determining the weights in the graph. We show the

result of applying binary graph cuts partitioning in Figure4.3(f), to illustrate this fact. We only apply a

binary labeling in the graph, the white region shows points supporting first dominant motion and gray

region shows points supporting second dominant region. Grey region of the image was not considered

for the segmentation stage. Similarly methods like [24,75]which assign the pixels to the motion model

or planes based on re-projection error measure can not assign the unknown pixels to any particular layer

accurately.

4.1.4 Layer-wise Video Completion

The line dividing the two planes gives a single confident label to each pixel in the ROI. Once the label

is determined we can fill the hole by warping the nearby framesaccording to the homography related

to the label. We build the mosaic of each plane using the neighboring frames. The missing pixels are

assigned the color from the mosaic of the plane correspondence to their label. This method is in principle

similar to the layered mosaic approaches [35, 83]. The difference is that we have exact knowledge of

which plane an unknown pixel belongs to and use only that corresponding plane (layer). The blending

of homographies of multiple layers is not needed. As in case of layered mosaic approaches the intensity

mismatch might occur due to combination of various frames, simple blending methods could be applied

to circumvent the error due to this. Algorithm 6 lists the algorithm for layer completion. A planar

mosaic is build for each plane in the scene. The missing pixels in an frame are then obtained from the

mosaic corresponding to the plane they belong to.

Input : The partitioned region R with label L for each pixel
Output : The completed region
begin

/*Obtain mosaic for each plane present in image */
foreach planep ∈ Image Ido

Mosaic[p]=mosaicPlane(p);
end
/*for each pixel in the unknown regionR */
foreach q ∈ R do

/* assign the value to the pixel q from the mosaic */
I(q) = Mosaic[p](L[q]);

end
end

Algorithm 6 : Algorithm for layer-wise video completion.
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4.1.5 Inpainting

Some pixels may remain unknown after the layer-wise video completion due to absence of the in-

formation in the video. Pixels which are always covered by the object to removed belong to this set.

As in case of image inpainting techniques we can only approximate the values of these pixels based on

the surrounding information. The extra information however is the knowledge of which plane the pixel

belongs to. We can restrict the filling algorithm to use values only from the corresponding plane.

4.2 Results

We demonstrate the application of our approach on two sequences. Figure 4.4 shows the results of

our algorithm on a synthetic sequence. The sequence is set ina room with two wall, a roof and a ceiling

with four planes. Our approach removes the monkey as shown inthe figure. Due to intensity difference

on the wall during the motion the mosaicing of the wall over the views generate some intensity seams.

Simple blending applied during the mosaic construction gives much better results. No application of

inpainting was needed in this sequence.

Figure 4.5 demonstrate the result of the technique applied to a real sequence. Some black holes are

present in the output due to unavailability of data. Inpainting is not being applied on the sequence as

it is neither structure rich nor texture rich. Seams which are visible in the results can be removed by

applying some blending approach.

The algorithm takes around two seconds per frame for the motion segmentation and plane matching.

The completion step depends on number of neighboring framesused for creating the mosaic and takes

around 1-2 seconds when 12 (6 forward and 6 backward) frames are used.

Our method can also be used for object removal in pairs of images. We demonstrate a simple example

of this in Figure 4.6. The background of the flag object has three planes. Motion estimation gives us

three different motion models. The intersection line is obtained for each pair of planes and used in same

way as described as for videos for layer-wise completion of the unknown region. We used an affine

region detection and matching, based on scaling invariant feature transformation (SIFT) [50, 51], an

implementation of which is available from [49], to determine the point correspondences as the inter-

frame motion was large in this case. There is also significantchange in illumination between the views,

which is apparent after the flag is removed and the image is completed. Both images didn’t see table in

the region near the flag and in the region containing the flag’sshadow. Thus, that information could not

be filled in.

4.3 Summary

In this chapter, we addressed the problem of video object removal and completion for indoor scenes.

Our method involves user interaction only for object selection and performs the rest of the operations
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(a) (g)

(b) (h)

(c) (i)

(d) (j)

(e) (k)

Figure 4.4 The process applied on a synthetic sequence. (a-d) show the five frames of the sequence.
(e-h) show the frames after completion. The monkey is removed from the original video. (a,e) have
only one background plane, while in (b,c,d) two planes are present in the background.
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 4.5 The process applied on a real sequence, we remove the bottle from the video (a-e) shows
five frames of the sequence. (f-j) shows the results of video completion algorithm on each input frame.
Initial and final frames have only one background while frames in the middle have two background
planes. The output has visible seams at the junction of the removed object due to very high intensity
change in the scene.

(a) (b)

(c) (d)

Figure 4.6 Application of our approach to images. (a,b) two views of thescene containing 3 different
background planes. (c) shows the lines partitioning the planes. (d) Image (a) is filled-in using informa-
tion from image (b) to remove the hole created due to the removed flag. Note that the shadow of the flag
is present in the completed image as shadow region was not selected for removal.
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without any user interaction. Ours is an attempt to use multiview information for scene inference and

video completion. We showed results on scenes with piecewise planar background near the object to be

removed. The technique can be easily extended to more planesas long as the dominant motion segmen-

tation can be achieved. We also demonstrated the application of the technique for image completion for

images taken with widely distant viewpoints.

The geometric information we used give better segmentationof multiple motions. The motions are

segmented at the pixel level without region growing or interpolation, unlike the motion segmentation

performed in the image space. Motion inpainting methods canwork well for scenes with a multiple

planes or non-textured surfaces. Combining the geometric information with motion inpainting will

be the most promising one for scenes with multiple planes. The advantage of the motion inpainting

techniques lies in its applicability to large number of scenes. We propose to investigate the problem

further in that direction. The use of user interaction to understand the scene better is also an interesting

problem.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 4.7The video object removal technique applied for removing an actor from a clip from the movie
Shawshank Redemption. (a,b,c) are the input frames. (d,e,f) and (g,h,i) show the extracted masks and
the layers using the layer extraction technique presented in Chapter 3. (j,k,l) show the output frames
where the actor walking across the scene is removed from the video.



Chapter 5

Discussions, Conclusions and Future Work

In this thesis, we presented two new algorithms. The first oneis for object segmentation in videos.

Our approach allows for segmenting objects in a spatio-temporal way by combining 3D graph cuts based

segmentation with a tracking approach. We successfully handle segmentation of objects with complex

motion models, as the method doesn’t depend on motion model estimation. Thus our approach handles

a larger set of objects as compared to non-rigid objects. Ourmethod, to the best of our knowledge, is the

first attempt at combining tracking to the graph cuts algorithm for obtaining seeds in the intermediate

frames of a video. Robust tracking provides the seeds acrossthe intermediate frames of the graph which

results in optimal boundary via graph cuts minimization.

Our approach was developed with the objective of layer extraction, where precise alpha values at the

boundaries are not needed. However, the layers obtained by this method can be easily used to generate

the trimap, which is required as input by most matting algorithm. We have demonstrated the result of

applying matting using the trimap obtained by our algorithmand the results are encouraging.

Some recent approaches have proposed graph cuts application with regions as primitives. Wanget

al [77] demonstrated the application of graph cuts minimization on such a graph with pixel clustering

at inter-frame and intra-frame level. Though the techniqueoverall takes significant amount of time due

to the clustering step, the interaction during graph cuts and iterations of graph cuts are much faster.

Assuming regions to be of size of around 100 pixels each. The number of nodes can easily be brought

down by a factor of 100. This produces a significant time improvement. Region level tracking has

been demonstrated recently via use of affine invariant feature detectors [49, 50] and methods based on

geometric hashing. Region level tracking and graph cuts cantherefore provide two advantage to us.

Firstly, the tracking at region level can be used to seed muchlarger part of the graph in the target image.

Secondly, efficiency can be improved by working on a region level primitive instead of pixels. As has

been demonstrated in many applications of multiresolutiontechniques like image registration, texture

synthesis or more recently in matting [43], multiresolution application of the 3D graph cuts algorithm

holds good promises of performance gain.

As future work in this direction, we would like to explore theuse of region-level primitives as nodes

for the 3D graph. One interesting direction with respect to object segmentation from videos is the

40
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use of motion clusters along with color based approach. Though such approaches have been tried in

automatic cases [39, 81], interactive correction-based methods for segmentation are yet to be explored.

Another interesting direction for investigation is in use of class specific image information, which has

been shown to be more effective in object segmentation in images [44, 58]. The efficiency of these

algorithms can easily be improved for videos due to the temporal continuity assumption which brings

down the search space drastically.

Our video completion method is a geometry based approach. The use of multiview information

for determining the occluded region in one frame from the neighboring frames is promising due to the

precise (non-approximate) calculation of a pixel’s value.Compared to the motion flow based methods

which involve approximation or estimation of motion flow forthe particles inside the hole, our method

uses exact information for the pixel available from the other frames.

Though motion segmentation using 2D motion vectors is popular, finding motion flow in smooth

regions accurately is a difficult problem. Our approach, however, doesn’t depend completely on the

motion vectors, in fact we use motion vectors clustering only to estimate the homography of the planes

between the two frames. We can therefore replace the dependence on motion flow estimation using

other techniques like the one proposed by Jain and Jawahar [32] where the homography for two images

is found using contours instead of point correspondences. The determination of the exact partitioning

boundary can still be performed using the geometric formulation used in our approach.

The drawback of the technique is its limited applicability.The approach inherently involves motion

segmentation of scenes into planar layers, which is not easyfor complex scenes. For motion segmen-

tation we use the optical flow information between two frames. The success of motion segmentation

depends on the separability of the motion vectors. In practice, it is observed that the thresholding pa-

rameters for most clustering problems cannot be determinedeasily. For instance, the parameter for

thresholding inliers in RANSAC algorithm may vary across scenes. We believe that the use ofmotion

history in initializing the point set for RANSAC will improve the segmentation results.

Exemplar methods based on SSD [35, 36, 79] are very restrictive in the domain of videos. The

assumption for periodic repetition of a patch doesn’t fit well with perspective distortions, though an

extension of approach followed in [57] may provide better results on more generic scene. The approach

of Pavić et al clearly demonstrates that with the help of little user interaction the technique can be

extended to a very large set of images [57]. The interface effectively allows the user to select the target

patch’s position and size and a real-time optimal source patch search is shown to the user. The results

demonstrated bring up possibilities for further research in how user interaction can help to get more

plausible solutions. The problem of video completion can also benefit from user interaction. The 3D

scene information, if available, can be used in an interesting way. Once a correspondence between

image frame and the 3D model can be established removing objects from the video would be essentially

equivalent to rendering the scene without the pixels belonging to the object. Our initial investigation

on structure from motion techniques suggests that a full 3D reconstruction from a video is still an

unsolved problem. However, with the use of some informationor interaction, reconstruction can be
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achieved. We would like to explore ways in which simple user interaction can provide good deal of

3D information about the scene which can be used in the completion. A combination of geometry and

optical flow interpolation would have the advantage of beinggeneric and more accurate.The recent work

of Shiratoriet al [69], where they demonstrate the combination of exemplar based method with motion

vector interpolation techniques, further motivates investigation in this direction.

An area still left unexplored by the research community in field of video completion is the use of

custom setup to make the problem easier. Most of the current work has been focusing on making the

video completion work on more and more general videos. Experience from the work in the field of video

matting suggests that much better mattes are obtained if theenvironment can be setup in a particular way.

Defocus matting [53] proposed use of three camera placed at different view points. Video completion

problem can similarly be benefited by an appropriate setup. The use of multiple cameras to capture

same scene from different view points provide equivalent information as that of view registration across

multiple frames. The special application of this techniquecomes from its use in creating special effects.

The technique will also be usable in the case where the background of the scene is difficult to customize

according to the needs.
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