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Abstract

GPUs have been used increasingly for a wide range of problems involving heavy computations
in graphics, computer vision, scientific processing, etc. One of the key aspects for their wide
acceptance is the high performance to cost ratio. In less than a decade, GPUs have grown from non-
programmable graphics co-processors to a general-purpose unit with a high level language interface
that delivers 1 TFLOPs for $400. GPU’s architecture including the core layout, memory, scheduling,
etc. is largely hidden. It also changes more frequently than the single core and multi core CPU
architecture. This makes it difficult to extract good performance for non-expert users. Suboptimal
implementations can pay severe performance penalties on the GPU. This is likely to persist as
many-core architectures and massively multithreaded programming models gain popularity in the
future.

One way to exploit the GPU’s computing power effectively is through high level primitives upon
which other computations can be built. All architecture specific optimizations can be incorporated
into the primitives by designing and implementing them carefully. Data parallel primitives play the
role of building blocks to many other algorithms on the fundamentally SIMD architecture of the
GPU. Operations like sorting, searching etc., have been implemented for large data sets [19, 42].

We present efficient implementations of a few primitives for data mapping and data distribution
on the massively multi-threaded architecture of the GPU. The split primitive distributes elements
of a list according to their category. Split is an important operation for data mapping and is used
to build data structures, distribute work load, performing database join queries etc. Simultaneous
operations on a common memory is the main problem for parallel split and other applications on
the GPU. He et al. [22] overcame the problem of simultaneous writes by using personal memory
space for each parallel thread on the GPU. Limited small shared memory available limits the
maximum number of categories they can handle to 64. We use hardware atomic operations for
split and propose ordered atomic operations for stable split which maintains the original order for
elements belonging to the same category. Due to limited shared memory, such a split can only be
performed to maximum of 2048 bins in a single pass. For number of bins higher than that, we
propose an Iterative Split approach which can handle billions of bins using multiple passes of stable
split operation by using an efficient basic split which splits the data to fixed number of categories.
We also present a variant of split that partitions the indexes of records. This facilitates the use of
the GPU as a co-processor for split or sort, with the actual data movement handled separately. We
can compute the split indexes for a list of 32 million records in 180 milliseconds for a 32-bit key
and in 800 ms for a 96-bit key.

The gather and scatter primitive performs fast, distributed data movement. Efficient data move-
ment is critical to high performance on the GPUs as suboptimal memory accesses can pay heavy
penalties. In spite of high-bandwidth (130 GBps) offered by the current GPUs, naive implementa-
tion of the above operations hampers the performance and can only utilize a part of the bandwidth.
The instantaneous locality of memory reference play a critical role in data movement on the current
GPU memory architectures. For scatter and gather involving large records, we use collective data
movement in which multiple threads cooperate on individual records to improve the instantaneous
locality. We use multiple threads to move bytes of a record, maximizing the coalesced memory ac-
cess. Our implementation of gather and scatter operations efficiently moves multi element records
on the GPU. These data movement primitives can be used in conjunction with split for splitting of
large records on the GPU.



We extend the split primitive to devide a SplitSort algorithm that can sort 32-bit, 64-bit and 128-
bit integers on the GPU. The performance of SplitSort is faster than the best GPU sort available
today by Satish et al. [40] for 32 bit integers. To our knowledge we are the first to present results
on sorting 64-bits and higher integers on the GPU. With split and gather operations we can sort
large data records by first sorting their indexes and then moving the original data efficiently. We
show sorting of 16 million 128-byte records in 379 milliseconds with 4-byte keys and in 556 ms with
8-byte keys.

Using our fast split primitive, we explore the problem of real time ray casting of large deformable
models (over a million triangles) on large displays (a million pixels) on an on-the-shelf GPU.
We build a GPU-efficient three dimensional data structure for this purpose and a corresponding
algorithm that uses it for fast ray casting. The data structure provides us with blocks of pixels
and their corresponding geometry in a list of cells. Thus, each block of pixels can work in parallel
on the GPU contributing a region of output to the final image. Our algorithm builds the data
structure rapidly using the split operation for each frame (5 milliseconds for 1 million triangles)
and can thus support deforming geometry by rebuilding the data structure every frame. Early
work on ray tracing by Purcell et al. [35] built the data structures once on the CPU and used the
GPU for repeated ray tracing using the data structure. Recent work on ray tracing of deformable
objects by Lauterbach et al. [31] handles light models with upto 200K triangles at 7-10 fps. We
achieve real-time rates (25 fps) for ray-casting a million triangle model onto a million pixels on
current Nvidia GPUs.

Primitives we proposed are widely used and our results show that their performance scales
logarithmically with the number of categories, linearly with the list length, and linearly with the
number of cores on the GPU. This makes it useful for applications that deal with large data sets.
The ideas presented in the thesis are likely to extend to later models and architectures of the
GPU as well as to other multi core architectures. Our implementation for the data primitives viz.
split, sort, gather, scatter and their combinations are expected to be widely used by future GPU
programmers. A recent algorithm by Vineet et al. [47] computes the minimum spanning tree on
large graphs used the split primitive to improve the performance.
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Chapter 1

Introduction

A graphics processing unit or GPU (also occasionally called visual processing unit or VPU) is a
specialized processor that offloads 3D graphics rendering from the microprocessor. It is used in
personal computers, workstations, game consoles, embedded systems, mobile phones etc. Modern
GPUs are very efficient at manipulating images and at computer graphics, and their highly parallel
structure makes them more effective than general-purpose CPUs for a range of complex algorithms.
In a personal computer, a GPU can be present on a video card, or it can be on the motherboard.
More than 90% of new desktop and notebook computers have integrated GPUs, which are usually
far less powerful than those on a video card.

GPUs have been increasingly used for a wide range of problems involving heavy computations in
graphics, computer vision, scientific processing, etc. The main attraction is the high computation
power per unit cost; today’s off-the-shelf GPUs deliver 1 TFLOPs of single precision power for
under $400. The programming model available on them have also become general purpose with the
advent of CUDA [33] and the newly-adopted standard of OpenCL [29]. However, extracting the
best performance from the GPU requires a deep knowledge of its internal architecture including
the core layout, memory, scheduling, etc. A lot of this information is not publicly available; the
architecture also changes more frequently than the architecture of multi-core microprocessors.

1.1 General Processing using GPU

A new concept is to use the GPU as a modified form of a stream processor to allow a general purpose
unit. This turns the massive floating-point computational power of a modern graphics accelerator’s
shader pipeline into general-purpose computing power, as opposed to being hard wired solely to
do graphics operations. In certain applications requiring massive vector operations, this can yield
several orders of magnitude higher performance than a conventional CPU. The two largest discrete
GPU designers, ATI and Nvidia, started to pursue this new market with an array of applications.
Both Nvidia and ATI, for example, have teamed with Stanford University to create a GPU-based
client in the early 2000s for the Folding@Home distributed computing project (for protein folding
calculations). In certain circumstances the GPU is about forty times faster than the conventional
CPUs traditionally used for such applications.

Recently, Nvidia began releasing cards supporting an API extension to the C programming
language called CUDA (Compute Unified Device Architecture), which allows specified functions
from a normal C program to run on the GPU’s stream processors. This makes C programs capable
of taking advantage of a GPU’s ability to operate on large matrices in parallel, while still making
use of the CPU where appropriate. CUDA is also the first API to allow CPU-based applications to
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access directly the resources of a GPU for more general purpose computing without the limitations
of using a graphics API.

1.2 GPU Applications

One way to exploit the GPU’s computing power effectively is through high level primitives upon
which other computations are built. All architecture specific optimizations can be incorporated
into the primitives by designing and implementing them carefully. An application can gain high
performance if its computationally intensive parts can be broken down into such primitives.

The high computational rates of the GPU have made graphics hardware an attractive target
for demanding applications such as those in signal and image processing. Among the most promi-
nent applications in this area are those related to image segmentation as well as a variety of other
applications across the gamut of signal, image, and video processing. The segmentation problem
seeks to identify features embedded in 2D or 3D images. A driving application for segmentation is
medical imaging. A common problem in medical imaging is to identify a 3D surface embedded in
a volume image obtained with an imaging technique such as Magnetic Resonance Imaging (MRI)
or Computed Tomography (CT) Imaging. Motivated by the high arithmetic capabilities of modern
GPUs, several researchers have developed GPU implementations of many signal processing oper-
ations such as convolutions and the fast Fourier transform. Computer vision algorithms now use
graphics hardware to accelerate image projection and compositing operations in a camera-based
head-tracking system. Yang and Pollefeys [52] used GPUs for real-time stereo depth extraction
from multiple images. Variety of applications in the field of audio and signal processing, compu-
tational geometry, data parallel algorithms, databases, data compression and data structures have
been efficiently coded for the GPU.

With the introduction of CUDA architecture, GPGPU problems are now addressed with a much
simpler API for GPU. Operations like sorting, searching and other data structure problems have
been efficiently addressed for large data sets [19, 42]. Data structures have applications in multiple
fields and efficient implementation of basic primitives have been addressed with their applications
in various fields [22].

The map-reduce primitive has recently been very effective in distributing compute intensive
applications to a cluster of processors [12]. GPUs essentially follow the data parallel model in
which kernels of code are applied on many data elements in parallel. Blelloch defined several data
parallel primitives including scan, reduce, and binary split [6, 4]. Sengupta et al. implemented these
primitives on the GPU under CUDA [42] which has been made available under the CUDPP library
[19]. Several applications have been built using these primitives including kd-trees [55], octrees
[54], BVH trees [31], etc.

Efficient parallel implementations of basic data structures is essential for the adoption of parallel
architectures like the many-core GPUs and CPUs to general purpose computing. Many applications
need fast basic primitives to achieve best performance from accelerators like the GPU. Latest GPUs
provide up to 240 programmable cores and deliver 1 TFLOP of performance. CPUs have moved
to 4 and 8 cores for high end machines and at least 2 cores on basic machines. We will see many
core CPUs that can be specialized for specific application areas, such as the Larrabee from Intel for
graphics processing [41]. With the growing number of cores available, we need algorithms which
are scalable over a wide range of current and forthcoming parallel architectures.
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Algorithm 1 Split (L)

1: I Count the number of elements falling into each bin.
2: for each element x of list L do [Can be done in parallel]
3: bin ← category(x)
4: histogram[bin]++ [Multiple elements may clash on a bin]
5: end for
6:

7: II Find the starting index for each bin using a prefix sum
8: startIndex[0] ← 0
9: for each category m do

10: startIndex[m] ← startIndex[m-1] + histogram[m-1] [Use Parallel Prefix Sum(Scan)]
11: end for
12:

13: III Assign each element to the output within its position, incrementally
14: localIndex[x] ← 0
15: for each element x of list L do [Can be done in parallel]
16: bin ← category(x)
17: itemIndex ← localIndex[x]++ [Atomic Read-and-Increment required]
18: globalIndex ← startIndex[bin]
19: outArray[globalIndex + itemIndex] ← x
20: end for

1.3 Split Operation

The split primitive is widely used in database operations and for building various data structures.
It requires random memory access which is tricky on parallel architectures. Split has been imple-
mented on the GPU by He et al. [22] and was used to perform relational joins on the GPU. Sort
is another basic primitive needed by many operations. A number of sort implementations have
appeared for the GPU. Algorithms like quick sort, radix sort, merge sort, bitonic sort have been
implemented on the GPU recently.

Split can be defined as appending each input element x to a list of the category it belongs to, or
performing append(x, List[category(x)]). List holds all elements of a particular category. Split
is a function that divides an input relation into a number of partitions. Each element could also
be part of multiple categories. This results in non-disjoint partitions and an increased size of the
output relation. Multi-split can be handled by replicating input element that are part of multiple
categories. A compact function following a split packs the lists of individual categories together so
that the input and output lists have the same length.

Problem: We consider the problem of splitting an input list of N elements to M categories or
bins. Our split is a length preserving operation. The output is a list of length N with elements of
each category stored together and the categories in a sorted order as shown in Figure 1.1.

Split can be implemented using a 3 step process sequentially as given in Algorithm 1. Step I (Line
1) and step III (Line 13) are very similar. Step I limits itself to counting (building the histogram)
while step III performs index increment and data copying. Each data element is examined once
in step I and step III along with the corresponding binID. Step 2 (Line 7) goes over all the bins.
Sequential split thus has a complexity of O(N + M), where N is the length of the input list and
M is the number of categories.

Split primitive operates on a list of pairs of element and category. It rearranges the list and
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Figure 1.1: Split produces a compact list with the categories in order and elements of each category
together

brings together the elements of the same category. Stability of the split operation can be defined
in a manner similar to that of sorting. Elements belonging to the same category should appear in
the initial order of the input list to ensure the stability of the split operation. Split primitive does
not restrict the order of categories, i.e. different categories can be placed in any order in the output
list. If these categories are ordered and are placed in ascending/descending order, split essentially
reduces to sorting. Implementing split on parallel machines is tricky due to the parallel updating
of the category lists. Efficient split operations can be central to several operations, especially those
building and manipulating non-trivial data structures. We present the implementation of split on
the GPUs using the CUDA model in the rest of this paper.

1.4 Scatter and Gather Operation

Scatter and Gather operation involve movement of records from one location to another. Many
primitives like sort process the input and produce new location for each record in the input. This
movement of data needs to be performed efficiently on the GPU, by maximizing the bandwidth
between the processor and device memory. Peek bandwidth for current state of the art GPU,
Nvidia GTX280, is around 130GB/sec which is achieved with coalesced reads and writes to the
GPU.

Coalescing is a dual concept of caching on uniprocessors. Caching improves the performance in
the presence of temporal locality in memory accesses by the same thread. Coalescing improves the
performance when there is instantaneous locality in the memory references by a block of consecutive
threads, as the accesses are combined into a minimum number of expensive memory transactions.
Completely coalesced reads can be a factor 50-100 times faster than a totally random read on current
GPUs. Previous generation GPUs (Nvidia G80) would achieve coalesced read/write if consecutive
threads access to consecutive locations in the main memory for a half-warp of threads (16 threads).
A half-warp could make a transaction of 64 bytes (16 * 4 bytes) or 128 bytes (16 * 8 bytes) with the
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Figure 1.2: Scatter operation forces consecutive threads to write random locations in the memory
causing non-coalescing

cost of a single memory fetch if the transaction is coalesced. Current generation GPUs (GTX280
and later) have redefined coalescing as a half-warp reading from a segment of 64 bytes or 128 bytes.
Thus, threads need not read/write from consecutive locations but can read/write from any location
within the segment.
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Figure 1.3: Multi element records benefit from the approach where consecutive threads write to
contiguous locations in the memory

Performance of non-coalesced reads and writes can degrade given the limited bandwidth of the
global memory. A global memory operation costs around 400-500 clock cycles. These transactions
are optimally scheduled in order to gain as much performance as possible. Processes which are
computationally heavy can successfully hide this cost but memory intensive applications on the
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GPU suffer from the slow bandwidth. Figure 1.2 shows how non-coalesced writes are performed
during scatter operation for single element records. For large records (multiple elements of 4 or 8
bytes). Figure 1.3 shows data movement can be coalesced by moving elements of a record using
consecutive threads. Data movement on the CPU is performed sequentially and would automati-
cally benefit from caching for multi element records. GPUs on the other hand should be explicitly
programmed to perform efficient data movement of large records. An alternative approach where
consecutive threads move same element of different records would cause non-coalescing even in case
of multi element records.

1.5 Contributions of the thesis

In this thesis, we present efficient and scalable implementations of two data mapping primitives with
wide applications on the GPU. Data mapping and distribution are used in distributed applications
for data structure building, load balancing, etc. We present the split primitive that distributes
data elements based on a category each belongs to. This is a generalization of the binary split and
has been found to be critical for all throughput computing [11]. We also define index-variants of
split that defer the actual data movement, which is useful to handle bulky data records. We also
present efficient implementations of the data movement primitives scatter and gather on the GPU
that work in conjunction with the index-variants of split. The separation of index computation
from data movement enables the use of the GPU as a fast co-processor for split and sort, with data
movement handled separately. The GPU performance is highly sensitive to memory access patterns;
suboptimal implementation can pay heavy penalty. Optimized primitives are basic building blocks
using which many regular and irregular applications can be built.

The main contributions of this thesis are the following:

1. A split algorithm that stores a single copy of the histogram on each block in the shared
memory and uses shared memory atomic operations. This is faster than the split by He et
al. [22] and extends the number of bins to split from 64 to 2048 for a single pass.

2. A multi-level approach that can split the input list to progressively defined bins. The Multi-
Level Hierarchical Split algorithm treats the bins as a hierarchy and splits different sublists
independently after the first level. This further extends the number of bins that can be
handled efficiently to 2 million. Performance degrades beyond that.

3. Ordered Atomic operations that resolve clashes between multiple processes in the order of
a user-supplied priority value. We define the operation and provide a serialized implemen-
tation on the current GPUs that may be 5 to 10 times slower than a possible hardware
implementation.

4. A Multi-Level Iterative Split algorithm that splits iteratively to sub-bins based on grouping
of bits of the bin ID from the right to left. The work done is the same in each iteration and
the algorithm scales linearly in the number of bits of the bin ID to any length.

5. A SplitSort algorithm that reduces sort to a iterative splits to a number of bins equal to the
range of the input values. This algorithm is linear in the input size, logarithmic in the range
of values, and linear in the number of cores available. It can also extend to keys of any length.
We show results of sorting up to 64-bit numbers on lists of length up to 64 million in well
under one second.
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6. We improve and exploit the instantaneous locality of memory references to improve the data
movement performance on the GPU. The coherence in memory access between different com-
pute elements is critical to memory performance on the GPUs, like caching on the CPUs.

7. We present efficient implementations of the gather and scatter primitives for fast data move-
ment within the GPU, taking advantage of the instantaneous locality of memory references.
We can randomly scatter 16 million 128-byte records in about 290 milliseconds and 8 million
256-byte records in under 150 ms.

8. We present efficient and scalable implementations of the split and split-index primitives for
the GPU. These can be used to split a list to its category or to sort a list of numbers. We can
sort 128 million 32-bit numbers in about 650 milliseconds and 128 million 128-bit numbers in
about 4 seconds. We can compute the split-index for 64 million records with 32-bit keys in
350 milliseconds.

9. We show applications of the split and gather primitives for several operations. Sorting large
records maps to a split-index followed by a gather. We show sorting of 16 million 128-byte
records in 379 milliseconds with 4-byte keys and in 556 ms with 8-byte keys. We also discuss
how these primitives can be used to build distributed data structures for applications like ray
tracing.

10. We use the split data primitive for building efficient data structure for ray casting of triangu-
lated deformable models. We ray cast a million triangle deformable model onto a million pixel
window in real time. CPUs are not capable of performing ray casting of heavy deformable
models at real time rates. Even with the introduction of multi core CPUs, it is difficult to
achieve the above.
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Chapter 2

Background and Related Work

GPUs were originally hardwired for specific graphics tasks. As transistor budgets and demand for
flexibility grew, the hardware became more programmable. They still contain special hardware
and functional units specific to graphics tasks, but today’s GPUs can be considered as compute
accelerators.

2.1 GPU Architecture

A typical GPU design, shown in the Figure 2.1, is abstracted from information put out by Nvidia.
High performance of the GPUs is due to the large number of thread processors (TP). A set of
TPs together with local memory and register file is called a multi processor (MP). The state of
the art GPUs by Nvidia are equipped with up to 30 MPs each with 8 TPs. The GPU has a
theoretical processing power of up to 1 TFLOPS. Each multiprocessor executes in SIMD mode,
i.e., each thread processor in a multiprocessor executes the same instruction simultaneously. Each
instruction is quad-clocked with a SIMD width of 4, even though there are only eight thread
processors. Nvidia defines these mode of single instruction multiple threads as SIMT execution.
In the figure, there are eight thread processors in each of M multiprocessors (MP), for M ∗ 8 TPs
total.

The multiprocessors execute asynchronously. There is no communication across multiprocessors,
although there is a synchronization mechanism for groups of threads running on a multiprocessor.
Threads from a multiprocessor can also communicate through the shared memory common to that
multiprocessor. Multiprocessors can only communicate via the high latency off-chip global memory.
The operations on the common global memory locations by multiple processors do not follow any
order, making it hard to communicate. Only one of the multiple simultaneous operations on the
memory succeeds, making it non-deterministic in nature. Atomic operations on the hardware are
meant to overcome above problem; they guarantee all operations to succeed but no information on
ordering of the operations is known.

Each multiprocessor has a special function unit which performs operations like, divide, square
root, etc. It is slower compared to other processing units but its infrequently used. Each mul-
tiprocessor has a high bandwidth, low latency on-chip local memory (shared memory). Shared
memory is a valuable resource but is limited to 16KB on current generation GPUs. There is also a
high-bandwidth, high-latency large off-chip global device memory, over 1GB on high-end models.
Device memory needs to be filled via the PCIe bus by the host from the host memory. Data on
the GPU device memory can be pulled back to the host memory in a similar way. Recent software
improvements have enabled the use of host memory from the device, thus extending the amount
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Figure 2.1: GPU Architecture for current generation of Nvidia GPUs. Processors from other
vendors have a similar architecture.

Figure 2.2: Nvidia GTX 280, Nvidia GPU Chip for GTX 200 Series and Nvidia Tesla 4 GPU
System shown above. Images obtained from freely available documents provided by Nvidia.

data which can be processed beyond GPU device memory.
Eight thread processors are grouped together to form a multiprocessor and several multiproces-

sors are combined to form a device in the hardware model. Threads are combined together as
thread blocks in order to group large number of threads. These thread blocks form a grid of blocks,
which are processed on the GPU using a kernel. Each thread block is executed on a multiprocessor
and thread of the block can communicate through the shared memory of the multiprocessor. Syn-
chronization can also be triggered for the threads of a block using barriers. More than one thread
block can occupy a multiprocessor. These thread blocks are time-shared by interleaving warps of
threads. No ordering of the threads warps is guaranteed. The number of thread blocks which
can be handled by a multiprocessor depends on the resources used by each thread block. Private
partitions in the shared memory and register file are logically created for each thread block that
occupies a multiprocessor.

A large number of threads is required for extracting enough parallelism on the GPU. The SIMD
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instructions being executed on each multiprocessor may stall the processors if the instruction takes
a long time. A memory request from the global memory may take as much as 500 clock cycles.

Time sharing a large number of threads on a multiprocessor can improve the overall throughput
of instructions. Thread warps which are context switched can belong to the same block or different
blocks being executed on a multiprocessor.

GPUs are also designed for structured data accesses, as they are designed for graphics processing.
The memory is efficient when transactions are performed in an ordered manner by the threads.

The current generation GPUs coalesce as long as all the reads/writes are from a block of memory
of 64 or 128 bytes. Shared memory has a low latency but can suffer from bank conflicts. Shared
memory of 16KB is divided into 16 banks of 1KB each. Each consecutive word of the memory is
placed in consecutive banks, making it possible to read 16 words by a single half-warp (16 threads)
without any bank conflicts. In case of a bank conflict, the requests are serialized.

Figure 2.3: Shader Model 4.0 Pipeline. Geometry Shader was introduced as new programmable
unit in the pipeline.

Above resources and limitations should be kept in mind for an efficient implementation on the
GPU. Data common to a thread block and required for processing more than once should be stored
in the shared memory. The life of the data in shared memory is that of the thread block and that
data can not be referred by other thread blocks. Data transaction from the global memory should
be coalesced in nature to achieve many fold performance as compared to non-coalesced reads and
writes.
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Each multiprocessor is equipped with a thread control unit (Figure 2.1) which manages the
scheduling of threads from multiple blocks assigned to the multiprocessor. All 8 thread processors
perform the same instruction in a clock cycle. Multiprocessors also have the synchronization units
which allow synchronization of threads from a block. The most common use of synchronization is
to maintain data consistency when multiple threads are used to read data from global memory to
shared memory, assuming the data brought in can be used by other threads of the block.

2.1.1 GPGPU

Programmability of the GPUs has grown over the last decade. Shader model 3.0 introduced fully
programmable vertex and pixel processing units. Support for vector operations on IEEE single
precision floating point numbers was introduced. Many high level languages like Cg by Nvidia,
open standard GLSL, HLSL by Microsoft etc. for shader programming made it easier to program
the GPU and access the computation power. It was studied that GPUs could accelerate some
problems by an order of magnitude over the CPU. With the introduction of shader model 4.0,
an additional geometry generation unit was added to the pipeline (Figure 2.3). General-purpose
application on the graphics processing unit (GPGPU) were mostly addressed through the pixel
shader unit and was neither affected nor gained much with the new shader model.

The GPGPU approach could address various non-graphics problems like in-game simulation of
physics and computational science. Given the earlier development on the GPUs was focused on
graphics applications, the programming environment was tightly constrained. Lack of exposure to
the underlying architecture also made it hard for non-graphics developer to port their applications
to the GPU. The developer was expected to be an expert in computer graphics in order to make
effective use of the GPU.

General purpose computation used a Stream Processing model where a series of operations (kernel
functions) are applied to each element from the set of data (a stream). A typical GPGPU problem
is mapped as a texture manipulation problem using the graphics pipeline. The main source of input
and output data containers are textures which earlier had access only from pixel shaders but now
can also be accessed from vertex and geometry shader (Figure 2.3) due to a unified shader model
introduced with shader model 4.0. The major limitation of this model was the limited scope of
writing an output since scatter was not supported. This approach had a significant learning curve
but yet provided opportunities for extreme speedups for selected applications.

2.1.2 CUDA Architecture

CUDA is a programming interface to the parallel architecture of the GPU for general purpose
computing. This interface is a set of library functions which is coded as an extension of the C
language. A compiler generates executable code for the CUDA device. The CPU sees a CUDA
device as a multi-core co-processor. The CUDA design does not have memory restrictions of
GPGPU. One can access all memory available on the device with no restriction on its representation
though the access times vary for different types of memory. This enhancement in the memory model
allows programmers to better exploit the parallel power of the GPU for general purpose computing.

CUDA Hardware Model: At the hardware level the GTX 280 processor is a collection of 30
multiprocessors, with 8 processors each. Each multiprocessor has its own shared memory which is
common to all the 8 processors inside it. It also has a set of 32-bit registers, texture, and constant
memory caches. In any cycle, each processor of the multiprocessor executes the same instruction
on different data. Communication between multiprocessors is through the device memory, which
is available to all processors of the multiprocessors.
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Figure 2.4: Nvidia CUDA Hardware Model.

CUDA Programming Model: For the programmer, the CUDA model is a collection of
threads running in parallel. A warp is a collection of threads that can run simultaneously on a
multiprocessor. The warp size is fixed for a specific GPU, 32 on present GPUs. The programmer
decides the number of threads to be executed. If the number of threads is more than the warp size,
they are time-shared internally on the multiprocessor. A collection of threads (called a block) is
mapped to a multiprocessor at a given time. Multiple blocks can be assigned to a multiprocessor
and their execution is time-shared. A single computation on a device generates a number of blocks.
A collection of all blocks in a single computation is called a grid. All threads of the blocks mapped
to a multiprocessor divide its resources equally amongst themselves. Each thread and block is given
a unique ID that can be accessed within the thread during its execution. Each thread executes a
single instruction set called the kernel. GPU is a co-processor to the CPU and needs to be initiated
by the CPU. A typical CPU/GPU application is executed in the following order when initiated by
the CPU.

1. Copy data from main memory to GPU memory

2. CPU instructs the process for GPU execution

3. GPU executes the program in parallel using many cores

4. Copy the results from GPU memory to main memory

GPGPU approach using the graphics pipeline had a steep learning curve due to unfamiliarity
of programmers with the graphics APIs. CUDA has several advantages over traditional general
purpose computation on GPUs (GPGPU) using graphics APIs.

1. Scattered reads/writes: Code can read from arbitrary addresses in memory.
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Figure 2.5: Nvidia CUDA Software Model.

2. Shared memory: CUDA exposes a fast shared memory region (16KB in size) that can be
shared amongst threads. This can be used as a user-managed cache, enabling higher band-
width than is possible using texture lookups

3. Faster downloads and read-backs to and from the GPU

4. Full support for integer and bitwise operations, including integer texture lookups.

The following are some of the limitations of CUDA model when compared to sequential programs
and the GPGPU.

1. It uses a recursion-free, function-pointer-free subset of the C language, plus some simple
extensions.

2. Texture rendering is not supported, although internal copying within GPU memory is fast
and can be used.

3. CUDA-enabled GPUs are only available from NVIDIA (GeForce 8 series and above, Quadro
and Tesla) but a similar new standard, OpenCL is expected soon which will be a open
standard similar to OpenGL and will be supported across all GPU vendors.

2.2 Data Parallel Primitives

As we have seen earlier, the GPU is a data-parallel processor, with thousands of threads processing
thousands of data elements. Data parallel primitives play the role of building blocks to many other
algorithms on the GPU.

Designing data parallel primitives requires us to partition the data to operate in well-sized
blocks. One of the most important resource on current GPUs under CUDA is the shared memory
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available to each multiprocessor. A number of data blocks mapped to an MP can extract maximum
parallelism and hide the memory latency.

Common parallel primitives include Scan, Reduce, Split, Sort, Gather, Scatter, MapReduce etc.
Scan (prefix sum) is a simple and useful parallel primitive for many parallel algorithms like, radix
sort, quick sort (segmented scan), string comparison, lexical analysis, stream compaction, run-
length encoding, tree operations, histograms etc. Scan was first proposed by Iverson et al. [27]
which was further used by Blelloch et al. [5] as a primitive for various parallel algorithms. Horn et
al. [25] provided a GPU implementation using the graphics pipeline and was applied to Summed
Area Tables by Hensley et al. [24]. Sengupta et al. [42] proposed a CUDA based implementation
of the scan operation which is now available as a part of CUDPP library for data parallel primi-
tives [19]. Dotsenko et al. [13] propose a shared memory based approach for performing scan and
segmented scan operations on the GPU. Their results show up to 10 times performance over pre-
vious implementation by Sengupta et al. [42]. CUDPP [19] library supports a 2-way (1 bit) split
operation which can be used to implement radix sort. Multi category split was recently proposed
by He et al. [22] which could split an input sequence n−ways where n is the number of categories.
Dean and Ghemawat [12] proposed MapReduce, a programming model and an associated imple-
mentation for processing and generating large data sets. User specified map function processes a
key/value pair to generate a set of intermediate key/value pairs, and the reduce function merges
all intermediate values associated with the same intermediate key. Recent GPU implementation of
the MapReduce framework has been presented by He et al. [20].

Figure 2.6: Split operation using per-thread histograms in shared memory by He et al. [22]
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2.3 Split and Sort

Split has been implemented recently on the GPU by He et al. [22]. They built a per-thread
histogram on the GPU to overcome the problem of concurrent writes by multiple threads. They
used split as a primitive for implementing a variety of relational join operations for databases on
the GPU. Their approach is limited by the available shared memory and limits the number of
bins per pass to as low as 64 on current GPUs. Figure 2.6 describes their approach using a small
example. The CUDPP library by Harris et al. [19] implements the binary split primitive for two
categories. A list of elements tagged with true or false are split into the two categories. They define
and implement compact operation which reduces the above kind of list to a smaller list of elements
which are tagged true. CUDPP sort is based on this and splits the data 1 bit (2 categories) at a
time. Lauterbach et al. [31] use multiple independent split and compact operations, for building a
bounding volume hierarchy for ray tracing.

Several other sorting algorithms have been developed for the GPUs. Bitonic sort, a parallel algo-
rithm for sorting was first implemented by Purcell et al. [36]. Govindaraju et al. [15] demonstrated
improved sorting performance for external sorting algorithm using graphics processors on large
databases. Their implementation of bitonic sort used programmable pixel shaders with OpenGL
API. With the introduction of CUDA, sorting algorithms like radix sort and merge sort have been
implemented which tend to be faster. Harris et al. [19] propose a bit-wise radix sort approach
using CUDA. They partition the data based on a bit starting from least significant bit and moving
towards most significant bit. Satish et al. [40] propose a method for bit-wise sorting of data similar
to CUDPP. They implement parallel radix sort by increasing the number of bits handled per pass to
4. They also describe a compare based merge sort algorithm. Cederman et al. [9] describe a quick
sort based approach for sorting large data on the GPU. Katz et al. [28] implement compare-based
sort using bitonic/merge approach.

2.4 Data movement

Govindaraju et al. [16] describe how GPU memory architecture is significantly different from the
CPU architecture. GPU cache sizes are smaller in size compared to CPU cache sizes and GPU’s
video memory has high-bandwidth and high-latency. Scatter operation is an important addition to
the programmability of the GPU introduced with CUDA. Efficient methods for scatter and gather
operation on the CPU can thus differ from those on the GPU. Govindaraju et al. [21] propose
efficient multi-pass scatter and gather operations. They present a probabilistic analysis which
accounts for memory access locality to estimate the performance of scatter and gather operations
on GPUs. Their approach achieves 2-4 times performance gain with multi-pass scatter.

2.5 Ray Casting and Ray Tracing

The ray casting algorithm for rendering was first presented by Arthur et al. [2]. Ray casting
rendered images by tracing a ray from the eye, one per pixel, into the environment. The next
important research breakthrough was proposed by Rubin and Whitted [39] in 1979. They extended
the idea of ray casting by generating three types of rays: reflection, refraction and shadow, when
a ray hits a surface. These techniques have been attempted over years, across architectures like,
CPUs, multi-cores, clusters, CellBE, FPGAs etc. Beam Tracing [23] was introduced to exploit the
spatial coherence of polygonal environments. Rather than working with high number of rays per
image, beam tracing sweeps areas of the scene to form beams. Spatial data structures like kd-trees,

16



octrees and grids have been used for efficient traversal of large models for ray tracing. Grid data
structure was used for one of the first ray tracing implementation on the GPU [35]. The data
structure was built once on the CPU and stored as 3-D texture on the GPU for traversal.

Before the introduction of GPU, ray tracing was performed on CPU or on a cluster of CPUs.
A single CPU works sequentially on all the rays and finds closest intersections. With the increase
in CPU cores and multi threaded architectures, ray tracing could be performed efficiently on a
set of processors. MLRTA [38] performs fast ray tracing by allowing a group of rays to start
traversing the tree data structure from a node deep inside the tree, saving unnecessary operations.
RLOD [53] uses a LOD based scheme which integrates simplified LODs of the model into kd-tree,
performing efficient ray-triangle intersections. Wald et al. [48] ray trace deformable objects on the
CPU using a bounding volume hierarchy (BVH). They exploit the fact that the topology of the BVH
is not changed over time so that only the bounding volumes need be re-fit per frame. In another
work, they [50, 49] ray trace animated scenes by rebuilding the grid data structure per frame.
They use a new traversal scheme for grid-based acceleration structure that allows for traversing
and intersecting packets of coherent ray using an MLRTA-inspired frustum-traversal scheme. Ray
tracing has also been performed on non-triangulated models like implicit surfaces [30, 46] and
geometry images [18, 8].

Programmable GPUs can perform limited ray tracing due to the constrained programming
model [7, 35]. Ray tracing was performed as a multi-pass operation due to insufficient capabil-
ity of the fragment shaders. With the growth in programmability of the GPU, more efficient
methods have emerged which use the looping and conditional operations. Most of the work for
ray tracing on GPU uses pre-built data structures, given that the cost of building parallel data
structures may be high [26]. A recent work by Zhou et al. [55] builds and ray traces small and
medium sized deformable models on the GPU using CUDA. Wie et al. [51] take the alternative
approach of non-linear beam tracing on the GPU for deformable objects.
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Chapter 3

Atomic and Ordered Atomic
Operations

In a parallel computing environment multiple computations are performed simultaneously. It works
on the principle that large problems can be divided into smaller concurrent problems. It is believed
that parallel programs are more difficult to write than sequential ones, as the concurrent behavior
introduces a variety of software complications such as the race condition. Communication and
synchronization between multiple small parallel problems are typically one of the greatest obstacles
to optimal performance. Concurrency calls for atomic operations to be performed on the memory
in order to avoid any kind of read/write hazards (RAW/WAR/WAW). Atomic operations make
sure that the concurrent writes from multiple requests are performed in a consistent manner and
no corruption of data occurs.

3.1 Atomic Operation

An atomic operation is a set of actions that can be combined so that they appear to the rest of
the system to be a single operation that succeeds or fails. In concurrent processing, where multiple
processes can access a shared memory or register, an atomic operation on the shared location can
be implemented by serializing it in some order such that the final results are correct. That is, for
an operation O performed concurrently on a location M by a set S of processes, the resultant value
in M is:

M ← Ot(Os(· · · Or(Oq(Op(M))))), (3.1)

where {p, q, r, · · · , s, t} is a permutation P(S) of the processes in S. All permutations will give
correct results for associative operations. The atomic operation can be thought of as a serialization
of the contending operations in some order, with the final value being the result of all operations
applied in that order.

Atomic operations of the test-and-set class are needed to build coherent data structures by dis-
tributed systems. These operations return to each process the value of the location M immediately
prior to its own operation, in one indivisible step. Thus, a process p gets a value

mp ← Oi−1(Oi−2(Oi−3(· · · ))), (3.2)

where i is the order of the process p in the permutation P(S). Each process gets a potentially
different return value mp based on its order in the permutation.
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Definition: An atomic invocation of a concurrent operation O on a shared location M is equivalent
to its serialization in an unspecified order within the set S of processes that contend for M . The
sequence of steps can be described equivalently as follows.

1. Compute a permutation P of S as p1, p2, p3, · · · , p|S|. The exact permutation used is unspec-
ified and is usually implementation-dependent.

2. Each process pi gets the following partial result mi as its return value

mi ← Oi−1(Oi−2(· · · O1(M))), (3.3)

where Oj is the operation of the j’th process in P. Thus, the operation of the first process
of the permutation is applied first.

3. The final result in M is given by

M ← O|S|(O|S|−1(· · · (O2(O1(M))))) (3.4)

Example 1: Assume N processes hold a bit b and a data element data. Assume n processes have
b = 1, where n < N is not known ahead of time. The n data elements are to be packed into a
shared array of length n.
Solution: The processes with b = 1 should write its element to the next free location of the array.
This can be performed using a shared variable count as:

1. count = 0
2. Each processor with b = 1 does in parallel

a) index = count++
b) array[index] = data

The “++” operator in Step 2(a) has the semantics of post-increment in C. Thus, index has the
lower value and the step results in the value being read and incremented in one indivisible step.
This is an atomic increment operation of the kind defined earlier. Each process is guaranteed to
get a different number starting from 0 to n− 1 and will store its data element in a non-conflicting
location in Step 2(b).

3.2 Atomic Operations on CUDA

GPUs with compute capability 1.1 (8600 GTS, 8800GT etc.) support global memory atomic
operations on the GPU. Current generation GPUs are compute capability 2.0 and higher and can
perform atomic operations on the global as well as shared memory. In the following section we
explore various ways to use atomic operations on CUDA by considering the histogram computation
problem as an exercise.

3.2.1 Global Memory Atomic Operation

We consider a single copy of histogram to be built placed in the global memory of the GPU.
Using the atomic operations (increment) provided by CUDA on the global memory we compute
the histogram using the following pseudocode.
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for each thread in parallel
for each element x assigned to the

thread, sequentially
{

// Get category for element x
bin = category(x);

// Increment its count
atomicInc(globalHist[bin]);

}

3.2.2 Shared Memory Atomic Operation

Atomic operations can be performed on the shared memory also. We describe histogram computa-
tion using several forms of atomic operations in this section. These can be used with devices which
can not support shared memory atomic operations.

Clash Serial Atomics

One way to simulate parallel atomic writes to the shared memory is by serializing the clashes. This
can be done by embedding the thread ID within the warp of threads that are scheduled together
with the data [43]. The current Nvidia GPUs schedule 32 threads simultaneously in a warp. 5 bits
are needed to identify threads of a warp. Each thread appends its 5-bit tag to the data word before
writing to the shared memory (Figure 3.1). A thread knows its write succeeded if its tag is found
on a read-back that is done immediately. The capacity of counts is reduced from 232 to 227. This
is not a limitation for split as each block will handle far fewer elements. Each write in warp cycle
results in one successful write, serializing the clashes of a warp.�� ��� ���� ��	 ��
 ��� ��� �� �� ��� �
����	

Figure 3.1: Thread ID is used as a tag for clash-serial atomics

for each thread in parallel
for each element x assigned to the

thread, sequentially
{

bin = category(x);

// Unique Tag for each thread
threadTag = threadId << (32-WARP_LOG);

// Write to shared memory until the
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// read back gives your tag
do {
count = sharedMem[bin] & 0x7FFFFFF;
count = threadTag | (count + 1);
sharedMem[bin] = count;

} while (sharedMem[bin] != count);
}

The costs of atomic operations is directly proportional to the number of clashes within the warp.
In practice, this approach works only when 32 threads are in a block on current GPUs due to the
way warps of a block are scheduled. For multiple warps of a block we can use separate histograms
for error-free atomic operations.

Thread Serial Atomics

Figure 3.2: Threads are serialized to achieve atomicity with each iteration producing one write to
shared memory.

Another approach to perform atomic operations is to serialize the threads of a warp irrespective
of clashes. Each thread will wait for its turn to write. This will incur a fixed overhead proportional
to the warp size, but does not perform extra shared memory writes.

for each thread in parallel
for each element x assigned to the

thread, sequentially
{

bin = category(x);

for i = 0 to WARPSIZE-1 sequentially
if (threadIdx.x == i)

sharedMem[bin]++;
}

Figure 3.2 shows the state of GPU cycles for this approach for a warp of threads. For each of the
32 cycles, only one thread performs the write on the shared memory thus ensuring the atomicity.
In practice, this technique also works only when the block has only one warp. This approach is
slow, but can control the order in which clashing threads are serialized. This might be beneficial
for some applications, as we will see later.
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Figure 3.3: Timing comparison of histogram using different implementations of shared memory
atomic on 16M elements. X-axis gives different number of bins used for histogram operation.

Hardware-Supported Atomics

The latest GPUs support shared memory atomic operations, similar to global memory operations.
They work across warps and hence data structures can be shared across blocks of different sizes.
This approach is fast and can handle any valid configuration of threads and blocks. Pseudocode
for histogram computation using hardware atomics is given below.

for each thread in parallel
for each element x assigned to the

thread, sequentially
{

bin = category(x)
atomicInc(&sharedHist[bin]);

}

We explore the relative performance of the three methods across a range of bins for 16M input
data for histogram computation only and for the full split operations. Figure 3.3 gives the perfor-
mance on the histogram operation. Hardware atomic is tried with 32 threads per block and with
128 threads per block. Hardware atomic operations with 128 threads yields the best performance
on hardware that supports it, such as the GTX280. The approach works with higher number of
threads too (256, 512), but optimum performance is achieved with 128 threads. On GPUs with no
hardware atomic support (such as the G80 series) the Clash Serial method give the best perfor-
mance. The Thread Serial method gives the worst performance due to its inherent serialization.
In these experiments, the input array is divided into chunks, each of which is handled by a block.
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The threads of the block collectively process the elements in the chunk. The thread-serial atomic
operation has a running time that is independent of the data, however. The last column of table in
Figure 3.3 correspond to timings when number of bins is 1. Thread Serial method performs better
than both other approaches. Results confirm that Thread Serial approach has a constant overhead
independent of the number of bins. The timings when number of bins are 1024 and 2048 is affected
due to the overall occupancy of the multiprocessor.

3.3 Ordered Atomic Operations

Definition: An ordered atomic invocation of a concurrent operation O on a shared location M is
equivalent to its serialization within the set S of processes that contend for M in the order of a
given priority value π. The sequence of steps can be described equivalently as follows.

1. Compute a permutation P of S as p1, p2, p3, · · · , p|S| such that

π(p1) ≤ π(p2) ≤ · · · ≤ π(p|S|). (3.5)

2. Each process pi gets the following partial result mi as its return value

mi ← Oi−1(Oi−2(· · · O1(M))), (3.6)

where Oj is the operation of the j’th in P. The operation of the process with the least priority
is applied first.

3. The final result in M is given by

M ← O|S|(O|S|−1(· · · (O2(O1(M))))) (3.7)

Example 2: Assume each process has a unique ID ranging from 1 to N . The operation to be
performed is the same as in Example 1, but the data elements need to be stored in the same order
as the process IDs. That is, the data from a process i should appear earlier than the data from all
processes j if i < j.

The atomic operation discussed earlier will not produce the required results if an arbitrary
(implementation-dependent) permutation is applied to serialize the computations of processes con-
tending for the same location in Step 2(a). The solution then is to write the b bits to a shared
array in order of the process IDs and to perform a parallel prefix sum of the bits. The result in
location i gives the index of the data element of process i, using which the data can be written.
Solution: The problem can be solved using the same solution as Example 1, but using an ordered
atomic increment with the process ID as the priority value in Step 2.

1. count = 0
2. Each processor i with b = 1 does in parallel

a) index = atomicIncrement(count, i)
b) array[index] = data

The operation increment returns the first argument value and post-increments it, using the
second argument as the priority. This ensures that processes with lower IDs get lower values of
index than those with higher IDs, resulting in the desired ordering of the data elements in the
shared array. Ordered atomic operations can be specified by the tuple <O, π> such that the
conflicting processes serialized in the order of their π values.

Figure 3.4 describes a case of parallel radix sort by splitting the input one digit per pass starting
from least significant digit. Pass 2 needs to perform ordered atomic operations to maintain the
order from Pass 1.
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Figure 3.4: An order preserving atomic operation can maintain the existing order for the Iterative
Split approach.

3.4 Ordered Atomic Operations on CUDA

Global memory atomic operations on CUDA perform an implementation-dependent serialization
and is not guaranteed to preserve the ordering. We described three ways to implement shared mem-
ory atomic operation in previous section. Among them, neither the hardware-supported scheme
nor the clash-serial scheme guarantees the ordering as both rely on resolving the clashes in some
order. Our experiments on the GPU hardware verified this fact; the ordering is not maintained
and split done using them produce wrong results.

The thread serial atomic scheme, however, explicitly controls the order in which the operation
is taken up by serializing it explicitly. The code fragment in Section 3.2.2 uses equality of the loop
variable with the the thread ID as the condition for the write within a warp. This has the impact
of using the thread ID as the priority value for the ordered atomic operation. It is easy to see that
other priority values can also be used as long similarly. Our experiments on the GPU confirms this
fact and the ordering can be preserved for clashes within the same warp of threads. The current
GPU hardware does not guarantee ordering of warp scheduling for the sake of greater ability to
hide memory latencies. Thus, ordered atomic operations are not guaranteed to work across multiple
warps by serializing. We use the thread-serial atomic scheme for correct Iterative Splitting. The
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serializing is, however, expensive. It should be noted that the thread serial scheme is 5 to 10
times slower than the hardware-supported scheme (Figure 3.3). The ordered atomic operations
can be implemented 5-10 times faster if the serialization of the hardware-supported atomics can be
controlled.
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Chapter 4

Split Operation

A split primitive divides a relation into a number of disjoint partitions according to a given par-
titioning function as described in Chapter 1. The resulting partitions are stored in the output
relation. Splits are used in hash partitioning or range partitioning. For the case of key-value pairs
as input, split operation rearranges the data where all the pairs with same keys are contiguous in
the output list.

Several steps of Algorithm 1 (Chapter 1) can have clashes when performed in parallel. We
consider the data parallel computation model in which a thread – usually mapped to a computing
core – handles a small block of list elements with a large number of threads operating in parallel.
The counting steps (Line 4, 17) can have clashes as multiple processes or threads may increment the
same count. Atomic increments that guarantee correct results under collisions provide one way to
overcome this. Atomic operations require hardware support and may be expensive. In the absence
of atomic operations, each processor can handle a subset of the list and compute the sub-counts for
that part of the data. The sub-counts can then be combined in a separate step to get the global
counts. Step II (Line 7-11) maps to a parallel prefix sum or scan operation for which efficient
implementations are available [4, 42].

4.1 Parallel Split Operation

The GPU threads have access to two types of memory. The device or global memory is shared by
all processors but has an access latency of 500 clock cycles. The shared memory is local to a block
of threads and can be accessed in a single cycle. It is, however, limited in size and are not accessible
to threads outside of the block. Atomic operations are available on both types of memories on the
latest family of GPUs. Earlier GPUs provided atomic operations on the global memory alone or
none at all.

We first describe a straightforward approach to split that uses global memory atomic operations.
We next describe the approach by He et al. [22] that uses no atomic operations.

4.1.1 Using Global Memory Atomic Operations

The for loops of Steps I and III of Algorithm 1 can be performed in parallel. When the number
of input elements is very large, each thread can handle a block of elements with multiple threads
operating in parallel. A simple approach is to use atomic increment operations at lines 4 and 17.
Step I of the algorithm can be written using the global memory atomic operations described in
Chapter 3.
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The algorithm requires O(N) global memory for the list and O(M) for the sub-counts used in
Step II. This method has two drawbacks. First, the global memory access is slow. Second, the
performance of atomic operation suffers in the presence of collisions. The cost is too high for a
skewed or badly arranged data as multiple threads increment the same memory. Also, the fast
shared memory available on each multiprocessor is unused. This approach is slow for small number
of bins due to the collisions and the performance improves for larger numbers of bins.

4.1.2 Non-Atomic Split by He et al.

He et al. [22] compute the bin counts without atomic operations on the GPU. In their approach,
each thread handles a disjoint block of the input and builds the complete histogram for its block
in the shared memory. No collisions occur as the block of elements is processed sequentially by
the thread. The partial histograms are written to globally accessible memory to separate locations
in a column-major order. A scan over this data gives the required starting points for each bin of
each thread. This is used to send each element to its final location. Step I of the algorithm can be
written as:

for each thread in parallel
for each element x assigned to the

thread, sequentially
{

// Get category for element x
bin = category(x);

// Increment the local histogram
// for current thread
localThreadHistogram[bin]++;

}

The limited shared memory on each multiprocessor restricts the number of categories that can
be handled at a time. With 16KB of shared memory is available, only 64 bins can be used at
a time using 32 threads per block. The approach requires O(BTM) global memory to write the
per-thread histograms, where B is the number of blocks used, T the number of threads per block,
and M the number of categories. Higher number of bins can be handled by running multiple passes
with 64 bins per pass.

4.2 Split Using Atomic Shared Memory Operations

We now present our approach to split. The key idea of our approach is the use of a single copy of
the histogram per block of threads. The computations on CUDA are divided into blocks of threads
that have read/write access to the limited shared memory. The histogram can thus be built in
the shared memory and is updated by all threads. Atomic increment on the shared memory is
necessary to handle clashes. The latest generation of GPUs provide hardware support for it. We
also described (Chapter 3) two ways of simulating shared memory atomic operations when hardware
support is not available.

Algorithm 2 outlines our split algorithm that builds per-block sub-histograms on the shared
memory. The above algorithm uses O(BM) global memory as histograms are built per block.
Figure 4.1 shows the 3-step algorithm using shared memory for split operation on the GPU. Steps
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Algorithm 2 SharedAtomicSplit
1: Compute the histogram for the bins per block
2: Store it bin-wise in global memory in an M ×B sized array
3: Scan the histogram array, giving index of each bin for each block
4: Load part of scan array corresponding to block into shared memory
5: Read x and category(x)
6: Read the scan histogram value for the bin and increment it atomically
7: Write x to value read from the shared memory������ ���	 
	 �	 ������ ��� 
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Figure 4.1: The shared atomic split computes one sub-histogram per block which are arranged in
order in the global memory. A scan on it gives the starting point for each bin in each block and is
used in step III for data insertion.

1 and 6 of Algorithm 2 require atomic increment operations for correct results. We compare the
results using different histogram computing methods presented in Chapter 3

4.2.1 Comparison of the Methods

No. of Global atomic Non-Atomic1 Shared Memory atomic CPU
categories 1M 4M 16M 1M 4M 16M 1M 4M 16M 1M 4M 16M

32 80 321 1285 2.1 11 117 1.11 5.59 22.2 25 98 396
64 75 301 1206 3.4 14 119 1.40 6.43 25.6 24 98 408
128 54 216 864 12 39 149 1.53 6.70 27.6 24 100 413
256 37 148 591 22 72 277 1.59 7.09 28.9 24 101 419
512 21 86 346 43 140 536 1.64 7.40 30.5 27 115 480
1024 16 65 258 84 277 1055 1.69 7.45 31.1 26 109 464
2048 12 50 207 163 542 2060 1.87 7.53 31.5 27 114 478

Table 4.1: Timing comparison of global memory atomic, non-atomic, and hardware-supported
shared memory atomic splits on an Nvidia GTX280 and sequential split on an Intel quad-core
CPU. Times are given in milliseconds for lists of 1, 4, and 16 million elements.
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Only 16KB of shared memory is available on current GPUs. This limits the number of bins
to 2048 for Algorithm 2, as 2K bins will use 8KB of the shared memory to store the histogram.
(We assume the number of bins is a power of 2.) Table 4.1 compares the times for different split
operations with a sequential CPU implementation, an implementation that uses global memory
atomic operations (Section 4.1.1), and the method by He et al. [22] for up to 2K bins. Global
memory method performs well for high number of bins due to lower probability of clashes and
performs poorly as clashes increase. It maintains a single histogram in the global memory and
performs O(M) operations for step II of Algorithm 1. Running time using He et al. [22] grows
nearly linearly with the bins. It also overuses the shared memory and needs O(BTM) global
memory space. The CPU implementation performs O(N + M) operations and grows linearly with
the number of bins.
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Figure 4.2: Distribution of total time for split using hardware atomic operations. X-axis shows
millions of records. Step III of Algorithm 1 consumes 90% or more of the total time due to the
scattering to the global memory.

Figure 4.2 shows the times for each step of the split operation from Algorithm 1 using hardware
atomic operations on the shared memory. Step I and Step II take less than 10% of the total time.
Step III is similar to step I with the additional overhead of writing the output to global memory
location.

The random (non-coalesced) writes to the global memory in step III of Algorithm 1 consumes
around 90% of the total time of the split operation.

1An approach similar to He et al. [22] is used and extended for bins higher than 64.
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4.3 Multi Level Split

The limited shared memory available to each block restricts the number of bins for shared memory
split. We propose a multi-level split scheme for larger numbers of bins. In this scheme, the bins are
considered to be arranged at multiple levels. Each bin at a top level is made up of multiple bins at
the next lower level, with the original bins at the lowest level. One way to create levels is to divide
the binary representation of the bin ID into groups of bits, as shown in Figure 4.3. Hierarchical
Split uses leftmost k1 bits as the sub-bin ID for the first level of splitting. The next level splits the
resulting sublists using the next k2 bits as the next sub-bin ID, etc. This is similar to the MSD
radix sort that sorts based on more significant digits first. Iterative Split uses rightmost k1 bits as
the bin ID in the first step, the next k2 bits in the second step, etc. This is similar to the LSD
radix sort that sorts based on less significant digits first. These algorithms are described next.

Figure 4.3: Bits are grouped together and treated as sub-bin IDs at each level of multi-level split.
Iterative Split approach considers bins starting from right moving towards left.

4.3.1 Hierarchical Split

The Multi-Level Hierarchical Split algorithm divides the bins hierarchically into sub-bins using the
bits of the bin ID from the most significant bits to the least. The list is split into M1 bins using the
left most m1 bits (Mi = 2mi for all i). In the next step, each sub-list is split independently into M2

bins using the next m2 bits. This continues till all log2 M bits of the bin ID representation are used
up. For example, for 64K bins, the bin ID needs 16 bits. The input list is split to 256 bins using
the most significant byte of the bin ID as the category in the first level. In the second level, each of
the 256 sub-lists of the first level split are split to 256 bins independently using the least significant
byte as the bin ID. This can be repeated if more bits of the bin ID, if present. This approach builds
a tree structure (Figure 4.4), which can be used by operations that need them. The number of
independent sets to be processed at a level is equal to the number of nodes in the tree (Figure 4.4)
at that level. With increasing number of levels the number of disjoint splits required grows rapidly,
though the total number of data elements remains the same.

We implement the first level of split as described earlier. The subsequent levels are implemented
by allocating a sub-list to a CUDA block. Each block splits its input data to the required number
of bins at that level of the tree. The number of blocks increases exponentially with each level.
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Figure 4.4: The number of independent splits increases at each level of Hierarchical Split algorithm.
Dk holds data belonging to bin k in a level and is split independently at the next level.

No. of Global Hierarchical CPU
bins 1M 16M 1M 16M 1M 16M
4K 10 166 3.01 59.7 28 494
8K 8 139 3.03 59.6 29 508
16K 7 154 3.00 58.6 30 525
32K 7 154 3.04 55.9 33 611
64K 8 159 3.08 54.1 43 1064
128K 9 175 3.17 54.2 60 1577
256K 10 193 3.44 55.1 99 2317
512K 11 212 4.26 55.5 174 2849
1M 13 228 6.3† 58.2 198 3066
2M 14 282 8.5† 72.7 265 3821

Table 4.2: Comparison of the time in milliseconds for global memory atomic and Multi-Level
Hierarchical Split on an Nvidia GTX280 with a CPU split. Entries marked † use 3 levels of split
and others use 2 levels.

Allocating multiple sub-lists to a CUDA block is less efficient due to the resulting conditional
executions. The use of a large number of blocks can degrade the overall performance. This approach,
however, is well suited when variable numbers of bins are used dynamically at different levels.

Table 4.2 presents results for the Hierarchical Split operation for large number of bins, needing 2
and 3 levels. Our algorithm outperforms the CPU split and the global memory atomic split. Table
4.3 shows the performance of 1, 2, and 3 level splits for a range of bins. For a single pass of split, a
maximum of 2048 bins can be used due to the limited shared memory capacity. For higher number
of bins we show how 2 level and further 3 level splits can be used. The performance of the split
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depends on the size of input list, the configuration of CUDA blocks, and the bins and sub-bins are
organized. Three levels perform better when the number of bins is over one million when the input
list has 1M elements. (Partitioning a million elements into a million bins may seem excessive, but
can arise.) For a list of 16M elements, three level split catches up only for larger number of bins.
Thus, an efficient configuration can be chosen for high number of bins depending on the data size
and sub-bins.

No. of Multi-Level Hierarchical Split
bins 1M 16M

1-L 2-L 3-L 1-L 2-L 3-L
32 1.11 - - 22 - -
64 1.40 - - 25 - -
128 1.53 - - 27 - -
256 1.59 - - 28 - -
512 1.64 - - 30 - -
1024 1.69 3.37 - 31 57 -
2048 1.87 3.08 - 31 58 -
4096 ∗ 3.11 - ∗ 60 -
8192 ∗ 3.03 - ∗ 59 -
16K ∗ 3.01 - ∗ 59 -
32K ∗ 3.01 4.8 ∗ 59 82
64K ∗ 3.05 4.7 ∗ 54 82
128K ∗ 3.20 4.7 ∗ 54 81
256K ∗ 3.5 4.9 ∗ 55 80
512K ∗ 4.26 5.9 ∗ 55 81
1M ∗ 7.99 6.3 ∗ 58 82
2M ∗ 24.3 8.5 ∗ 72 84

Table 4.3: Times in milliseconds for the Hierarchical Split for different input list lengths, number
of categories, and numbers of levels used on an Nvidia GTX280. Configurations of no interest are
denoted by a ‘-’ and infeasible configurations are denoted by ‘∗’.

4.3.2 Iterative Split

The hierarchical split approach needs to perform a large number of independent splits in later levels.
This brings down the overall performance on the GPU when the number of bins exceeds 2 million.
We can form sub-bins by grouping bits of the bin ID from the right to the left. For example, the
input list can be split to 256 bins using the least significant byte as the category in the first level
(Figure 4.3). The entire list can subsequently be split to another 256 bins using the next byte as
the category in the second level, etc. This does not induce a hierarchy in the bins. Subsequent
passes are, thus, identical to the first pass. The Multi-Level Iterative Split algorithm repeats the
basic split of the entire list into K sub-lists using log2 K bits of the bin ID as the category, starting
with the least significant bits. Figure 4.5 shows how this is done. At each level, complete input
data is split to K number of bins. The results, however, will be correct only if the items maintain
the order from earlier levels, which requires special handling as explained later.

The Iterative Split approach splits the entire data into K bins in each iteration. It can, therefore,
choose optimal configuration parameters for efficiency. It scales linearly to arbitrarily high number
of levels as the work done in each is identical. The algorithm requires that two elements that fall
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Figure 4.5: The Iterative Split algorithm performs a single split of the whole list to a number of bins
at each level. For correctness, the ordering of elements from previous levels need to be maintained.

into the same bin at a particular level maintain their relative order from the previous level. This
is ordinarily possible using the direct parallelization of Algorithm 1 as the elements of the list can
be allotted to each processor from the left to the right and collected in that order also. The global
radix sort in CUDPP [19] sorts numbers by repeatedly assigning them to either the bucket for a 0
in the current bit position or a bucket for 1 using the compact operation, and moving the current
bit position from the least to the most significant bit. The 2-way compact performed using global
memory scan guarantees proper ordering. The Iterative Split algorithm, however, uses the shared
memory for better performance. This makes it challenging to maintain the order from previous
levels.

The Iterative Split operation requires to maintain the order from previous splits. Figure 4.6
shows how two elements can belong to the same bin for this iteration of the split and should be
inserted in their current order. This is to maintain the split correctness from the previous passes
(previous set of bits). Regular hardware atomic operations do no promise to maintain any order
in case of a clash. They only guarantee atomicity in no specific order. We described a new class
of ordered atomic operation in chapter 3 and its implementation on CUDA that help us achieve
this. Figure 4.8 gives results for split operation for bins ranging from 16 to 1024. We see that the
performance of split gets better with initial increase in number of bins due to a decrease in number
of conflicts. However, for large number of bins (1024) the occupancy on the GPU is hampered and
parallelism is not fully utilized. Based on our results we choose 256 bins (8 bits) as the size for
basic split operation for Iterative Split method. Thus, we perform multiple passes of 8 bit stable
splits in order to achieve split over higher number of bins.

4.3.3 Comparison of Iterative and Hierarchical Split Methods

We compare the two approaches for a large range of bins and input list length in Table 4.4. The
ordered atomic operation is simulated by serializing the thread and is 8-10 times slower than
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Figure 4.6: An order preserving atomic operation can maintain the existing order for the Iterative
Split approach.

hardware atomics as seen in Section 3.2.2. Thus, the Iterative Split method performs only a
marginally better or marginally worse than the Hierarchical Split method until the number of bins
is 2 million, as seen in Table 4.4. Please note that first level of Iterative Split does not need to
use ordered atomics. This is the reason for it being marginally faster for 4K and 8K bins. The
partitioning of the bins into sub-bins can be done in multiple ways for large number of bins. For
example, 128K bins can be partitioned as 512× 256 (that is, split into 512 bins using the leftmost
9 bits in level 1, followed by a split of each of those bins into 256 bins using the rest of the bits) or
as 2048× 64. Since the second level of hierarchical split performs independent splits using separate
CUDA blocks, it is not able to exploit sufficient parallelism to hide memory operations when the
first level uses fewer bins. Hence, the 512× 32 configuration is faster than the 32× 512 one for 16K
bins.

We split using 3 levels for both approaches when the number of bins is greater than 2M. Hierar-
chical split approach prefers larger number of bins among the configurations for the first pass, as
the next passes can use more blocks to exploit parallelism. Hierarchical split approach outperforms
the Iterative Split method when the number of bins is in the range of 32K to 1M. This is due
to the optimal use of the GPU resources or CUDA blocks in the second level of splitting. The
exponential increase in the number of independent splits to be performed in later levels degrades
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Hierarchical Iterative
Configuration 1M 4M 16M 1M 4M 16M

of bins #B Tms #B Tms #B Tms #B Tms #B Tms #B Tms

Various combinations for #Bins = 4K

128×32 30 3.09 30 13.92 960 59.7 120 3.27 960 13.6 1920 54.3

64×64 30 3.01 60 14.72 960 61.4 480 3.00 960 13.68 1920 54.4

32×128 240 3.4 480 15.10 960 61.7 480 2.91 960 13.06 1920 51.3

Various combinations for #Bins = 8K

256×32 30 3.03 30 12.88 960 59.63 120 3.04 480 14.19 1920 50.2

128×64 30 3.07 30 13.67 960 62.62 240 3.11 960 13.6 1920 56.9

32×256 240 3.4 480 15.09 480 63.73 120 2.82 480 13.0 1920 52.9

Various combinations for #Bins = 16K

512×32 30 3.01 60 13.08 480 58.63 120 3.08 480 14.52 960 57.1

128×128 30 3.00 240 14.56 30 70.35 240 3.23 960 14.1 1920 56.5

32×512 240 3.47 30 15.23 480 87.01 120 3.18 240 13.93 1920 54.9

Various combinations for #Bins = 32K

1K×32 30 3.04 30 12.88 240 55.97 120 3.14 480 14.54 480 58.8

256×128 30 3.08 30 13.69 960 62.51 120 3.30 480 14.43 1920 57.5

32×1K 480 4.22 240 16.62 240 91.96 120 4.27 240 17.0 480 54.8

Various combinations for #Bins = 64K

2K×32 30 3.19 30 12.74 240 55.10 120 3.33 120 13.67 120 58.9

256×256 30 3.08 30 13.51 960 63.12 120 3.31 480 14.65 960 58.1

Various combinations for #Bins = 128K

2K×64 30 3.17 30 12.71 120 54.24 120 3.41 120 14.43 480 60.5

512×256 30 3.21 30 13.43 240 61.67 120 3.34 120 14.9 960 60.9

Various combinations for #Bins = 256K

2K×128 30 3.44 30 12.94 240 55.51 120 3.56 120 14.87 480 60.3

512×512 30 3.96 30 13.82 480 61.66 120 3.71 120 15.63 480 62.7

Various combinations for #Bins = 512K

2K×256 30 4.05 30 13.58 120 56.74 60 3.6 120 15.11 480 61.6

1K×512 30 4.92 120 14.74 240 58.8 120 3.77 240 15.67 480 63.2

Various combinations for 1M =< #Bins =< 2M

2K×512 30 7.15 30 16.28 120 57.68 60 3.94 120 15.76 480 63.6

1K×1K 30 12.19 60 20.97 240 64.21 60 4.85 240 18.87 480 74.5

2K×1K 60 21.63 30 29.93 120 69.89 60 5.05 60 18.95 240 74.8

Various combinations for #Bins > 2M

256×256×256 30 45 30 59 120 123 60 5.1 120 21 480 90

512×512×256 30 172 30 184 120 308 60 5.8 120 22 480 92

1K×1K×256 30 604 30 695 120 811 60 6.5 120 25 480 103

Table 4.4: Comparison of Hierarchical and Iterative Split for different configuration of bins and
input sizes on an Nvidia GTX 280. Times, in column Tms, are in milliseconds for the optimum
number of CUDA blocks, given in columns #B. Iterative Split approach is performed using the
thread-serial ordered atomic operations. Hierarchical split is better when only 2 levels are needed.
Iterative Split is scalable and is better if more levels are needed.

the performance of the Hierarchical Split approach for even larger number of bins. Iterative Split
approach, on the other hand, is immune to this variation and the splitting time depends only on
the list size and the number of bins at each level. The dependence on the number of bins can be
seen to be weak and the running time grows very slowly with the number of bins for a given list
size.
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Figure 4.7: The records of a CUDA block are first locally split, followed by a copy to the final
location. The instantaneous locality is better for local split than the global split. The final copy
has data moving in groups and has high instantaneous locality.

4.4 Split Using a Two Step Scatter

The writing step involves a general scatter of the records. The writing step takes about 90% of
the total time if implemented as described above (Figure 4.7. Writing to widely separated global
memory locations is very inefficient on the GPUs. The GPU performs coalesced memory operations
well. Coalescing is a dual concept of caching on uniprocessors. Caching improves the performance in
the presence of temporal locality in memory accesses by the same thread. Coalescing improves the
performance when there is instantaneous locality in the memory references by a block of consecutive
threads, as the accesses are combined into a minimum number of expensive memory transactions.
Completely coalesced reads can be a factor 50-100 times faster than a totally random read on
current GPUs.

The range of the destination index of each record is the length N of the list in general. The
expected value of the instantaneous locality is clearly inversely proportional to the range. We
improve the writing speed by performing a two-step scatter operation as given in Algorithm 3.
Step 3 splits each record within the segment of records handled by the corresponding CUDA block
(Figure 4.7). For this, the local index of each record within its segment is calculated by each thread
and the record is written to a temporary list in the global memory at that index. This is a scatter
with a range of K. The range is shorter as K is much smaller than N , resulting in a slightly better
instantaneous locality than global scatter. In Step 4, threads of a CUDA block read the records
from this temporary list, calculates their final indexes, and copies the data to the final location.
On the average, K

M records map to the same category. They will be in consecutive positions in
the temporary list as well as in the final list (Figure 4.7). High degree of instantaneous locality is
ensured in Step 4 if consecutive threads handle consecutive records of the temporary list, if K is
significantly smaller M . Split algorithm with 2 step scatter is given below.

As an example, for N = 16 million, M = 256 and K = 8192, the 2-step scatter takes 14
milliseconds, with Step 3 taking 12 ms and Step 4 the rest. The single step scatter on the same
data takes 24 milliseconds. The significant speed up is due to the improved instantaneous locality
in the local split operation and the high instantaneous locality in the final copy operation. Detailed
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Figure 4.8: Timings for the split of 16 million elements over different number of categories/bins on
the X-axis. We choose 256 bins (8 bits) as our basic split size for iterative split method.

results are presented using one step scatter in Tables 4.4, 4.1, 4.2, 4.3 and Figure 4.2. Figure 4.8
shows results for basic split operation over a range of bins using two step scatter operations. Results
shown in Figure 4.9 and later use two step scatter with multiple iterations of basic split operation
for best performance of the split operation.

Algorithm 3 BasicSplit: split8()

1: Load the elements of the segment sequentially in each thread. Compute the count for each
category per CUDA block using hardware atomic operations on the shared memory.
– Store them in column major order in blockCount
– Scan of the count in shared memory and store in localScan

2: Scan the blockCount array, giving the starting index of each bin for each block in globalScan
3: Split the segment locally using ordered atomics and store in localSplit.
4: Scatter localSplit to full range of output array by computing the global scatter index using

globalScan and localScan

4.5 Performance of Split

Split can operate on a maximum of 1K bins in a single pass due to shared memory limitations.
Figure 4.8 shows times for a single pass of split for different numbers of bins. Split performs best
in the central region, where the number of bins is large enough for minimal atomic clashes and
small enough for efficient use of shared memory. We use 256 bins or 8-bits of key size as the basic
split operation for maximum efficiency. Figure 4.10 gives the times for splitting 64-bit records to
different key sizes. All timings in this paper are taken on a single GPU of a Tesla S1070 server,
unless otherwise indicated. The figure shows that the split time increases linearly with the key size
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Figure 4.9: Comparison of Scatter operations. S1 performs scatter in a single step while S2 first
performs local scatter (S2a) and then a global scatter (S2b). X-axis shows increasing number of
elements in millions.

(or logarithmically with the number of categories). We can also see linear increase in split time as
the number of records increases. All key values in all our experiments are generated using a system
random generator.

Figure 4.12 gives split results for many combinations of keys and values, with the record size
varying from 32 bits to 128 bits. Figure 4.13 gives the times for splitting indexes for less than 4
billion records. The index is then a 32-bit number which is used as the value with different key
sizes. The dependence on the key size can be observed to be linear when record size is fixed. The
dependence on the record size is sub linear in this range as larger records are read using higher
access widths.

4.6 Splitting Index Values

Split is often performed on database records that are large in size. Reading and copying of the
bulky records can be inefficient and wasteful, especially if split is performed in multiple steps. We
can split the indexes of the records instead of the records themselves in such situations. The index
values are less than the length N of the list. A 32-bit number can store the indexes of a list of
4 billion records, which is sufficient for most problems today. Splitting of the indexes reduces to
splitting a new record consisting of the original key value and the 32-bit index value. After the split,
the index part of the records will contain the index in the original list for each position. A gather
applied to the original list using these indexes will split the input list. The actual data movement
may not be needed in many cases as only some records of the split list are needed. For instance,
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Figure 4.10: Time to split 64-bit records using key sizes from 8 to 64 bits, on the X-axis, for lists
of lengths from 8 to 64 million. Split is scalable in the key size and list length.������ ���� 	�
 ������ ����	�
 ���	�
 ����� ���

Figure 4.11: Record, key, and start bit for split primitives

only records of a few select categories may be needed after a split on a database table. Costly data
movement can be avoided by accessing only the required records using the index values.

Each record is replaced by its ordinal number. Repeated application of split to exhaust all bits
of the key results in the gather index for the records. To get the corresponding scatter index, we
need to perform: sIndex[gIndex[i]] = i, using the gather index, which results in another random
memory operation.

The GPU is a co-processor to the CPU which can perform compute intensive operations very
fast. GPU is not good at data movement involving irregular patterns; the bandwidth available to
move data between the CPU and the GPU is highly limited. The split-index primitives explicitly
enable the use of the GPU as a co-processor that performs the compute intensive part of the split,
leaving the data movement to the CPU or another device that is good at that. Figure 4.13 shows
results for different key sizes when the value is set as a 32 bit integer. Figure 4.12 gives results for
several pairs of key and value. Performance for a size of key value pair depends on the size of the
key and total size of the record.
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Figure 4.12: Split timings for different record sizes and key sizes given on the X-axis as Key+Value.
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Figure 4.13: Time to split a 32 bit index value for different key sizes given on the X-axis as
Key+Index.

4.7 Split Primitives on the GPU

Split is very useful in distributed data mapping. Efficient split can be a basic building block to
many applications and has a role as a fundamental primitive, like scan and reduce [19]. We provide
efficient implementations of the following split primitives.
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Split operation requires scratch memory equal to the size of input list in order to perform the
intermediate steps. Memory allocation can take significant time given the size, for e.g. allocating
4MB takes 0.6 milliseconds, 64MB takes 6 milliseconds and 512MB takes around 50 milliseconds.
User may already have global memory allocated which can be used as the scratch memory. Above
calls to the split primitives are overloaded to pass a pointer to the memory (scratchMem[]) which
is to be used as scratch memory.

1. split8(list[], rSz, sBt): The basic function to split the list of records of size rSz bytes to
256 bins starting with bit number sBt from the left of the start of the record. The output is
returned in the same list.

2. split8ns(list[], rSz, sBt): A non-stable version of split8 that is also slightly faster.

3. split(list[], rSz, kSz, sBt): Split the list of rSz-byte records using a kSz-bit key starting at
bit sBt of the record (Figure 4.11). This primitive uses split8 iteratively.

4. splitGatherIndex(list[], rSz, kSz, sBt): Split the index values instead of the records.
The function returns a list gindex of index values for subsequent gathering.

5. splitScatterIndex(list[], rSz, kSz, sBt): Similar, but returns a list sindex of index values
for scattering. That is, sindex[i] gives the index in the split list for the input record list[i].

6. split8(list[], scratchMem[], rSz, sBt)

7. split8ns(list[], scratchMem[], rSz, sBt)

8. split(list[], scratchMem[], rSz, kSz, sBt)

9. splitGatherIndex(list[], scratchMem[], rSz, kSz, sBt)

10. splitScatterIndex(list[], scratchMem[], rSz, kSz, sBt)
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Chapter 5

Scatter and Gather Operations

Gather and Scatter are basic data movement primitives. They address the data movement aspect
of an application in terms of reads (gather) and writes (scatter) form the memory. The nature of
the operations is highly parallel but random in terms of memory access pattern. In spite of high-
bandwidth (130 GBps) offered by the current GPUs, naive implementation of the above operations
hampers the performance and can only utilize a part of the bandwidth.

Gather can be defined as getting data from random memory locations. The operation thus has
non-uniform reads but ordered writes to the memory. It can be implemented using a gather index as:

outList[threadID] ← inList[gindex[threadID]]

ThreadID is a sequence number of each thread. The reading of gindex and the writing of outList
are perfectly coalesced with very high instantaneous locality on current GPUs as consecutive threads
access consecutive records. The reading of inList follows irregular access pattern and can be very
inefficient due to low instantaneous locality. The GPU can handle 4-byte, 8-byte, and 16-byte
entities in a single memory access. The above instruction completes the gather for these record
sizes.

Scatter can be defined as dispersing the data to random locations in the memory. The operation
has ordered reads from the memory but random writes. The operation can be implemented using
a scatter index as:

outList[sindex[threadID]] ← inList[threadID]

In case of scatter, reading of sindex and inList are perfectly coalesced with very high in-
stantaneous locality although writing of outList follows irregular access pattern and can be very
inefficient due to low instantaneous locality.

Figure 5.1 shows the data movement using gather and scatter index. In a general scenario
the data movement is highly random and is one to one. The one-to-one aspect of it makes it
highly data parallel and thus a good candidate for the GPU, while the random behavior affects
the performance heavily. The data movement performance of the GPU depends on the memory
access patterns. Optimal accesses can be several folds faster than suboptimal ones. Optimal access
patterns require deep understanding of the architecture and may not available to every user. We
present two primitives for the common data mapping operations on the GPU, namely, gather and
scatter, using an index list.

43



�� �� �� �� �� �� �� �� �	 �
 ��� ��� ��� ��� ���
�� � �� �� �� �� �� �� �� �� �� � �� �� ��

����������� 
!��"������ 

# $ %& ' ( %% ) & * %$ + , % %* %'
- ./ . 0 1 .2 3 .. 2 4 .3 5 6 / .-

7"���8�9:
Figure 5.1: Scatter operation forces consecutive threads to write random locations in the memory
causing non-coalescing
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Figure 5.2: Instantaneous locality is low when each thread copies one record element by element
(top). Collective copying of records by multiple threads improves the locality (bottom)

Gather and scatter of large records need to loop over elements of the same record. Since a thread
moves a record, the inner loop goes over its elements. This, however, reduces the instantaneous
locality of writes of gather by a factor equal to the number of data elements in the record, as the
memory accessed by consecutive threads will have gaps between them. The instantaneous locality
can be improved by multiple threads copying each record collectively, with consecutive threads
reading and writing adjacent data elements. Figure 5.2 demonstrates the approach. In short, an
array of structures can be moved most efficiently by multiple threads operating on each structure.

Current GPUs achieve the highest instantaneous locality if 16 consecutive threads (called a half-
warp) access adjacent data elements. Thus, best performance is obtained when maximum number
of threads cooperate on a single record, if a thread cannot load a record in a single read. The data
access width should be set to 4, 8, or 16 bytes accordingly. For example, 8 threads should cooperate
using 4-byte accesses on 32-byte records, 16 threads using 4-byte access on 64-byte records, and 16
threads using 8-byte access on 128-byte records, etc. The number of threads that cooperate on a
record of size recSz bytes and the data-access width are:
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recSz ≤ 64: (recSz / 4) threads and 4-byte accesses record
recSz ≤ 256: 16 threads and 4, 8 or 16 byte accesses, depending on (recSz / 16)
recSz > 256: (recSz / 16) threads and 16-byte accesses

//nSubElements = number of elements in a multi-element record
//threadIdx.x = CUDA thread’s ID
//blockIdx.x = CUDA block’s ID
//NEPB = Number of Records to be handled per CUDA Block

scatterLarge ()
{

lThreadId1 = threadIdx.x & (nSubElements-1);
lThreadId2 = (int) threadIdx.x / nSubElements;
globalIndex = blockIdx.x * NEPB;
pitch = blockDim.x/nSubElements;
for ( i = globalIndex; i < globalIndex + NEPB; i+= pitch )
{

index = dataIndex[i+lThreadId2];
dataOut[index].element[lThreadId1]

= dataIn[i+lThreadId2].element[lThreadId1];
}

}
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Figure 5.3: Results for random scatter of 4 to 64 million records given in rows of the table, for sizes
32 bytes to 256 bytes given on X-axis and columns of the table.
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5.2 Performance of Gather and Scatter

Figure 5.3 shows the times for gather and scatter for combinations of number of records ranging
from 4 to 64 million and record size ranging from 32 to 256 bytes, using the collective data move-
ment scheme described above. The dependence on the number of records can be seen to be linear,
especially for larger records. The dependence on the record size is highly sub-linear as all mem-
ory operations become completely coalesced with high instantaneous locality when moving larger
records. From the table in Figure 5.3, the time to move 16 million 128-byte records is twice the
time needed to move 8 million 256-byte records, though the total data moved is 2 gigabytes. This is
because a record is collectively moved by 16 threads, each accessing 8-byte elements, in the former
case whereas the latter case uses 16 threads and 16-byte accesses.

5.3 Data Movement Primitives

We provide implementations of the following data movement primitives on the GPU:

1. gather(list[], nE, rSz, gindex[]): Returns a list that is a permutation of the input list of
nE number of records of size rSz bytes, with the list gindex providing the index to gather from.

2. scatter(list[], nE, rSz, sindex[]): Returns a list that is a permutation of the input list of
nE number of records of size rSz bytes, with the list sindex providing the index to scatter to.
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Chapter 6

SplitSort: Sort Using Split Operations

Sorting is a special case of split where the key has ordinal values and is itself interpreted as the
category number. Sort also imposes a stronger condition that the categories be ordered. Our split
scales linearly in the key size by applying the basic 8-bit split procedure iteratively using ordered
atomic operations. Our SplitSort algorithm performs sorting using repeated splits, which is akin
to LSD radix sort applied to a radix of 256. We describe sorting as iterative split operations in
Algorithm 4. We use multiple instances of split operation (Algorithm 3) in order to sort higher
number of bits. The first pass of split can use non-stable version of the split, further instances
require to maintain the order of elements and needs to use stable split operation.

Algorithm 4 Sort ( inputList[], numBits, startBit )

1: nPasses = numBits/MAX NUMBITS
2: if nPasses ∗MAX NUMBITS < numBits then
3: nPasses++;
4: end if
5: firstPass ← 1
6: for i = 1 to nPasses do
7: if numBits >= MAX NUMBITS then
8: nBits ← MAX NUMBITS
9: else

10: nBits ← numBits
11: end if
12: startBit ← MAX NUMBITS ∗ (i− 1) + startBit
13: split8 ( inputList, firstPass, nBits, startBit );
14: numBits ← numBits−MAX NUMBITS
15: firstPass ← 0 [First pass can use non-stable split]
16: end for

The scalability of the basic split makes sorting also highly scalable. Figure 6.1 gives the sorting
performance on one GPU of a Tesla S1070. We can clearly see the linear behavior in the number
of records as well as on the key size.

The Iterative Split approach can handle arbitrarily large number of bins with a graceful increase
in the running time. For instance, splitting to 16 million bins can be done in 3 passes, each of
which handles 8 bits of the bin ID starting from the right. Splitting to 4 billion bins will need 4
such passes. Splitting a list of 32-bit numbers to 4 billion (= 232) bins is equivalent to sorting the
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Figure 6.1: Sorting times for list lengths from 1 to 128 million given on X-axis for 32 to 128 bit
numbers given in rows of the table.

data. The Split Sort algorithm sorts a list of numbers by splitting them to a number of bins equal
to the range of the numbers being sorted. This is a type of radix sort over sets of sub-bins, whereas
the previous GPU radix sort performs compacting using 1 bit of the bin ID at a time [19].

6.1 Integer Sorting

The bits of a 32-bit integer can be partitioned into 11+11+10 bits resulting in multilevel splits to
2048× 2048× 1024 bins. They can also be partitioned as 8+8+8+8 bits or 256× 256× 256× 256
bins. The Hierarchical Split approach performs poorly when number of bins exceeds 2 million. The
Iterative Split approach can split the list to 2K bins each in the first two levels and 1K bin in the
last. In general, the Iterative Split approach is scalable with the range of numbers sorted. The
running time is logarithmic in the range of numbers or linear in the number of bits of representation.

Figure 6.2 present the results for different list size and different range of the numbers in the list.
The cost of sorting grows nearly linearly with the number of bits or the logarithm of the range of
the numbers. The first pass of the algorithm uses the hardware atomic operations as ordered atomic
operations are not necessary. The G80 and G200 GPUs show the same trend in performance, with
the latter performing nearly twice as fast as the former. The G80 GPU does not support atomic
operations on the shared memory, but our serialized implementation of ordered atomic operation
does not need it.
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Figure 6.2: Split Sort times in milliseconds for 4 sizes of the input key on an Nvidia GTX280.
X-axis gives the number of elements sorted in millions.
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Figure 6.3: Split Sort times in milliseconds for 64-bit keys on 8800 GTX and GTX 280. GTX 280
is nearly twice as fast given it has nearly twice the number of processors. X-axis gives the number
of elements sorted in millions.
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6.2 Comparison of Sort Implementations on the GPU

Figures 6.4 compare our results with other reported GPU sorts for lists of 32-bit integers of different
lengths. The CUDPP sort is a radix sort that divides the data using 1 bit compact operations [19].
GPUQSort is an efficient implementation of Quick Sort on the GPU by Cederman et al. [9]. Satish
et al. [40] extend CUDPP [19] sort algorithm by handling 4 bits in a pass of radix sort. The parallel
sort by Katz et al. [28] mixes bitonic and merge sorts to obtain final results. Our algorithm is based
on the Iterative Split algorithm and scales well. It displays a linear growth in the running time with
increase in the input list length and a logarithmic growth in the range of the numbers (Figure 6.2).
Linearity in the number of bits of representation makes our scheme applicable to sort using keys of
arbitrary number of bits. Figure 6.3 presents the results of sorting 64-bit numbers using 8 levels,
each splitting the entire list into 256 bins using the Iterative Split approach. To the best of our
knowledge, this is the first reported results on 64-bit numbers on the GPU. The GTX280 supports
64-bit numbers, but at a significant performance penalty. In general, comparison based sorts are
slower on the GPU than radix sorts. Our is, however, the first work to demonstrate scalable sorts
beyond 32-bit numbers.
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Figure 6.4: Comparison of our SplitSort with other reported sorts on a GTX280. Satish et al. and
SplitSort use key and value pairs of 32 bit each although timings for other techniques correspond
to 32 bit integer sorting. X-axis gives number of 32-bit integers sorted in millions. Timings for
Satish et al. and SplitSort use 32 bit key-value pairs for sorting.

The main differences between Satish et al.’s implementation, and ours are in important details
that are critical to scalable performance. Satish et al. use 1-bit radix sort within each CUDA block
for the first level of sorting. This step is restricted by the available shared memory, with a block
handling only 1K elements. We, on the other hand, use a 2-step scatter process to implement fast
split where in the input data is always streamed in and out rather than storing it. We show 5-10%
speedup on list sizes up to 32M (Figure 6.4) which is the largest size reported by Satish et al. We
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show results for much larger lists (up to 128M elements, each of 128 bits Figure 6.1). We are sure
the performance gap will be much wider for larger lists due to the scalability issues of per-block
sorting. Figure 6.5 compares our sorting implementation with the latest release of CUDPP sort.
CUDPP v1.1 implements the algorithm proposed by Satish et al. We see that our sort gains around
25% over their implementation.
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Figure 6.5: Comparison of SplitSort with CUDPP v1.1 sort which uses algorithm proposed by
Satish et al. X-axis shows increasing number input elements in millions.

6.3 Sorting Key-Value Pairs

Database records and web log data deal with a large number of tuples or records. Such data is
often arranged as key-value pairs for processing. Records are required to be sorted on the key for
such cases. We give results for different sizes of key and value (in bits) in Figure 6.7. The cost of
sorting a record is a function of the size of the key and the total size of the record.

Size of the records can be very large as compared to size of the key, for e.g., 128 byte records with
4 byte key. Iterative approaches require to rearrange the data in the memory more than once which
can be expensive based on the size of the record. In such cases each data record is replaced with
an index which is used for processing during the sorting routine. Index and the key of record form
a pair which is now used to sort the records. Figure 6.8 gives performance numbers for a constant
index of size 32 bits and varying size of the key. Section 6.5 gives further results for sorting large
records.
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Figure 6.6: Performance of the Split Sort algorithm on different GPUs shows near-linear scaling
with increasing number of cores on the GPU, given in parenthesis.
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Figure 6.7: Sort timings for different key sizes and record sizes, given as Key+Value pairs on the
X-axis.

6.4 Scalability in various dimensions

Our approach experimentally shows scalability in the length of the input list (6.2), the range of
input numbers (Figure 6.9) and the available number of cores in the GPU (Figure 6.6).
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Figure 6.8: Sort timings for 32 bit index value and different key sizes given as Key+Index on the
X-axis.

� �� �� �� �� �� �� ���	 
����� ��� ��� ��� ��� ��� ��� ��� ����� ������� �� ��� ��� ��� ��� ��� ��� ����� ������� �� �� ��� ��� ��� ��� ��� ���
���

����			

T
im

e
 i

n
 M

il
li

se
co

n
d

s

Number of Bits considered for Sorting

Sorting Variable Bit-Length Data on GTX 280

�	 
����� �� 
����� �� 
�����
Figure 6.9: Performance of Split Sort for different lengths of the key. The time grows linearly with
the length of key or logarithmic in the range of values.

Figure 6.10 shows another aspect of scalability of our approach. The figure shows sorting times
for lists of different sizes for 32-bit numbers. The sorting time scales linearly with the list length as
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Figure 6.10: Comparison of sort times on different GPUs. A roughly linear performance growth
can be seen with increase in cores. The Tesla and the GTX280 have 240 cores each. The 8800GTX
has 128 cores and the 8600GT has 32 cores.

was observed before. The sorting time also grows approximately linearly with the number of cores
available on the GPU. The 8800GTX and 8600GT do not support atomic operations on the shared
memory. We simulate it by serializing the clashes.

6.5 Sorting Large Records

Table 6.1 gives the time to sort 8 million to 64 million records of size 32 bytes to 256 bytes, for
key sizes of 32 to 64 bits. We can sort 16 million 128-byte records in 379 milliseconds with 4-byte
keys and in 556 ms with 8-byte keys. We can also sort 64 million 32-byte records in 1490 ms with
4-byte keys and in 3126 ms with 8-byte keys. These cases use up all of the 4 GB available on a
single GPU of the Tesla S1070. Scalability of our approach clearly makes it possible to handle such
challenging cases.

Algorithm 5 SortLargeRecords

1: gindex[] ← splitGatherIndex(list[], rSz, kSz, sBt)
2: outList[] ← gather(list[], rSz, gindex[])

Sorting 48-bit and 64-bit numbers finds use in data distribution applications, especially, data
structure building. The octree built on the GPU by Zhou et al. [54] was limited to 9 levels as greater
than 32-bit sorting was not available. With such scalable sort, the GPUs can be used to sort lists
of large records encountered in large databases, etc. The GPU can act as a sorting co-processor
if the splitGatherIndex primitive is used for index mapping. The data movement is separated by
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Record List Length
Size 8M 16M 32M 48M 64M

Key size: 4 bytes
32B 270 352 733 1102 1488
64B 182 367 752 - -
128B 194 373 - - -
256B 196 - - - -

Key size: 6 bytes
32B 210 460 955 1720 2650
64B 230 473 972 - -
128B 244 489 - - -
256B 248 - - - -

Key size: 8 bytes
32B 251 530 1080 1980 3124
64B 263 540 1190 - -
128B 278 555 - - -
256B 281 - - - -

Table 6.1: Sorting large records. Times are shown in milliseconds to sort lists of length 8 to 64
million using key sizes of 4 to 8 bytes.

the use of the gather/scatter primitives. Sort of such records can be decomposed into a two-step
process as shown below.
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Chapter 7

Ray Casting of Deformable Models

Ray-casting is a highly parallel operation. In contrast to rasterization which maps the world on
to the camera, ray-casting operates on every ray, yielding a highly parallel framework. In the
process of ray-casting, each ray needs to process all triangles and identify the one which is closest.
For a considerable amount of geometry and large image size, it becomes a computationally heavy
operation. To speed up ray casting, we need to reduce the number of ray-triangle intersections per
pixel/ray. This is achieved by organizing the triangles based on their position into data structures.
Data structures like k-d trees, grids, octrees etc. , that organize the data spatially in the world
space are used commonly. Rays traverse the data structure to find a valid subset of intersecting
triangles. Cost of building the world space data structures is high. Thus, they are computed at
the beginning, making them unsuitable for deformable models. Zhou et al. [55] report real-time
k-d tree construction on graphics hardware for small and medium sized models. For a model with
178K triangles the construction time of k-d tree is reported to be 78 milliseconds and consequent
rendering achieved 6 fps on the latest GPU. Shevtsov et al. [45] deliver 7-12 fps on models consisting
of 200K dynamic triangles with shadows and texture.

To ray cast a million triangle model onto a million pixel window, we need a data structure that
can be built and processed at real-time rates. We propose a 3-dimensional data structure, with
2-d tiles in the image-space, and depth based slabs in the third dimension. This incorporates the
features of beam tracing from the point of view of rendering and restricts the number of triangle
intersections per ray to provide a real time ray casting of heavy deformable models.

7.1 Data Structure for Ray Casting

We divide the rendering area into regular tiles which represent a set of rays/pixels (Figure 7.1a).
We sort the triangles to the tiles and limit the rays of each tile to intersect with the triangles that
fall into it. This produces batches of rays and triangles which can be independently processed on
fine grained parallel machines like the GPU, Cell processor etc.

Number of triangles falling into each tile can be excessive to perform ray-triangle intersection
with all the rays of the tile. If triangles in each tile are sorted in depth order the intersection can
stop at the first occurrence. Sorting triangles of a tile on z completely is costly. We use a middle
approach and divide the z-extent into discrete bins called slabs (Figure 7.1b). Each triangle is
arranged to a slab based on its nearest z value. Triangles of a slab have no ordering with each
other, but triangles from different slabs do have a front to back ordering. For small tiles, this has
the potential to exploit the spatial coherence of ray-triangle intersection.

In ray-casting, all rays of a tile operate in parallel. Each ray intersects with all triangles of
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Figure 7.1: (a): 2D view of the data structure for Ray Casting. Image-space is divided into Tiles.
(b): 3D view of the data structure. Tiles in the image-space are divided into frustum shaped slabs
in z direction.

Dragon Preview
Rotation Angle 0 30 60 90

RTI (M/frame) 16-Slabs 43.7 44.3 33.2 23.9
RTI (M/frame) 0-Slabs 77.2 77.8 77.3 78.8

Table 7.1: Number of Ray-Triangle Intersections (RTI) performed per frame for Dragon Model(∼
1M triangles after multi-sorting triangles to tiles. With increase in depth complexity of the model,
z-slabs tend to deliver better performance.

the next slab. The closest intersection point for each ray is kept track of. Rays which find a
valid intersection drop out when a slab is completely processed. The computation ends, if all rays
drop out. Otherwise the computation proceeds with the triangles of the next slab. Computation
terminates when all slabs are done for all tiles.

7.2 Ray Casting Algorithm

The CUDA algorithm for ray-casting is given in Algorithm 6. The GPU architecture and available
resources can place additional constraints on the above process. Under CUDA, we map a tile to
a thread-block and each ray to a thread in it. The triangles reside in global memory, which is
much slower to access than local shared memory. Since the triangles of a slab are all needed by
all threads of a block, we bring the triangles to the shared memory before ray-triangle intersection
are computed. The shared memory available to a block is limited on current GPU. All triangles of
a slab may not fit into the available shared memory. We, therefore, treat triangles of a slab to be
made up of batches which can fit into the shared memory. Triangles are loaded in units of batches.
The threads of a block share the loading task equally among themselves when each batch is loaded.
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Figure 7.2: Deformed Dragon and Bunny Models

The ray-triangle intersection starts after all triangles of a batch are loaded. Each thread computes
the intersection of its ray with each triangle of the current batch and stores the closest intersection
in the shared memory. The next batch of the slab is loaded when all threads have processed all
triangles in the current batch. This repeats till the slab ends. Each thread determines if its ray
found a valid intersection with the slab and sets a local flag, rayDone (Algorithm 6). The whole
block drops out from the rest of operations, if all the rays are done. This is evaluated using a
logical AND of all local flags of the block in a procedure described later. If any ray is not yet
done, computation in the block continues with the next slab of triangles. All threads of the block
take part in loading the triangles of subsequent batches, but the threads with rayDone set do not
participate in the intersection computation.

The threads of a block operate independently. Evaluating aggregate information of data stored
in different threads, such as the logical AND of a bit, is difficult and slow. We, however, use a fast
technique to compute the logical AND of the individual local ray flags. First, a common memory
location in the shared memory is initialized to 1. Every thread that is not done writes a 0 to it and
others abstain. CUDA architecture does not guarantee any specific order of writing when multiple
threads write to the same shared location simultaneously. It, however, guarantees that one of the
threads will succeed. That is sufficient for the above procedure to compute a logical AND in one
instruction.

Our ray casting algorithm requires a 3-d data structure which has triangles sorted to tiles in the
image space. Triangles in each tile are arranged in z-slabs which are ordered from front to back from
the camera. Considering triangles to be elements which can go to more than one tile in the image
space, the problem of building the required data structure is similar to performing a multi-split.
Building a compact list of triangles which are arranged by tiles and slabs is not straight forward on
a parallel hardware. We propose a fast implementation of split and multi-split operation on GPU
which can keep up with real-time rates for fast rendering of heavy deformable models.

7.3 Using split primitive for building data structure

Ray Casting requires small tiles in the image space, the order of 8 × 8. Thus, large number of
tiles and moderate number of slabs will work best for an efficient real-time ray casting of heavy
models. For a 1024 × 1024 window/image size we would need 128 × 128 tiles in the image space
along with another 16 slabs in the z-direction, thus making it a 128× 128× 16 number of bins. We
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Algorithm 6 CUDA RAYCASTING :: Ray casting by the GPU using 3-D data structure

1: {Each Block executes the following in parallel on the GPU}
2: for each slab of this tile do
3: for batch = 1 to maxBatch(slab) do
4: Load currentBatch from global memory
5: SyncThreads
6: if ( !doneRay ) then
7: Perform ray-triangle intersections with all the triangles
8: Keep track of closest triangle, minz
9: end if

10: SyncThreads {All threads sync here to maintain data consistency}
11: end for
12: doneRay ← 1 if ray intersects
13: allDone ← 1
14: if ( !doneRay ) then
15: allDone ← 0 {All threads in parallel}
16: end if
17: SyncThreads
18: terminate if allDone
19: end for
20: Perform lighting/shading using the nearest intersection

hierarchically organize the bins and perform a 3 level split to build the required data structure.
We perform first level of split by dividing the image space into a 128 tiles in the x direction and

sorting the triangle to these 128 bins. We then perform segmented split over these 128 bins by
dividing each of the partitions to 128 y oriented tiles. For second and third level segmented splits,
elements of each partition take part. We then perform a third level split considering the distance
of triangles from the camera and binning the triangles into 16 different bins.

7.4 Ray casting with Multi Level Split

We consider highly triangulated models of the order of 1M for ray casting on a image size of
1M (1K × 1K) pixels. We assume triangles to map to 1 − 20 pixels on the window and use this
assumption to consider a triangle falling into not more than 4 tiles (a tile is 8 × 8 pixels in the
image space). A 2-d tiled data structure in the image space is built which maps rays to CUDA
threads and each tile to a CUDA block. Instead of building a data structure in the world space
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Algorithm 7 RAYCASTING :: Complete algorithm for per frame building data structure and
ray casting, deformable triangulated models.

1: Compute up to four (x, y) tile IDs for each triangle along with minimum z-projection coordinate
2: Perform reduction on z-projection coordinate to find out minimum and maximum z-projection

value for current frame
3: First level split (Algorithm 2) is performed by looking up to four x-tile IDs for each triangle
4: Segmented second level split is performed using the y-tile IDs on the output of above step
5: Split in the z-direction is performed by computing a z-tile ID using zMin and zMax for well

fitting z-slabs
6: Histogram of triangles falling into tiles and slabs is outputted along with the scan of the

histogram from the above step
7: Ray Casting is performed as per Algorithm 6 using the above output

Number of Z-Slabs DS Time (milliseconds) RC Time (milliseconds) Total Time (milliseconds)
1 5.2 52 62
4 5.7 30 36
8 6.4 28 34.4
16 7.5 24 31.5

Table 7.2: Data structure building time and Ray Casting time (Dragon Model) for varying number
of Z-Slabs. Z-Slabs=1 corresponds to brute force ray-triangle intersection within a Tile, thus split
is not performed in the z direction. Level 1 split is performed on tiles in X direction, second and
third are then performed on Y and Z direction respectively.

Models→
# Triangles 1.09M 870K 70K 346K 97K 641K
Tile Sorting 3.5 2.8 0.3 1.1 0.4 2.1
DS Building 7.5 6.5 0.8 4.2 1.4 9.1
Ray Casting 35 25 8 17 12 27
Frame Rate 22 30 110 45 72 26

Table 7.3: Data Structure building and Ray Casting time for various triangulated models.

and traversing the rays, we build a grid like structure in the image space to bring the geometry to
the rays. Thus, a group of rays undergo ray-triangle intersection with a small set of geometry. To
reduce the ray-triangle intersection for each ray, we divide the depth for each tile into z-slabs. A
third level of hierarchy is thus built for a real time ray casting of heavy models. Multi level split
which incorporates multi-split ( a triangle mapping to more than one tile ) and segmented-splits is
described in Figure 7.3. Algorithm 7 describes the steps performed per frame.

For the purpose of ray casting we consider triangles to be sorted to tiles and slabs. Given, each
triangle can fall into multiple tiles, we perform a first level of multi-split where each triangle is
considered as many times as the number of tiles its falling into. Each triangle is appended to the
output list multiple times corresponding to different tiles it falls in. The output size for Level 1
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Figure 7.3: Multi Level Split as performed on triangles against X-Y Tiles and Z-Slabs for Ray
casting. Level 1 (L1) splits the data and outputs a X-Tile sorted list of triangles, similarly Level
2 (L2) performs a segmented-split on output of L1 to output a X-Y Tile sorted list of triangles.
L3 performs segmented split on the above list to obtain the final packed list of triangles sorted by
Z-Slabs in each X-Y Tile.

is greater than original number of triangles in a model. Level 1 outputs a X-Tile sorted list of
triangles which are further considered for segmented-splits which is single-split as the triangles are
now considered only once. At first level of split (L1), number of CUDA blocks are configurable.
We consider 64 blocks which equally divide the input number of elements in order to perform the
split.

First level of split outputs a X-tile sorted list of triangles with the starting point for each X-tile
partition and the number of triangles belonging to the partition. Second level of split (L2) uses the
output from L1 and performs a segmented-split on each of the partitions. We now have a hierarchy
where each CUDA block performs split on a X-tile partition hence, we have as many CUDA block
as there are number of X-tiles. Each block loads the partition of elements corresponding to its
block/X-tile and builds the histogram based on triangle’s Y-tile. Within the kernel each block
performs a scan and uses it to perform the split, thus each block rearranges the X-tile partition by
partitioning them into Y-tiles within the X-tile.

Second level of split outputs a X-Y-tile sorted list of triangles along with the histogram and scan
of each partition. Third level (L3) divides each of these partitions (# X-Y-Tiles) based on Z-slab
of each triangle. Z-slabs are decided based on distance of each triangle from the camera center.
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Each triangle is projected on the screen using the ModelView and Projection matrix for the current
frame. Projection coordinate range from 0.0 to 1.0. Triangles tend fall into a small range due to
non-linear depth distribution. We therefore compute a zMin and zMax which correspond to the z
projection coordinate of closest and farthest triangle respectively. We divide the constant number
of Z-slabs between zMin and zMax, getting a well fitted and well distributed partition of triangles.
With # X-Y-tiles number of CUDA blocks, we partition each of the set into these discrete Z-slabs
to output a 3-d data structure along with the counts and starting point for each partition to be
used by ray casting process. We use an image size of 1024× 1024 which is divided into 128× 128
tiles each of size 8 × 8. Each tile is partitioned into 16 slabs. We perform a 128× 128 × 16 multi
level split to build the desired data structure.

Data structures for ray tracing are used to bring down the number of ray-triangle intersections
per pixel. Our data structure divides the geometry in three dimensions resulting in frustum shaped
voxels. The effectiveness of our data structure (low number of ray-triangle intersections) is directly
associated with the number of these voxels, i.e., the resolution of the three dimensional grid. We
currently use a grid size of 128 × 128 × 16 for an image size of 1024 × 1024. Let us consider the
size of the grid in two dimensions as 1 × 1. For 1 million pixels and 1 million triangles, a brute
force approach will take 1 million × 1 million intersections in the worst case. If we grow the size
of the grid to 2 × 2 and divide the geometry into these cells based on their positions, we are now
guaranteed to perform at most (1million× 1million)/(2× 2) ray-triangle intersections. Thus, grid
size in 2 dimensions directly affect the maximum number of ray-triangle intersections performed
per frame. The division of each of the 2-d grid cells into depth slabs help us terminate a pixel early
without performing all the brute force intersections within a cell. From the point of view of CUDA,
a grid cell is mapped to a CUDA block and each of its pixels as CUDA threads, thus, with this idea
we need to have sufficient number of threads per block also minimizing the number of ray-triangle
intersections.
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Chapter 8

Conclusions and Future Work

In this thesis, we presented variations of the split primitive which is required for many data process-
ing applications on parallel architectures. Split was efficiently implemented using single histograms
per block which allowed us to handle up to 2048 bins in a single pass of split. We used hardware
atomic operations on the shared memory to overcome the previous limitation of using separate
memory space for each thread. We proposed ordered atomic operations on the shared memory
which is required for implementation of stable split operation. Our initial implementation of split
used a single step scatter where the scatter operation consumed 90% of the total split time. We de-
scribed and implemented an efficient 2 level scatter to improve the instantaneous locality of memory
references. We achieved a 30% improvement in the performance of split operation using the 2 step
scatter. We also presented a SplitSort algorithm that uses iterative splits that is the fastest sort
today on the GPU. It can also handle arbitrary sizes of keys. We implemented efficient gather and
scatter data movement operation which are used with variants of split and sort to process large,
multi-byte records. We presented ray tracing as an applications of the data primitives by building
data structure per frame for models with more than 1 million triangles. We also implemented a
fast minimum spanning tree algorithm using variants of split primitives.

The architecture of the massively multi-threaded parallel GPUs. High level application on the
GPU demands efficient primitive operations. GPU is complex and getting high performance is
difficult. We have explained the design and implementation of few such primitives for data map-
ping and movement on the GPU. Experiments and analysis of the various features like memory
transactions, scheduling provided us with valuable insights.

The split and split-index primitives have high device memory requirements: another copy of the
input list and extra memory for the histogram. The number of bins is 256 since our basic split splits
to at most 256 categories at a time. The number of partitions of the data is in the range of 8000
to 10000. The extra memory requirements can limit the application of the split primitives. We
can reduce memory requirements by not storing the input and output in its entirety on the device
memory. The input and output can be streamed in and out of the GPU in parts for processing.

We also propose to extend our ray cast algorithm to perform full ray tracing. Shadow rays start
from the point of intersection of primary ray and the geometry, and is directed towards the light
source. Shadows are rendered per pixel by finding out if the light from the source is reaching the
pixel or not. The data structure we use for ray cast can be used as a 3-d grid for secondary rays.
Fast enumeration of grid cells intersecting a ray can be done using a 3DDDA algorithm. We traverse
these grid cells and perform ray-triangle intersections for the secondary rays. Other secondary rays
like reflection and refracted rays also require enumeration of cells to compute the effects.

We have released optimized implementations of these primitives for general use. These primitives
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can find a lot of applications in processing irregular data such as graphs and databases on massively
multi-threaded architectures like the GPU. We outlined how their use can accelerate applications
like data structure building for ray tracing etc.
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