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Abstract

How can we assess the quality of human driving using AI? Driver inattention is one of the leading
causes of vehicle crashes and incidents worldwide. Driver inattention includes driver fatigue leading to
drowsiness and driver distraction, say due to the use of cellphone or rubbernecking, all of which leads
to a lack of situational awareness. Hitherto, techniques presented to monitor driver attention evaluated
factors such as fatigue and distraction independently. However, to develop a robust driver attention
monitoring system, all the factors affecting a driver’s attention needs to be analyzed holistically. In this
thesis, we present two novel approaches for driver attention analysis on the road using driver video and
fusion of driver and road video.

In the first approach, we propose the driver attention rating system that leverages the front camera
of a windshield-mounted smartphone to monitor the driver attention by combining several features. We
derive a driver attention rating by fusing spatio-temporal features based on the driver state and behavior
such as head pose, eye gaze, eye closure, yawns, use of cellphones, etc. We present a few architec-
tures for feature aggregation like AutoRate and Attention-based AutoRate. We perform an extensive
evaluation of feature aggregation networks on real-world driving data and also data from controlled,
static vehicle settings with 30 drivers in a large city. We compare the proposed method’s automatically-
generated rating with the scores given by 5 human annotators. We introduce the kappa coefficient, an
evaluation metric to compute the inter-rater agreement between the generated rating and the rating pro-
vided by human annotators. We observe that Attention-based AutoRate outperforms other proposed
designs for feature aggregation by 10%. Further, we use the learned temporal and spatial attention to
visualize the key frame and the key action, which justifies the model’s predicted rating. Finally, to pro-
vide driver-specific results, we fine-tune the Attention-based AutoRate model using the specific driver
data to give personalized driver experience.

In the second approach, we propose driver gaze mapping on the road using the fusion of driver and
road videos as input. The proposed approach is used to estimate driver attention and determine which
objects the driver is focusing on while driving. To solve such a task, we introduce a new dataset called
DGAZE, which is an image dataset that contains the driver view and road view annotated with the driver
gaze point on the road. The data is collected in a lab setting, mimicking road conditions using low-cost
mobile phone cameras. It has a total of 100,000 images collected with 20 drivers and 103 unique
objects on the road belonging to 7 classes, including cars, pedestrians, traffic signals, auto-rickshaw,
etc. We also present I-DGAZE, a fused convolutional neural network trained on the DGAZE dataset for
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predicting driver gaze on the road. Our architecture combines facial features such as facial key-point
location and head pose along with the image of the left eye to get optimum results. Our model achieves
an error of 94.5 pixels without calibration and 45 pixels with calibration. We compare our model with
state-of-the-art eye gaze works and present extensive ablation results.

Overall, in this thesis, we propose two methods for driver attention analysis on the road. These
approaches provide feedback about the quality of driver attention using driver video and fusion of driver
and road video. We introduced dataset for driver attention rating and driver gaze mapping on the road.
We also introduced two novel architectures, Attention-based AutoRate and I-DGAZE, corresponding to
each proposed task. The evaluation metric and experimental results prove the efficacy of the same. Our
two significant contributions include the proposal of a rating system for measuring driver inattention on
the road and the dataset consisting of both driver and road view along with driver gaze location on the
road.
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Chapter 1

Introduction

Motorbike

2 5 3 2

   Inattention Alert !!

Driver gaze mapping using fusion of driver and road videos

Driver attention rating using driver videosDriver View

Road View

Input Video

Driver Attention 
Monitoring System

 Driver View

Driver View + Road 
View

Figure 1.1: We focus on driver attention analysis on road using videos captured from the smart phone
camera. We use driver video for driver attention rating and we use fusion of driver and road video for
driver gaze mapping on road.

Driver inattention is one of the leading causes of road accidents in the world. According to the
National Highway Traffic Safety Administration (NHTSA), 15% of crashes in the U.S. in 2015 were
due to driver inattention [3]. A 100-car naturalistic driving study shows that 80% of all crashes and 65%
of near-crashes involved driver inattention due to distraction, fatigue, or just looking away[18]. The
number of annual deaths due to road accidents has reached 1.35 million[1]. Advanced driver assistance
systems (ADAS) can contribute to a possible solution. ADAS are systems developed to automate,
adapt, and enhance vehicle systems for safety and better driving. Since 2000, the automotive industry
has gradually introduced new ADAS features in vehicles. The progress in this field has been enormous,
and it has been demonstrated that the most advanced ADAS systems can contribute to reducing fatal
road accidents by a factor of more than 30%. However, the major problem preventing ADAS massive
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implementation is that these systems are found only in the high price vehicle segment and are not flexible
to adapt new contributions made to the ADAS system.

Driver inattention occurs when the drivers divert their attention from the driving task to focus on
other activities. The various factors contributing to driver inattention are fatigue, drowsiness, distrac-
tion, including talking on the phone or with other passengers, looking off the road, etc. Driver attention
monitoring aims to analyze the driver’s state and behavior to determine whether the driver is atten-
tive(looking on-road). In general, a driver is considered to be attentive when (s)he concentrates on the
road ahead for the majority of the time during the drive but also scans the mirrors regularly to maintain
adequate situational awareness.

Traditionally, the factors affecting driver inattention have been evaluated independently. For instance,
some high-end cars like Honda CR-V and Accord [2, 4] regularly monitor steering wheel input and raise
alerts when the driver is frequently veering out of the lane. However, these solutions are expensive and
are not present in all the vehicles. Hence, several camera-based ADAS systems have been designed. For
instance, [72, 7] proposes smartphone-based drowsiness detection by analyzing features such as eye
closure and yawn frequency. In [73, 66] various algorithms have been proposed to detect driver’s gaze
information to assess driver distraction like eyes off the road.

Thus far, most of the techniques proposed [72] have focused on monitoring the factors that affect
driver’s attention in individual silos. However, when humans (e.g., a supervisor or a passenger) assess a
driver, they consider all of these factors in combination. Therefore, to make an effective assessment and
to promote safe driving, we need to develop a comprehensive driver attention monitoring system that
monitors and analyzes all the factors affecting the driver’s attentiveness. Such a system could be used
to provide a quantitative rating of driver attention. In this thesis, we focus on driver attention analysis
on road using videos captured from the smart phone camera. We use driver video for driver attention
rating and we use fusion of driver and road video for driver gaze mapping on road.

1.1 Related Work

We give an overview of few previous techniques to estimate driver attention on the road.

Sensor-based techniques: Lee et al. [35] propose a driver safety monitoring system that gathers data
from different sensors such as cameras, electrocardiography, blood volume change sensor, temperature
sensor, and a three-axis accelerometer, and identifies if the driver is driving safely or not. A kinect
based system was developed in [14], where the driver attention was monitored using color and depth
maps obtained from the kinect. The system analyzed eye gaze, arm position, head orientation and facial
expressions to detect if the driver is making a phone call, drinking, sending an SMS, looking at an object
inside the vehicle (either a map or adjusting the radio), or driving normally. In [75] and [9], head tracking
sensors and 3D range cameras were used to monitor driver’s head pose and driver distraction. The above
techniques require installation of additional physiological sensors into the vehicle, which is intrusive and
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cumbersome to maintain. In contrast, driver attention rating uses just a windshield-mounted smartphone
to monitor driver’s attention.

Camera-based techniques: Several camera-based ADAS systems have been proposed to determine
driver distraction and fatigue [72, 7]. Dong et al. [19] present a review of various state-of-the-art tech-
niques proposed to detect driver drowsiness, fatigue and distraction. Rezaei et al. [48] present an ADAS
system that correlates the driver’s head pose information to road hazards by analyzing two camera views
simultaneously. The system combines the head pose information with distance to the vehicle in front to
reason rear-end collisions. A technique to detect driver drowsiness based on eye blinking pattern was
proposed in [29]. These approaches can only monitor specific aspects of driver’s attention, however, to
have a robust driver attention monitoring system all the factors affecting the driver’s attention needs to
be monitored holistically. Vicente et al. [64] propose a system to detect eyes off the road. The system
uses head pose information to detect where the driver is looking. In real driving scenarios, head pose
information alone may not be sufficient to accurately determine where the driver is looking as the driver
can perform a quick scan by rolling the eyes. Song et al. [56] describe a system to detect talking over
the phone using the microphone’s audio data and driver’s voice features. Sheshadri et al. [51] detect
driver cell phone usage by analyzing the face view videos. The authors develop a custom classifier to
detect if the phone is present or not in an image. In contrast, our driver attention rating system takes a
holistic approach to identify and monitor all the factors that affect driver attention monitoring such as
fatigue, drowsiness and distraction using a windshield-mounted smartphone.

Our work on driver attention rating goes beyond existing works [46] to derive a driver attention on
road, which can be used by insurance companies to determine the premium, or to provide effective
feedback to the drivers. We show that deriving a robust driver attention rating is non-trivial due to the
ambiguity in rating driver’s attention. To this end, we propose a deep learning system that combines
generic and specific facial features towards deriving a driver attention rating. We show the efficacy of
AutoRate on a real-world dataset comprising of 30 drivers in a large city.

Driver Gaze Data: A.Palazzi et al. [42] propose the driver gaze data collection in a real driving
setup using the eye gaze tracker. The SMI Eye Tracking Glass is used to collect data for this task. The
tracker, along with the rooftop camera, is aligned to obtain the road video and driver gaze on the road.
The eye tracker used for this data collection is very costly and not affordable for all vehicle users. The
dataset consist of 500,000 registered frames. Eye Tracking for Everyone [32], collects the data using
mobile phone applications via crowdsourcing, enabling the collection of large scale datasets. The paper
”Eye Tracking for Everyone” focuses on predicting the user’s gaze on mobile phones and tablets. They
introduce GazeCapture, the first large-scale dataset for eye tracking, containing data from over 1450
people consisting of almost 2.5M frames. Other accessible eye gaze dataset are [37, 67, 55, 38, 58,
74, 27, 32]. The downside of these datasets is that they do not contain significant variation in the head
pose or have a coarse gaze point sampling density. The above techniques require costly eye trackers
and roof top cameras to capture driver gaze on road in real driving setting. Figure 1.2 presents few
hardware devices for driver gaze collection in real and simulation setting. As data collection in real
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Tobii Pro SMI Eye Tracking Glass 

Average cost: INR 7Lakh

Figure 1.2: Eye gaze tracker to collect gaze data in real and simulation setting.

setting environment is risky, many researchers collects the data in simulation. We also collect the data
in simulation for both driver and road video using mobile phone camera mounted on tripod stand.

Driver Gaze on Road: Driver Gaze Region Estimation Without Using Eye Movement[21] predicts
the gaze in separate regions using the driver face videos. The region are possibly left view, right view
or centre which is coarse data annotation. A.Palazzi et al. [42] uses a computer vision model based on a
multi-branch deep architecture that integrates three sources of information: raw video, motion and scene
semantics to predict driver attention on road. Eye Tracking for Everyone [32]proposes itracker, network
for predicting the driver gaze on the road. The network uses images captured from the front camera of
the mobile phone. The model achieves a prediction error of 1.7cm and 2.5cm without calibration on
mobile phones and tablets respectively. With calibration, this is reduced to 1.3cm and 2.1cm. On the
contrary, our input image consists of a driver view from the mobile phone camera. We use a late fusion
convolution neural network with a specific facial feature as input to one branch of the network. Our
output is projected on wall in front and we get error of 94.5 pixels without calibration and 45 pixels
with calibration. There exist other appearance-based models that use a geometric model of an eye and
can be subdivided into corneal-reflection-based[71, 76, 77]and shape-based methods[10, 61, 24]. There
exist another popular technique[74] that directly uses eyes as input and can potentially work on low-
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resolution images, but this requires a large amount of user-specific training. Our model generalizes well
to the training data collected over 20 users. The model generates better results after fine-tuning with a
small amount of user-specific data.

Other Specific Indian Efforts for Driver Safety: Harnessing AutoMobiles for Safety, or HAMS,
project [40] by Microsoft Research is an initiative to monitor the state of the driver and how the vehicle
is being driven in the context of a road environment that the vehicle is in. They use low-cost sensing
devices to construct a virtual harness for vehicles. According to the ACM article on ”Technology In-
terventions for Road Safety and Beyond[28]”, the general goal is to have affordable technologies that
work with humans through effective monitoring and feedback, rather than replacing humans through
full autonomy. Driver monitoring will reduce the number of accidents and provide safe driving envi-
ronment. Other efforts that contribute driver safety includes IDD dataset[63] by IIIT Hyderabad and
Intel. The dataset contributes to benchmark computer vision techniques on the unstructured Indian road
conditions. It is also helping spur the development of new techniques for such data collection, such as
low-cost inspection of road infrastructure (potholes, signage, and street lights) using computer vision
and inertial sensing. There are many such efforts from the leading companies like BOSCH, NISSAN,
INTEL towards creating safe driving environment.

1.2 Scope

1.2.1 Problem Definition

In this thesis, we focus on driver attention monitoring using the driver video and fusion of driver and
road videos, as shown in Figure 1.1. Driver inattention occurs when the driver has diverted away from
the task of safe driving. We use the mobile phone camera mounted on the windshield of the car to collect
both driver and road videos simultaneously. Traditionally, researchers used sensors like Kinect devices,
head tracking sensors, 3D range cameras, etc. to identify if the driver is driving safely or not. All
these sensors are specific for the proposed task, which means ’n’ task requires ’n’ sensors. Deploying a
solution for a new job related to driver monitoring becomes costly and non-adaptive. Instead of many
such sensors, we use only mobile phone cameras to collect both driver and road view simultaneously.
We extract and aggregate various facial features to estimate the quality of driver attention on the road.
This provides flexibility to add features corresponding to the new solved task with minimum training.
Note that driver attention prediction is based on driver state and behavior and not driving. The collected
driver video can predict driver gaze on the road as left view, center view, and right view, which is coarse
prediction. To this end, we combine both driver view and road view to predict fine-grained driver gaze
location on the road. The eye gaze prediction on the road can be used to analyze the change in driver
gaze with a change in distance of object on the road, it can aid in avoiding collision with pedestrian
crossing road, object driver attends on the road, etc. We describe in detail about the driver attention
monitoring using only driver videos and fusion of driver and road videos.
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Driver attention monitoring using driver videos: This work aims to monitor driver attention while
driving using the driver videos collected using mobile phone cameras mounted on the windshield of the
car. Thus far, most of the techniques proposed [72] have focused on monitoring the factors that affect
driver’s attention in individual silos. However, when humans (e.g., a supervisor or a passenger) assess a
driver, they consider all of these factors in combination. Therefore, to make an effective assessment and
to promote safe driving, we need to develop a comprehensive driver attention monitoring system that
monitors and analyzes all the factors affecting the driver’s attentiveness. Such a system could be used
to provide a quantitative rating of driver attention.

Driver attention monitoring using a fusion of driver and road videos: In this work, we aim to
combine driver and road videos to predict fine-grained driver gaze on the road. The driver gaze can
be used for the analysis of driver attention on the road, length of the driver gaze on a specific object,
the order in which visual elements are fixated upon. These eye-gaze trackers can be used for avoiding
various accidents due to driver inattention. But the major disadvantage of using these wearable eye-
gaze trackers is that they range from a few thousand to few lakh rupees, which is not affordable. The
other downside is that as these trackers are mounted on lightweight eyeglasses, we cannot obtain an
unobstructed driver image. We can only get the road view. Thus, we aim to utilize the mobile phone
videos of both driver and road view to obtaining driver gaze on the road.

1.2.2 Contributions

In first part of the thesis, we propose driver attention rating system that leverages the front camera
of a windshield-mounted smartphone to monitor driver attention on road by combining several features.
We derive a driver attention rating by fusing spatio-temporal features based on the driver state and
behavior such as head pose, eye gaze, eye closure, yawns, use of cellphones, etc. We perform extensive
evaluation of AutoRate(driver attention rating system) on real-world driving data and also data from
controlled, static vehicle settings with 30 drivers in a large city. We compare AutoRate’s automatically-
generated rating with the scores given by 5 human annotators. We compute the agreement between
AutoRate’s rating and human annotator rating using the kappa coefficient.

Second, we use fusion of driver and road videos to estimate driver attention and determine which ob-
jects the driver is focusing on road while driving. Currently, there are no large scale datasets for driver
gaze prediction on the road. Collection of such gaze data requires wearable eye gaze trackers, which are
costly and do not provide an unobstructed view of the driver. We introduce a new dataset called DGAZE
to tackle this problem. DGAZE is an image dataset for driver gaze mapping which contains the driver
view and road view annotated with the driver gaze point. It is collected in a lab setting mimicking road
conditions using low cost mobile phone cameras. The dataset has a total of 100,000 images collected
with 20 drivers and 103 unique objects on road belonging to 7 classes including cars, pedestrian, traffic
signal, auto rickshaw etc. We also present I-DGAZE, a fused convolutional neural network for predict-
ing driver gaze on the road, which was trained on the DGAZE dataset. Our architecture combines facial
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features such as location and pose along with the image of the left eye to get optimum results.

This work proposes a framework for driver attention monitoring using driver videos and fusion of
driver and road videos with following specific contributions:

Specific contributions in this thesis:

1. We propose a system to monitor driver inattention by capturing driver video through a windshield-
mounted mobile phone camera and predicting a rating of 1 to 5 for 10 second segments of the
video, where 1 implies least attentive and 5 implies most attentive. Our system employs spatial
and temporal facial features extracted from the video using state-of-the art pre-trained models
which are then combined to automatically rate driver attention.

2. We create a driver video dataset consisting of 3200 videos in static and driving setting that can be
used for building a comprehensive driver inattention prediction system.

3. We introduce the kappa coefficient, an evaluation metric to compute the inter-rater agreement
between the ratings provided by the proposed model and human annotators. This helps to take into
consideration the subjectivity related to rating, which can not be captured using other evaluation
metrics like accuracy, precision, recall, and F1-score.

4. We explain the ratings predicted by our model by visualizing the key frames and key actions that
influence the rating. We do this using learned temporal and spatial attention.

5. We introduce the DGAZE dataset for predicting driver gaze on road. It consists of both driver
videos and corresponding road videos collected using the mobile phone camera mounted on wind
shield of the car.

6. We propose I-DGAZE, a model for predicting driver gaze on road using a mutli-branch fused
convolutional neural network.The model is able to predict the gaze with an error of 94.5 pixels
without calibration and 45 pixels with calibration.

7. We have made the dataset, network model and the source code publicly available.

Specific contributions to the driver attention monitoring community:

1. We propose a rating system for driver attention analysis in the range of 1 to 5, where rating-
1 means very careless and rating-5 means very attentive. The rating system combines all the
features responsible for driver inattention on-road rather than analyzing them independently.

2. We introduce the kappa coefficient, an evaluation metric to obtain an inter-rater agreement be-
tween the subjective ratings by different annotators.
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3. We introduce the DGAZE dataset for driver gaze mapping on the road. The dataset is collected
in a lab setting using a mobile phone camera. It consists of both driver and road view along with
gaze point on the road. Eye gaze trackers and eyeglass trackers are very expensive, and hence,
collection of such dataset is challenging.

1.3 Thesis Outline

The next three chapters (chapters 2, 3, and 4) provide a self-contained description of our contributions
to the two proposed novel techniques for driver attention analysis on the road. A brief outline of the text
in this thesis is as follows. In chapter 2, we explain feature extraction for determining driver attention
on the road. We then propose different feature aggregation architectures like AutoRate, Attention-based
AutoRate, etc to predict driver attention on the road.

In chapter 3, we explain dataset collection for driver attention rating task; we further introduce eval-
uation metrics like kappa coefficient and Turing test to evaluate subjective problems like driver attention
rating on the road. We then present an extensive set of experimental results to compare different feature
aggregation techniques. We use the learned temporal and spatial attention to visualize the key frame and
the key action, which justifies the model’s predicted rating. Further, we observe that personalization in
driver attention rating can improve driver-specific results by a significant amount.

In chapter 4, we predict driver attention on-road using the fusion of both driver and road videos.
We introduce DGAZE, an image dataset for driver gaze mapping, which contains the driver view and
road view annotated with the driver gaze point. We also present I-DGAZE, a fused convolutional neural
network for predicting driver gaze on the road, which was trained on the DGAZE dataset. We also
compare the result from I-DGAZE with state of the art eye gaze prediction models.
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Chapter 2

Facial Features for Driver Attention Analysis

Score:1.0

Score: 5.0

Score:2.0

Score:3.0

Score:4.0

2 5 3 2

   Inattention Alert !!

Figure 2.1: Rating system to predict driver attention based on specific and generic facial features. The
figure on top shows the videos captured and annotated ratings. The figure at the bottom shows the use
of AutoRate to predict driver inattention over a long video.

In this chapter, we employ a camera-based system to determine the driver’s attention rating automat-
ically. We use the front camera of a windshield-mounted smartphone, which gives a 60-degree view
of the scene centered on the driver. The driver attention rating system derives a rating (in the range
of 1 to 5) using the visual features from the camera feed, which is equivalent to a rating provided by
a human annotator looking at the driver’s video. Note that our rating of driver attention is based on
driver behavior, and not on their driving. An assessment of driving would likely need additional sensing
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streams to detect sharp braking, jerks, honking, etc.. It would be quite challenging to do (and even
more subjective) if attempted based just on the driver-facing video. We use human annotation instead
of physiological sensors [6] to detect inattention as sensors are intrusive. The proposed system derives
a rating by identifying and fusing Spatio-temporal features that affect the driver’s attention. The rating
system is trained and tested using an extensive real-world dataset comprising over 3200 unique video
snippets, each of length 10 seconds, across 30 drivers in a large city (i.e., 160,000 total images when
sampled at 5 fps). We used 5 human annotators to rate each 10-second video snippet on a 5-point scale
to get ground truth driver attention rating.

Designing such a system to derive an accurate driver attention rating is challenging because: (i)
Unlike typical image classification tasks, classifying a video snippet is more challenging as the system
needs to identify and extract Spatio-temporal information across the sequence of frames to capture the
dynamics of driver attention. (ii) Ratings provided by human annotators (even highly reputed ones) are
subjective and therefore differ from person to person, as the task of rating is inherently ambiguous (e.g.,
the difference between adjacent levels of attention rating is not clear-cut). This results in ground truth
not being precise, making it hard for the prediction task. (iii) To our knowledge, there exists no dataset
with driver attention information in real-world driving scenarios that could be used to train the system
comprehensively.

To address these challenges, in this work, we propose a camera-based system to determine the
driver’s attention rating automatically. We use the front camera of a windshield-mounted smartphone,
which gives a 60◦ view of the scene centered on the driver. The objective of the rating system is to derive
a driver’s attention using the visual features from the camera feed, such that it is equivalent to a rating
provided by a human annotator looking at the driver’s video. We provide a detail description of the state
of the art networks for identification and extraction of features like facial landmarks, head pose, and
eye gaze. We have finetuned YOLO for phone and seatbelt detection for predicting the illegal driving.
We present several feature combination techniques to predict driver attention on the road. More specifi-
cally, we explain the AutoRate architecture, which is a late fusion of CNN features from one branch and
specific features like head pose, eye gaze, etc. from the other branch. The system worked okay for the
samples, but it failed for videos in which specific features get undetected. To address this problem, we
proposed Attention-based AutoRate, which learns to use the selective input features and hence works
right irrespective of presence or absence of any feature. We have provided a detailed explanation of all
this architecture in this chapter.

2.1 Feature identification and extraction

AutoRate extracts two types of features, (i) generic features and (ii) specific facial features.
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2.1.1 Generic features

The idea of extracting generic features is to ensure high-level object patterns in the image is cap-
tured. To this end, we use the transfer learning approach outlined in Section 2.2.3, with a pre-trained
VGG16 [54] convolutional network being used to extract a low-dimensional feature representation (or
bottleneck features) of the frames as shown in Figure 2.2.

Extracted Features

Figure 2.2: Pretrained VGG16 architecture for generic facial feature extraction.

2.1.2 Specific facial features

Generic features alone are not sufficient to adequately capture the dynamics entailed in driver atten-
tion monitoring. Therefore, AutoRate identifies a comprehensive set of features that are relevant to the
rating task, viz., facial landmarks, eye closure, yawns, head pose, eye gaze, talking over the phone, and
face area. These features were identified after an extensive analysis of real-world driving videos and
understanding driver behavior [19]. We use state-of-the-art pre-trained models to extract these specific
facial features from a sequence of frames. Figure 2.3 shows the facial feature extraction block for each
frame. We now discuss the key facial features and describe how these are extracted from an input image:
1. Facial landmarks:

Facial landmark detection is a fundamental component in AutoRate to extract features. It aims to
localize facial feature points such as eye corners, mouth corners, nose tip, etc. AutoRate uses facial
landmarks to detect eye closure, yawns, and eye gaze, which form the features of interest. Real-world
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Figure 2.3: Specific facial features extracted using corresponding pretrained state of the art networks

conditions call for the facial landmark detection to handle (i) large head pose variation due to fre-
quent mirror scanning or looking off the road, and (ii) diverse lighting conditions like sunny, shadows,
etc. There exists several techniques from active appearance model to Convolutional Neural Networks
(CNNs) to extract facial landmarks from an image [30, 5, 25]. Here, we employ a pre-trained Face
Alignment Network(FAN)[8] to extract facial landmarks. The FAN network employed is based on the
Hour-Glass (HG) network [69] that aims to learn relevant features at different scales in the image and
outputs pixel-wise predictions. The FAN network is trained on multiple in-the-wild datasets to obtain
robust landmarks in the face of large pose variations (e.g., yaw in the range [−90o,90o]) and diverse
lightning conditions. Further, the FAN network achieves state-of-the-art result across multiple datasets
such as 300-W [49], 300-VW [12, 53, 60] and LS3D-W [8].

2. Eye closure & yawns:
Several studies have identified behavioral measures such as eye closure and yawn frequency to detect

drowsiness [50]. AutoRate leverages facial landmarks to detect eye closure and yawns [40]. Specifically,
to detect eye closure we use the eye aspect ratio (EAR) [57] metric, which is the ratio of the height of
the eye to its width. EAR(Figure 2.4(b)) is defined as,

EAR =
||p38− p42||+ ||p39− p41||

2||p37− p40||
, (2.1)

where p38, ..., p42 are the eye landmarks. EAR is close to zero when the eye is closed and non-zero

when it is open.

Similarly, to detect yawns we use the mouth aspect ratio (MAR) metric, which is the ratio of the

height of the mouth to its width. MAR (Figure 2.4(b)) is defined as:

MAR =
||p62− p68||+ ||p63− p67||+ ||p64− p66||

3||p61− p65||
, (2.2)
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(a) Facial Landmarks

(b) EAR: Eye Aspect Ratio (c) MAR: Mouth Aspect Ratio
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Figure 2.4: Facial Key points: (a) Facial Landmark[49](b) EAR: Eye Aspect Ratio (c) MAR: Mouth
Aspect Ratio

where p61,...p68 are the landmarks corresponding to upper and lower lip. MAR is close to zero when

the mouth is closed and a non-zero value when it is open. A yawn can be detected when the mouth is

opened (i.e., when MAR crosses a threshold) continuously for a prolonged period. Unlike past work

that has used EAR and MAR to detect eye closure and yawns as signs of drowsiness, AutoRate uses the

raw EAR and MAR values as features towards driver attention rating.

3. Head pose:

Head pose information is a key feature for determining where the driver is looking and monitoring

the driver’s alertness. In a real driving scenario, the driver tends to scan her/his environment to maintain

situational awareness, hence head pose detection should be robust to such variation. While head pose can

be derived using traditional techniques such as PnP (Perspective-n-Point) algorithms [41], we employ a

pre-trained CNN [33] due to its robustness. The pre-trained network viz., Deepgaze [45] is trained using

datasets such as Prima [22], AFLW [36], and AFW [31] to handle large pose variations. The input to

the network is the driver’s face region, which is obtained by cropping it along the landmarks in order to

de-noise the background. The network then outputs the corresponding head pose information viz., yaw,

pitch and roll angles. Figure 2.5 shows head pose variation obtained using the above method for a video

sample.

4. Eye gaze:

In a driving scenario, eye gaze is also an important cue to determine where the driver is looking in

addition to head pose. Hence, eye gaze information is important to determine where the driver is look-

ing [40]. We employ a standard LeNet-5 [34] network that takes an eye patch as the input and outputs
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Figure 2.5: Head pose variation for a video sample. The green region shows the range of angle for
which the driver is looking on road and red region is for range of angle for which driver is looking off
road.

the gaze information, viz., yaw and pitch values. The input eye patch is obtained by considering the

landmarks associated with the eye region. We train the LeNet model using in-the-wild MPIIGaze [74]

dataset, which contains 213,659 images from 15 participants.

5. Talking over the phone:

Talking over the phone while driving is a form of distracted driving. Identifying talking over the

phone is a challenging task, as the phone object varies in type and size. We are not aware of any pre-

trained network for phone detection, so we collected around 1200 sample images when the driver is

talking on the phone (by holding it up to their face) and manually marked the bounding box around the

phone. The labeled images with bounding box of the phone was used to train a custom object detector

using CNNs. We use a pre-trained YOLOv2 [47] network trained on COCO dataset [70], where we

freeze all but last few layers and fine tune the network with our dataset. The final predictions are then

restricted to only detection of a phone and the corresponding bounding box in an image as shown in

Figure 2.6

6. Face area: AutoRate uses face area as a feature to determine the change in driver’s seating position,

e.g., leaning forward or leaning back. To detect face area, we use a robust face detection algorithm viz.,
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Figure 2.6: Phone Detection using YOLO model finetuned for the corresponding task. The green color
box is for ground truth and red box is for prediction.

Tiny Faces [26] that can deal with extreme illumination, blurring, pose variation, and occlusion. The

intuition is that if the face area is large, then the driver is sitting closer to the camera and vice versa.

To summarize, AutoRate identifies and extracts both generic and specific facial features to form a

comprehensive feature vector (Vi) for each frame ‘i’, viz.,

Vi = [Bottleneck f ,EAR,MAR,yawh, pitchh,rollh,yawe, pitche, talk,area f ] (2.3)

where, Bottleneck f represents the generic features from VGG16, EAR & MAR represents the raw eye

and mouth aspect ratios. yawh, pitchh,rollh represents the head pose information and yawe, pitche rep-

resents the eye gaze information. talk is a boolean value indicating if the driver is talking over a phone

or not and area f indicates the driver’s face area in an image.

2.2 Feature Aggregation

We now describe how to aggregate feature vectors (Vi) obtained for a sequence of frames in a video

snippet. The objective of the aggregation function is to combine the feature vectors across frames (in

our setup it is 50 frames) to capture both spatial and temporal information.

To this end, we present different approaches for determining the rating from the given video. IN

one of the approach, we use pre-trained CNN (Convolutional Neural Network) to extract the generic

features and then apply a GRU (Gated Recurrent Unit) across the frames to get a final representation

of the entire video snippet. In other approach which we refer to as the AutoRate architecture, besides
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having the features from a CNN, we also have other specific features which are then combined using

GRU to get overall feature vector for the video. In the third approach which we refer to as Attention-

based AutoRate, we use attention layer after applying LSTM (Long short-term memory) to both specific

and facial features. The attention layer learns the attention probabilities corresponding to every frame

of video.

2.2.1 Handpicked + SVM

Figure 2.7(a) shows the Handpicked + SVM architecture for determining driver attention rating.

The key idea is that for each input frame we extract the specific facial features. The intuition here is

that specific facial features guides the network to learn key actions performed by the driver. It takes a

sequence of frames as input; we used a 10-second video snippet sampled at 5 frames per second (fps),

resulting in 50 frames. The input frames, are fed to a series of state of the art pre-trained networks

corresponding to each task to extract relevant features. The facial features obtained are

2.2.2 Handpicked + LSTM

Figure 2.7(b) shows the Handpicked + LSTM architecture for determining driver attention rating.

The key idea is that for each input frame we extract the specific facial features like face area, head pose,

eye gaze, MAR, EAR and phone detection. The intuition here is that specific facial features guides the

network to learn key actions performed by the driver. It takes a sequence of frames as input; we used a

10-second video snippet sampled at 5 frames per second (fps), resulting in 50 frames. The input frames,

are fed to a series of state of the art pre-trained networks corresponding to each task to extract relevant

features. The facial features obtained are fed into the sequential model, i.e., a series of GRU (gated

recurrent unit) [11] blocks to extract spatiotemporal information. The features from the final layers of

the GRU models are then fed to classifier to obtain the rating in the range of 1 to 5.

2.2.3 CNN (generic features) and GRU or (CNN + GRU)

As recent works [43] have shown that deep neural networks (DNNs) trained for one task capture

relationships in the data that can be reused for different problems in the same domain. The pre-trained

models have a strong ability to generalize to images outside the training dataset. This has led to transfer

learning, where the idea is to use pre-trained models such as VGG16 [54] trained on the ImageNet [16]
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Figure 2.7: Design choices.(a) Handpicked + SVM (b) Handpicked + LSTM (c) CNN + LSTM

dataset, to extract bottleneck features. Figure 2.7(c) shows the architecture of such an approach. These

features are then used to extract the temporal information. In detail, the input to the network is a

sequence of frames from a 10-second video snippet. Each image is fed to a pre-trained VGG16 network

that extracts bottleneck features at the first fully connected layer. These features are then aggregated

using GRU to predict driver attention rating.

2.2.4 AutoRate Architecture
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Figure 2.8: AutoRate Architecture
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Figure 2.8 shows the proposed architecture of AutoRate for determining driver attention rating. The

key idea is that for each input frame we extract both the generic features and specific facial features.

The intuition here is that generic features capture high-level patterns in a frame and specific facial

features guides the network to learn key actions performed by the driver, which may not be captured

by the previous approach that uses only generic features. AutoRate takes a sequence of frames as

input; we used a 10-second video snippet sampled at 5 frames per second (fps), resulting in 50 frames.

The input frames, along with ground truth ratings, are fed to a series of pre-trained networks to extract

relevant features. The facial and generic features obtained are separately fed into two different sequential

models, i.e., a series of GRU (gated recurrent unit) [11] blocks to extract spatiotemporal information.

The features from the final layers of both the GRU models are then concatenated to obtain the overall

representation of the video.

2.2.5 Attention Based AutoRate Architecture

For challenging real world videos, we observe that AutoRate sometimes fails to predict the correct

rating. We define videos as challenging where state-of-the-art methods for identifying facial features

like face area, head pose, eye gaze, etc. perform poorly. To address this, we propose an approach

called attention based AutoRate which uses a technique similar to the technique used by humans. Hu-

mans rate driver videos by using selective attention to tune out irrelevant information and concentrate

on what really matters. In attention based AutoRate architecture, we achieve selective attention by in-

troducing an attention module in both the generic feature branch and specific facial feature branch of

AutoRate architecture. As shown in Figure 2.9, we introduce the attention module after applying LSTM

to generic features (4096 dimensional vector per frame) and specific features. This attention module is

the weighted combination of attention probabilities (α1 ... αn) as shown in Equation (2.4).

X =
n

∑
t=1

αk,tht (2.4)

where, k is S or V . S stands for specific features in right branch of Figure 2.9, V stands for VGGFace

features in left branch of Figure 2.9, t specifies the frame number that varies from 1 to 50 and ht specifies

the hidden unit from LSTM block at time t. Note that we have used VGGFace features as input instead

of VGG features and Bi-directional GRU instead of GRU for better results.

Few other additions made to attention based AutoRate model are: (1) We use VGGFace [44] features

as generic feature instead of VGG16 features used in AutoRate [20] architecture because VGGFace
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features provide a better representation of the face. This is because VGG16 is trained on imagenet

dataset which has 10,000 general objects as classes while VGGFace uses VGG16 as the base model and

is trained on 2.6M face images and 2.6K people. (2) We use Bidirectional LSTM instead of GRU to

capture driver behavioral information from both previous and future frames.

In addition, the attention probabilities corresponding to each frame are learned when training At-

tention based AutoRate model. In Attention-Based AutoRate model, instead of using a single vector

from the GRU’s last hidden state, we add an attention layer to create a weighted connection between

the entire source input and the fully connected layer. Length of the entire source input is equivalent to

the number of frames in the video. It means that instead of connecting 256 dimensional hidden state
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from last block of GRU, we use a weighted linear combination of hidden state from each block of the

GRU. Equation 2.4 shows that X is a weighted combination of the hidden state of each block in the

GRU that are weighted by alpha score (i.e. attention probabilities). This weighted linear combination

of each hidden state weighted by alpha score to the fully connected layer is called attention layer. The

same attention layer is used for both left branch with VGG Face features as input and right branch with

specific facial features as input. The attention probabilities in both branches is learned by training this

Attention-Based AutoRate model end to end.

2.3 Summary

In this chapter, we discussed the facial feature extraction algorithms and presented several approaches

for feature combination to predict the final driver attention rating. We showed the proposed architecture

AutoRate, a smartphone-based system for driver attention rating. AutoRate employs deep learning tech-

niques that combine generic and specific facial features towards deriving the driver’s attention rating.

We also present the Attention-based AutoRate model, which learns to attend the key frames and key

features required for driver attention rating.
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Chapter 3

Evaluation and Visualization of Driver Inattention Rating

In previous chapter, we discussed several techniques like AutoRate and Attention-based AutoRate

for feature combination to predict the quality of driver attention on road. We now collect the dataset

for training model to predict driver attention rating. In this chapter, we discuss in detail about the

process for dataset collection and annotation. Since the objective of driver attention rating system is to

derive the rating using the visual features from the camera feed, such that it is equivalent to a rating

provided by a human annotator looking at the driver’s video. We use human annotation instead of

physiological sensors [6] to detect inattention as sensors are intrusive. Due to the inherent subjectiveness

of the ratings provided by human annotators, ”equivalent to” in this context means making AutoRate

”indistinguishable from” human annotators rather than exactly matching a particular human annotator.

AutoRate derives a rating by identifying and fusing Spatio-temporal features that affect the driver’s

attention. AutoRate is trained and tested using an extensive real-world dataset comprising over 3200

unique video snippets, each of length 10 seconds, across 30 drivers in a large city (i.e., 145,000 total

images when sampled at 5 fps). We used 5 human annotators to rate each 10-second video snippet on a

5-point scale to get ground truth driver attention rating.

The task is challenging because unlike typical image labeling tasks, the task of annotating video snip-

pets is inherently subjective because there is no clear-cut definition of what constitutes (in)attentiveness.

Therefore, we need to rely on multiple human annotators for each video clip. However, that brings

up the question of how to reconcile the disagreements in the ratings. One way to overcome this is to

eliminate the instances in which human annotators ratings do not match, resulting in a reduced dataset.

Another approach is to learn using privileged information (LUPI) [62, 52], where confidence associated

with a snippet is used to distinguish between easy and difficult snippets. While LUPI based techniques

can be used, our objective is not to distinguish between snippets (easy vs. hard) but rather it is to make
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AutoRate’s rating of the driver’s attention indistinguishable from human rating. To this end, we in-

troduce the concept of kappa coefficient to evaluate AutoRate. We also evaluate the AutoRate model

with three approaches: (1) Mode-based: In this approach, the mode of the ratings for a video snippet

among all the annotators, i.e, the rating with the highest number of votes, is considered as the ground

truth rating. We then show AutoRate’s efficacy using the F1 score metric in deriving driver’s attention

rating that closely matches the majority rating. (2) Agreement-based: In this approach, we compute

the kappa coefficient (κ) that measures inter-rater agreement between raters [65, 13]. This is considered

as a more robust measure than majority-based agreement. We compute the kappa coefficient (κ) be-

tween AutoRate’s rating and human annotators to show an agreement between the two. (3) Turing test

based [59]: In this approach, a new human evaluator is presented with the ratings from another human

annotator and from AutoRate and is asked to tell which rating came from a human vs. from AutoRate. If

the evaluator cannot distinguish between the ratings provided by humans and AutoRate, then AutoRate

has done a good job in providing a rating that resembles a human annotator.

Further, we use temporal and spatial attention to visualize the key frames and the key actions which

justify the models predicted rating. The temporal visualization identifies the key regions in videos and

spatial visualization identifies key features to predict driver attention rating. For example, if attention

based AutoRate correctly predicts a driver attention rating as 1 (least attentive and doing illegal activities

like phone usage, talking to passengers, etc.) on a 5-point scale, we would want to confirm that the

model bases its decision on the features related to using phone or frequent talking with passengers. We

observe that driver attention rating is a very subjective problem and features responsible for predicting

this rating may vary from one driver to another. To this end, we finetune attention based AutoRate model

for a specific user to provide a personalized driver attention rating.

3.1 Dataset

In this section, we describe how we achieve our goal of data collection for the AutoRate task. Each

video sample in the dataset consists of 50 frames and a total of 10 sec of length. We collected videos

in real driving settings and stationary settings simulating closely to the actual setup. The original frame

rate at which videos are sampled is 25fps on an average. The 25fps comes to a total of 250 frames for

10 seconds. But the time taken for an eye blink is 15 blinks per minute [39], which means one blink

takes 4 seconds. This means we need to process (25 x 4) 100 frames to get 1 blink. Since the processing

22



of each frame is costly, we wanted to reduce the frame rate while not missing any crucial details. We

decided to use 4 frames to detect eye blink as a compromise between reducing the processing time and

not missing any detail. Thus, we chose a frame rate of 5fps for our experiments of video samples of 10

sec each and is collected at the rate of 5 frames per second. We collected 3200 video samples from 30

drivers in different cars in a large city. We then annotated the videos in the range of 1 to 5. We then used

the kappa coefficient to eliminate the videos with the less inter-rater agreement as those videos samples

are highly ambiguous and challenging to use. We discuss in detail each step below:

3.1.1 Data Collection Setup

Figure 3.1: Data Collection Setup with a mobile phone camera mounted on the windshield of the car
with a focus on the driver inside the vehicle. The mobile phone camera is enabled to collect both driver
and road view simultaneously.

We collected the dataset for AutoRate task in both driving and stationary setting. Figure 3.1 shows

the data collection setup for AutoRate task. We collected data using the low cost and low power mobile

phone camera mounted with the support of the mobile stand on the windshield of the car. We have

used the HAMS data collection application, which uses both front and rear cameras of mobile phones

to collect both driver and road view simultaneously. The mobile phone is positioned at an angle which

gives a 60◦ view of the scene centered on the driver. Figure 3.1 shows the position of the mobile phone

camera collecting both driver and road view for achieving the goal of AutoRate task. The original frame

rate at which videos are captured is 25 frames per second. It is collected for 10 drivers in driving settings
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in different cars spanning different areas of a large city. The driver has no constraint in this setting and is

free to perform any maneuver. As dataset collected in a real driving setting does not provide a balanced

dataset with a uniform distribution, we collected data in a stationary setting with 20 drivers by taking the

car to different areas of the city. Here the driver was asked to do random maneuvers corresponding to

the defined class. We divide this dataset into videos of 10 seconds; each sampled at 5 fps. This improved

the distribution of the dataset, and we captured the rare events related to critical but rare classes. We

then sent the dataset for the annotation to create clean and unbiased ground truth for each sample.

3.1.2 Data Annotation Tool

Figure 3.2: Data annotation tool to accelerate the annotation of ground truth rating for the collected
video samples. The key features in the data annotation tool include the display of several videos per
page, the number of pages can grow dynamically, the user can upload videos manually, watch the video
in full screen and annotate videos by answering few related questions.
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We used the data annotation tool created internally in React and MongoDB. React is used to develop

the front end of the annotation tool because it is used as a base in the development of single-page or mo-

bile applications, as it is optimal for fetching rapidly changing data that needs to be recorded. MongoDB

is used for backend operations as it is a cross-platform document-oriented database program. Classified

as a NoSQL database program, MongoDB uses JSON-like documents with the schema. Figure 3.2

shows the set of features available in the tool for facilitating the data annotation process. The features

include a) Displaying number of videos per page b) Number of pages in tool can grow dynamically

concerning the size of the dataset uploaded c) User can upload videos manually d) User can view the

video in full-screen e) Annotate videos – a window dialog that provide the user with facility to watch

video, enter the rating, check the boxes corresponding to use of phone and seatbelt.

3.1.3 Driver Attention Rating

Figure 3.3: Description of driver attention rating from rating-1(very careless) to rating-5(very attentive).
These descriptions give a soft understanding of the rating concept and do not bind them to any hard
defined rules.

Rating defines the quality of products usually on a scale of 1 to 5 or a scale of 1 to 10. Here 1 means

the poor quality and 5 means the superior quality. Driver attention is measured in terms of a combination

of various factors like driver drowsiness, driver distraction, eye gaze off-road, etc. These factors may

vary in intensity and can have different outcomes. To measure driver attention with robustness, we

introduce driver attention rating in the range of 1 to 5. Rating is the overall value given based on the

driver state and behavior; it takes into consideration the change in intensity of drowsiness, distraction,
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loose focus, illegal driving, etc. Here in this chapter, we use only driver state and behavior to rate the

quality driver’s attention. After months of the experiment, we came up with the following definitions for

driver rating. These ratings are not hard rule-based and are very generic. It helps to bring all annotators

on the same norms for rating. Here, Rating-1 represents inattentive and distracted driving, e.g.,

talking over the phone or with other passengers for the most of 10 seconds. Rating-2 represents

driver being highly distracted, e.g., frequently looking off the road. Rating-3 represents driver being

moderately distracted, e.g., looks off the road but not frequently. Rating-4 represents driver being

slightly distracted, e.g., looks off the road but for a short time period. Rating-5 represents attentive

driving, e.g., the driver concentrates on the road ahead, while also scanning the mirrors regularly to

maintain situational awareness.

3.1.4 Data Annotation

Figure 3.4 presents the pipeline for data annotation process. Each video sample is presented to five

human annotators. Based on their understanding of driver attention rating, they are asked to rate each

video sample in the range of 1 to 5. We explained each rating to annotators so that they are not too far

in the opinions for the same rating. This is a subjective task, and all annotators may have a different

opinion about the same video sample. We used the inter-rater agreement metric (kappa coefficient)to

get the good annotation and remove the with high ambiguity. We use the kappa coefficient value of

0.80 to decide the good or bad annotation. The threshold is decided based on the kappa value(0.80)

corresponding to a strong level of understanding.

3.1.5 Dataset type and its distribution

We considered two datasets [40]: (i) Driving dataset, where we collected data from real driving

scenarios, and (ii) Static dataset, where we collected data in a static vehicle setting. We split the video

into 10-second snippets, allowing fine-grained driver attention analysis. Each 10-second video snippets

was then rated by the human annotators based on the driver’s attention level, ranging from rating-1

(least attentive) to rating-5 (most attentive). Note that, such an annotator would not have access to the

full range of signals (e.g., vehicle jerks, honks, etc.) that might inform the assessment of a person who

was actually at the scene. So this is a limitation of our study. We now provide a detailed description of

our datasets.
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Figure 3.4: Data annotation: Five human annotators annotate each video sample. The annotations are
highly subjective and annotator specific. Inter-rater agreement, like the kappa coefficient of threshold
0.80, is used to select the samples with good annotation. Note that the table below shows the impact of
kappa value from None to almost perfect(k¿0.90).

3.1.5.1 Driving dataset

In this dataset, we collected real-world driving data by deploying smartphones in a fleet of 10 cabs

across multiple days1. In total 8 hours of data was gathered across the 10 cabs. As mentioned earlier, we

then split the video’s into 10-second snippets. Finally, only a subset of 10-second snippets is selected

to ensure that the correlation between consecutive videos is avoided. In total we retained around 1000

video snippets from 10 drivers. The training and test split for this dataset is shown in Table I. We see

that rating-5 has over 800 samples (out of the 1000 snippets in all) whereas rating-1 has fewer than 100

1HAMS Project: https:/aka.ms/HAMS
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Dataset
Driving Static Merged

Train Test Train Test Train Test
Rating-1 68 14 582 129 650 143
Rating-2 59 13 183 33 242 46
Rating-3 55 13 289 62 344 75
Rating-4 133 37 294 64 427 101
Rating-5 566 121 434 91 1000 212

Total 881 198 1782 379 2663 577

Table 3.1: Dataset description with train and test split.

samples. This reflects the situation that drivers are attentive most of the time. Nevertheless, the instances

of inattentiveness, even if relatively few, could have serious safety consequences, so it is important to

be able to rate these accurately.

3.1.5.2 Static dataset

As noted above, the data is skewed towards the driver being attentive and it is challenging and also

risky to gather inattentive driving data in real-world settings. To get around this difficulty and augment

the inattentive driving data, we performed targeted data collection with 20 different drivers in a static

vehicle to improve the data distribution for ratings 1 to 4. We asked the driver to perform various actions

(as realistically as possible) corresponding to the definitions of each rating described in Section 3.1.3.

Table 3.1 shows the training and test split for the static dataset.

3.1.5.3 Merged dataset

To create this dataset, we merge both the driving and static datasets. In total this dataset includes

data from 30 drivers with approximately 3200 videos each of 10 seconds. Table I shows the training and

test split in the merged dataset.

3.1.6 Dataset Summary

Table 3.2 summarizes the characteristics of the dataset.

28



Dataset Summary
Features Value

Number of clips 3240
Length of clips 10 seconds

Number of annotations per clip 5
Number of drivers 30
Number of classes 5

Ground truth Majority/Average Rating

Table 3.2: Dataset Summary

3.2 Evaluation Metrics

We now describe the various metrics used for evaluation of performance of our proposed architecture.

We use F1 Score which is the weighted average of Precision and Recall and kappa coefficient (κ) which

measures the inter rater agreement between various annotators.

3.2.1 F1 Score

It is a measure of test’s accuracy and is defined as harmonic mean of the precision and recall.

F1 = 2 · P ·R
P+R

, (3.1)

where P and R represents the precision and recall, respectively. Precision (P) is computed by first

considering each predicted class (i.e., predicted driver attention rating) in turn and computing the frac-

tion of predictions in that class that are correct, i.e., match the ground truth. Then the fractions are

combined across the classes, using the weighted arithmetic mean to obtain the overall precision. The

Recall (R) is computed analogously, by considering the ground truth classes instead of the predicted

classes.

3.2.2 Kappa coefficient (κ)

Kappa coefficient (κ) between two annotators [65] measures agreement between two annotators and

defined as,
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1−Pe
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j
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R
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i

R

∑
j

wi jmi j,
(3.2)

where Po is the relative observed agreement between annotators and Pe is the probability of chance

agreement if the annotators were totally independent. R represents the total number of ratings (in our

case, 5) and wi j, xi j and mi j corresponds to the weight, observed and expected values, respectively. If

the annotators are in complete agreement then κ = 1 and if there is no agreement then κ = 0.

In this paper, we use quadratic weighted kappa [13], where we treat disagreements differently, for

e.g., difference between ratings off by 2 is penalized more than ratings off by 1. The weight assigned to

each rating category is given by,

wd = 1− d2

(R−1)2 , (3.3)

where d is the difference between ratings.

3.3 Experiments and Results

3.3.1 Implementation Details

We used original frame rate at which videos are sampled is 25fps on an average. The 25fps comes to

a total of 250 frames for 10 seconds.The time taken for an eye blink is 15 blinks per minute [39] that

means 1 blink takes 4 seconds of time. This means we need to process (25 x 4) 100 frames to get 1 blink.

Since the processing of each frame is costly, we wanted to reduce the frame rate while not missing any

crucial details. We decided to use 4 frames to detect eye blink as a compromise between reducing the

processing time and not missing any detail. Thus, we chose a frame rate of 5fps for our experiments.

Feature Extraction: In this section, we explain the complete facial feature extraction procedure and

the relation between these models. We first extract face area which is used to determine the distance

of the driver from the camera. Face area is obtained from the bounding box of the state of the art

face detection model proposed in “Finding Tiny Faces” [26]. For facial landmark detection, we used

FAN(Face Alignment Network) [17] which is the state of the art network for face landmark detection.

It is trained on LS3D-W dataset of size 230,000 images. It works for pose values ranging from -90◦ to

+90◦. Now, we determine the driver head pose (yaw, pitch and roll) using “Head pose estimation in
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the wild using convolutional neural networks and adaptive gradient methods” [45] trained on PRIMA

dataset. This paper uses tightly cropped face image as input to the network. In order to use this pre-

trained network for head pose estimation, we use the landmarks detected using FAN to tightly crop the

face image before using it as input to the pre-trained head pose model. As we don’t have ground truth

annotation for head pose on our dataset, we plot the face images corresponding to the head pose values

across the video to verify the correctness of the model.

Further, we use facial landmarks detected using FAN for predicting eye aspect ratio(EAR) and

mouth aspect ratio(MAR) which uses the detected eye landmarks and mouth landmarks respectively.

The EAR is computed as ratio of height of the eye to the width of the eye and similarly, we compute

the MAR. Now, to determine the eye gaze value we use the modified LENET-5 architecture proposed

in “Appearance based gaze estimation in the wild” [74]. The modified LENET-5 takes left eye image as

input to the network and predicted head pose value is concatenated in the last fully connected layer. So,

we use the eye landmarks detected using FAN to crop the left eye image from the driver face for input

to eye gaze network. We also use the head pose value predicted using the above head pose network for

concatenation in the last fully connected layer for eye gaze prediction.

For phone detection, we collected around 1200 sample images when the driver is talking on the

phone (by holding it up to their face) and manually marked the bounding box around the phone suing

YoloMark tool. The bounding boxes are marked such that there is not too much margin around the

object and the object annotation is of good quality. The labeled images with bounding box of the phone

was used to fine tune the pre-trained YOLOv2 [47] network trained previously on COCO dataset [70].

The final predictions are then restricted to only detection of a phone and the corresponding bounding

box in an image. The YOLO was fine tuned for two classes (Phone and No Phone). The batch size

used for fine-tuning the model is 64 and total number of epochs 1000. The output is phone detection

confidence and the bounding box location. If the confidence value is above the threshold value(0.7), the

phone is detected else not detected. seat belt detection follows the same procedure as phone detection.

The accuracy for phone and seatbelt detection is 97% and 80% respectively.

We have used pre-trained network for all specific features except for phone and seatbelt detection.

As there was no model for phone and seatbelt detection so, we fine tune YOLOv2 for the same. Yes,

the performance of individual model affects the final accuracy of Attention based AutoRate. For each

individual feature, we tried multiple competitive models and we picked the one that worked best on our

31



dataset. Table 3.3 shows the detailed information about the feature, state of the art algorithm used to

extract the features, output type, output dimension and performance of different pre-trained models.

Feature Description Output Type Dimension
Face Detection [26] Face detected or not Binary (0 or 1) 1

Face Area [26] X,Y location on 0 to 500 4
frame of size 500 x 500

Facial Landmark [17] X,Y location on 0 to 500 128
frame of size 500 x 500

Head Pose [45] Yaw, Pitch and Roll -90◦ to +90◦ 3
Eye Gaze [74] Gaze in X and Y direction Real Values 2

EAR [57] Ratio of height to Real Values 1
width of eye

MAR [57] Ratio of height to Real Values 1
width of mouth

Phone Detection [47] Using phone or not Binary(0 or 1) 1
Seat Belt Detection [47] Wearing seatbelt or not Binary(0 or 1) 1

Table 3.3: Detailed description of the feature extraction.

System Performance: Each video sample has 50 frames and total time taken to extract facial fea-

tures is approximately 6 minutes/video on an average. The time used to predict driver rating using

Attention based AutoRate is 1.2 second approximately. Total time taken at run time is 7 minutes and 20

seconds due to which the model cannot provide real time performance.

3.3.2 Qualitative Results

Figure 3.5 shows the qualitative results obtained from the Attention-based AutoRate mode. The first

line shows the actual rating obtained from the annotators and rating we get from the proposed design.

The video frames is plotted along with the corresponding attention probabilities. Darker the color, more

inattentive is the driver. In row-1, we observe that driver is inattentive for very less time and is rated 5

which matches the ground truth rating of 5. While in row-3, driver is inattentive for most of the time

and is rated 3 by the model and ground truth rating is 2 which is close.

3.3.3 Quantitative Results

We now present our evaluation of the CNN+GRU architecture, AutoRate, and Attention-based Au-

toRate for driver attention rating. We also show the efficacy of our model on datasets captured under
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Figure 3.5: Qualitative Results from the Attention-based AutoRate architecture

various conditions. We also present a detailed ablation study to compare different models for predicting

driver attention ratings. We also perform the Turing test evaluation for the misclassified videos.

3.3.3.1 Ground Truth Rating

Driver attention rating is a non-trivial task as there is no clear-cut definition of what constitutes

(in)attentiveness. In some cases it may be hard for the annotators to distinguish between driver fre-

quently looking off the road against moderately looking off the road. This results in ambiguity, where

the ratings obtained differ from one annotator to another. Hence, it is important to first understand the

agreement between annotators before evaluating AutoRate’s efficacy. In our experiments, we used five

human annotators to rate the 10 second video snippets. In the driving dataset, the average agreement

between all the five annotators is 0.90 and in static dataset the agreement is 0.87. The kappa coefficient

for the merged dataset is 0.89.
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This exhibits that there is no perfect agreement among the five annotators and hence some of the

video snippets may not have true ground truth ratings. In light of this, in the sections that follow, we

evaluate Attention Based AutoRate using the three approaches; Mode-based, Agreement-based, and

Turing test based evaluation.

We asked the five annotators to rate the video snippets based on their notion of driver attention,

i.e., without providing them any guidelines or definition for each rating. However, this resulted in poor

agreement, with a kappa of just 0.5 in the driving dataset. Hence, we proceeded to provide the annotators

some broad guidelines and definitions for the various rating levels, to boost the degree of agreement.
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Figure 3.6: F1 score for four methods for all three dataset(driving, static, merged) and static2driving

Datasets Attention Based AutoRate Attention Based AutoRate
vs Majority vs Average

Driving 0.90 0.83
Static 0.87 0.8

Merged 0.89 0.86
Stat2Driving 0.85 0.82

Table 3.4: Agreement between Attention Based AutoRate and Majority/Average ratings using kappa
coefficient.
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(a) (b) (c)

Figure 3.7: Confusion matrix obtained for Attention Based AutoRate for (a) driving, (b) static and (c)
merged datasets. For each ground truth rating, the row of numbers represents the percentage of predicted
ratings from 1 to 5. The higher the percentage the darker the shade of the cell.

3.3.3.2 Mode Based Evaluation

We now present results where we consider the mode of the ratings for a video snippet among all

the annotators as our ground truth rating. Figure 3.6 shows the F1 score for AutoRate, CNN+GRU

and other approaches across all the three datasets. The results are obtained after doing 10-fold cross-

validation across all the datasets. F1 score of AutoRate and CNN+GRU is consistently higher than

other approaches. We also plot the F1-score for the model trained on static data and fine-tuned on 1000

driving data. The F1 score reported 0.75 is purely on driving data, which is on par with that of a model

trained entirely on driving data, 0.87. This indicates that our pre-trained model can be used for different

road conditions just by fine-tuning using a minimal amount of data. Figure 3.7 shows the confusion

matrix for AutoRate, where each cell of confusion matrix shows the percentage of predicted rating. The

off-diagonal values are high for adjacent rating levels indicating the ambiguity in the ground truth which

results in majority of misclassifications.

3.3.3.3 Agreement Based Evaluation

We now present evaluation based on the kappa coefficient to quantify the agreement between Atten-

tion Based AutoRate’s predicted rating with the individual human annotator rating. Table III shows the

agreement between Attention Based AutoRate, mode and average rating among the 5 human annotators

using the kappa coefficient(κ). We first compute the mode and average ratings (rounded using the floor

function) for each video snippet across all the human annotators. We then compute kappa coefficient

between the human rating and AutoRate’s rating using Equation 3.2.

35



It can be seen that for the driving dataset, Attention Based AutoRate has an overall agreement of

0.90 and 0.83 with the mode and average ratings, respectively. Note that, for the same driving dataset,

among the 5 annotators the agreement was 0.89. Further, Attention Based AutoRate has around 0.89

agreement for mode and 0.86 average ratings provided by human annotators in the merged dataset. This

indicates that the driver attention rating predicted by AutoRate matches closely with the ratings provided

by human annotators which is 0.88.

Figure 3.8 shows the agreement between the ratings obtained by AutoRate and each individual hu-

man annotator across all datasets. For the driving dataset, the kappa coefficient is around 0.90. Given

that the agreement among the human annotators in driving dataset was itself low (i.e., 0.88), we conclude

that Attention Based AutoRate is doing quite well in mimicking a human annotator.
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Figure 3.8: Agreement between AutoRate ratings and human annotators across datasets.

3.3.4 Ablation Study

We performed extensive ablation studies on our Attention-based AutoRate model which we present

in Table 3.5. In the first 5 rows, we present the impact of various facial features and their combinations

on the predicted rating. The facial features were concatenated across all 50 frames before classifying.

Here, we have used an SVM to classify the driver rating instead of GRU as the feature dimensionality

is too small for a complex network like GRU and can lead to overfitting. We observe that all the facial

features combined together give the best results among the first 5 rows. We further noticed that on
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Method Acc F1 Mode κ Avg κ

HP + SVM 0.33 0.54 0.30 0.28
HP + EG + SVM 0.3 0.45 0.27 0.19

EB + yawning + SVM 0.23 0.32 0.13 0.11
HP + EG +EB + yawning + SVM 0.35 0.46 0.42 0.37

All facial features + SVM 0.42 0.53 0.7 0.68
All facial features + GRU 0.45 0.59 0.8 0.74

CNN(VGG16) + GRU 0.58 0.60 0.84 0.82
CNN(VGGFace) + GRU 0.62 0.64 0.85 0.82

AutoRate [20] 0.64 0.66 0.88 0.86
VGGFace + AttentionLSTM 0.73 0.74 0.87 0.85
Attention based AutoRate 0.75 0.75 0.89 0.86

Table 3.5: Comparison of attention based AutoRate model with AutoRate[20] model, CNN + GRU
and other feature combinations. Note: κ denotes kappa coefficient used for inter rater agreement. The
abbreviations used in the table stand for Head Pose (HP), Eye Gaze (EG) and Eye Blink (EB).

Method Acc F1 Mode κ Avg κ

Attention Based AutoRate(AA) 0.75 0.75 0.89 0.86
AA without any facial features 0.73 0.74 0.87 0.85

AA without VGGFace 0.53 0.42 0.54 0.54
AA without EAR and MAR 0.70 0.69 0.85 0.84

AA without EG and HP 0.69 0.69 0.81 0.79
AA without P and S 0.69 0.68 0.87 0.84

AA without FaceArea 0.72 0.72 0.88 0.86

Table 3.6: Performance of Attention Based AutoRate model as a result of stripping input features one
by one.

comparing Row 1, which uses only head pose as the facial feature and Row 4 which uses a combination

of four facial features, they have almost the same accuracy but a decent improvement in the mode kappa

value. This shows that head pose and eye gaze are the most important features for driver inattention

prediction but using combination of all features is definitely beneficial.

Next, we explore the effect of using a GRU instead of concatenating the features for all the frames

in rows 6, 7 and 8. We notice that using GRU gives a slight improvement over the former. In rows 7

and 8, we have used generic features extracted from the VGG16 network pretrained on ImageNet or the

VGGFace network. We can see that deep features work much better than specific facial features. Using

VGG-Face features instead of VGG16 gives a 4% increase in accuracy. AutoRate, which combines both
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VGG-Face features as well as specific facial features gives an increase of 10% accuracy over the model

that uses only specific facial features.

The last two rows of Table 3.5 explores the effect of adding attention to the models. We can see a

significant jump in accuracy of 10% compared to AutoRate. This shows that Attention-Based AutoRate

learns to attend to key frames in the video and key actions performed to predict driver attention rating.

This selection of features and frames assist the model to deal with videos for which specific facial feature

values is not detected. Note that Attention-Based AutoRate has kappa coefficient of 0.89 which is in

close agreement with kappa coefficient computed for human annotators(0.89).

Table 3.6 shows the results of an ablation study conducted on the Attention-based AutoRate model.

We strip one input feature at a time from the proposed model and observe the performance. We obtained

the highest drop of 29% and 44% in accuracy and mode kappa value respectively by removing the

VGGFace features. This implies that VGGFace features are the most important features to predict

driver attention rating. We then removed the facial features one by one and found that eye gaze, head

pose, phone, and seatbelt are the most influential of the specific features. Other facial features like

face area, eye blink, and yawning have less impact as these have a high correlation with the prominent

specific features determined earlier. We further found that all features combined together get the best

results.

3.3.5 Turing Test

Experiment Results

Figure 3.9: Turing test on misclassified samples.

We now report on a Turing test [59], where a new human evaluator is presented ratings from another

human annotator and from Attention Based AutoRate. The job of the evaluator is to tell which rating

came from the human vs. from Attention Based AutoRate. If the evaluator cannot reliably tell which
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rating came from whom, then Attention Based AutoRate would have done a good job in rating driver’s

attention. Note that the focus here is on having Attention Based AutoRate be indistinguishable from a

human annotator, not on accuracy per se, although the latter would likely have a bearing on the former.

On our unseen dataset (i.e., 782 test videos), we first determined the ratings predicted by Attention

Based AutoRate. Proposed network’s rating match with the human rating for 70% of the videos (i.e.,

549 out of 782). The samples that were misclassified (i.e., 782-549=233 video snippets) were presented

to 3 evaluators along with the human rating and the Attention Based AutoRate rating. Each evaluator

decided which of the ratings across the 233 snippets came from a human and which from Attention

Based AutoRate. For each snippet, we picked the majority decision, i.e., where two or three of the

evaluators were in agreement. We found that in 55% of cases, the majority decision was correct, i.e.,

it correctly called out human ratings vs Attention Based AutoRate ratings. Thus, the Attention Based

AutoRate ratings in majority of the cases is perfectly indistinguishable from human ratings, i.e., based

on an unbiased coin binomial model we would have expected the majority decision to have been cor-

rect 50% of the time, with a standard deviation of 3%. Hence ratings derived by AutoRate is mostly

indistinguishable from a human, and can be applied to rate driver attention effectively.

3.4 Visualization

Visualization is key to confirm that the model bases its decision on the right set of features. For

example, if attention based AutoRate correctly predicts a driver attention rating as 1 (least attentive and

doing illegal activities like phone usage, talking to passengers, etc) on a 5-point scale, we would want

to confirm that the model bases its decision on the features related to phone usage or frequent talking

with passengers. We now present the method used for spatial and temporal visualization.

3.4.1 Visualization Mechanism

Figure 3.10a shows Attention-based AutoRate model which learns attention probabilities for both

generic feature branch and specific feature branch of attention based AutoRate model. These attention

probabilities are used for spatial and temporal visualization. The temporal visualization identifies key

frames in a video and spatial visualization identifies key features in the frame to predict driver attention

rating. For temporal visualization, we plot the attention probabilities (αV,1...αV,n) learned correspond-

ing to each frame from generic feature (VGGFace feature) branch of attention based AutoRate model.
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Figure 3.10: Visualization Mechanism: Interpretability of Attention based AutoRate model for temporal
and spatial visualization of videos.

The attention probability for temporal visualization is marked with red circle in Figure 3.10a and red

box with generic feature label in Figure 3.10b. For spatial visualization, we plot the learned attention

probabilities corresponding to features like head pose, eye gaze, phone, etc in frame from specific facial

feature branch of attention based AutoRate model. The attention probabilities for spatial visualization

is marked with blue circle in Figure 3.10a and blue box under the label specific facial feature block in

Figure 3.10b. Each row under the label specific facial feature block in 3.10a represents specific feature.

Darker the color on attention map, more is the relevance of frame or feature in predicting the rating. For

example: row 3 of specific feature block shows attention probabilities assigned to head roll feature in

each frame (wHR,1...wHR,50), where HR = Head Roll. Similarly for Head Yaw, Head Pitch, Eye Gaze X

and Eye Gaze Y. Heat map corresponding to phone and seatbelt detection shows the time stamp in video

during which the driver is using phone and wearing seatbelt respectively.

3.4.2 Visualization Results

Figure 3.11 presents the analysis for visualization results from attention based AutoRate model.

Darker the color on attention map, more is the relevance of frame or feature in predicting the rating.

The first row in figure show frames of video input (Every fourth frame is plotted for ease of visual-

ization). The second row shows the ground truth rating given by annotators and rating predicted by

attention based AutoRate model. In the third row, we plot attention probabilities learned for each frame
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using generic features (VGGFace features) as input. From fourth row onwards, we show the attention

probabilities corresponding to each specific facial features. Note that generic features are used as input

in the left branch of the attention based AutoRate model and specific facial features are used in right

branch of the attention based AutoRate model. Now, we present in detail analysis for two videos for

which the visualization result is shown in figure 3.11. In Case I, we observe that predicted driver atten-

tion rating is 5 which is equivalent to ground truth driver attention rating given by majority of annotators.

The third row in this example corresponding to generic feature label show that attention probabilities for

generic features are high for a very small section of the video input. Corresponding to this small section

of video, high probability value for ’Head Roll’ and ’Eye Gaze’ concludes that the driver is not looking

straight on road for this section of the video. This small section is approximately 10% of the total video

which shows that the driver is attentive for the majority of the video. Hence predicted rating is 5. We

also observe high attention probability for seatbelt and low attention probability for phone, which is an

important factor for good driving and rating-5.

Case II in Figure 3.11 shows the predicted rating of 1 which is equivalent to the rating given by

the annotators when the driver is using a phone for any length of the video or talking to passengers for

most of the time. We observe high attention probabilities for generic features in two small sections of

the video input. Corresponding to the first small section of the video, high probability value for ’Head

Pitch’, ’Head Yaw’ and ’Phone’ concludes that driver is using a phone (illegal activity) and not looking

straight on road. We also observe high attention probability for MAR showing that the driver is talking.

Corresponding to the second section of the video input, we observe that ’Head Yaw’, ’Eye Gaze’ and

’Phone’ are the major reason for driver inattention. From the above two small sections, we conclude

that driver attention rating is 1 because he is using a phone and is inattentive.

From the above two cases, we observe that attention probabilities from generic feature show the

regions of driver inattention and specific facial feature block can be used to reason about the driver

inattention. This can also be used to summarize the driver inattention over long video and provide the

reason for the same. Further, analysis on misclassified videos helps us to understand the reason for

misclassification of equivocal videos.

3.4.3 More Visualization Results

We present 4 more examples of visualization results. Darker the color on attention map, more is the

relevance of frame or feature in predicting the rating. First row in visualization results show frames of
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video input (Every fourth frame is plotted for ease of visualization). Second row shows the ground truth

rating given by annotators and rating predicted by attention based AutoRate model. In third row, we plot

attention probabilities learned for each frame using generic features (VGGFace features) as input. From

fourth row onwards, we show the attention probabilities corresponding to each specific facial features.

Now we present visualization results accompanied with their analysis:

3.5 Personalization

Personalization in attention based AutoRate can be used to improve driver specific results. Here,

personalization refers to the generation of driver attention rating based on specific driver behaviour.

This the can be achieved by finetuning the attention based AutoRate model using driver specific data.

Table 3.7 demonstrates the result of 6 random drivers before and after finetuning attention based Au-

toRate model. The first five rows in the table show that accuracy, F1 score, mode kappa, and average

kappa improves by a significant amount on finetuning the attention based AutoRate model for a specific

driver, but the last row shows that it may also go down by some value if the driver-specific dataset is

highly imbalanced. In the real world, an imbalanced dataset is a big problem and can be addressed by

finetuning the attention based AutoRate model every few days using randomly sampled balanced set of

videos.

Driver Attention based AutoRate
Before Finetuning After Finetuning

Acc F1 Mode κ Avg κ Acc F1 Mode κ Avg κ

Driver1 0.57 0.70 0.60 0.56 0.65 0.74 0.85 0.82
Driver2 0.55 0.58 0.56 0.54 0.71 0.77 0.78 0.75
Driver3 0.63 0.69 0.36 0.37 0.63 0.74 0.46 0.49
Driver4 0.29 0.36 0.22 0.20 0.61 0.63 0.81 0.78
Driver5 0.65 0.73 0.78 0.75 0.79 0.84 0.91 0.88
Driver6 0.46 0.60 0.08 0.13 0.43 0.46 0.38 0.41

Table 3.7: Evaluation of personalization on 6 random drivers from dataset.
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3.6 Summary

In this chapter, we have discussed the data collection process in detail. We have evaluated Au-

toRate on a real-world dataset with 30 drivers. AutoRate’s automatically-generated rating has an overall

agreement of 0.88 with the ratings provided by 5 human annotators on static dataset. We also show

the results obtained on a model trained on static dataset and tested on driving dataset is comparable

to the result obtained by training and testing on the driving dataset. In addition, we show that Atten-

tion Based AutoRate model outperforms AutoRate model by 10% accuracy on the extended dataset.

Our analysis shows that Attention Based AutoRate’s driver attention rating closely resembles a hu-

man annotator rating, thus enabling automated rating system. We also show the spatial and temporal

visualization of Attention Based AutoRate model which helps to determine the region of inattention

in videos and the key action performed that leads to this inattention. We further show personaliza-

tion in attention based AutoRate for user specific accuracy. The features and code is available at

https://github.com/duaisha/AutoRate.
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(a) Case I: Driver with attention rating-5. In above figure, we observe that attention probability
corresponding to generic features is high for 10% of the total video length. This means driver is
attentive in majority of the video and hence the rating-5. Specific facial feature block corresponding
to this inattentive region of video show high attention probability for ’Head Roll’ and ’Eye Gaze’.
This concludes that driver is not looking straight on road for this section of the video and hence the
reason for his inattentiveness.
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(b) Case II:Driver with attention rating-1. In above figure, corresponding to generic feature label we
observe high attention probability in two section of video length specifying inattention for approx-
imately 20% of the video length. Specific facial feature block corresponding to the first inattention
region show high attention probability for ’Head Pitch’, ’Head Yaw’ and ’Phone’. Specific facial fea-
ture block corresponding to the second inattention region show high attention probability for ’Head
Yaw’, ’Eye Gaze’ and ’Phone’. In both region, high attention probability for phone usage supports
model decision to rate driver attention as 1.

Figure 3.11: Visualization results from Attention Based AutoRate. Darker the shade in the cell of
attention map, higher is the impact of the feature in predicting driver attention rating.
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Ground Truth Rating: 4  Predicted Rating: 4
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Figure 3.12: Driver with attention rating-4. In above figure, we observe that attention probability corre-
sponding to generic features is high for 20% of the total video length. This means driver is attentive in
80% of the video and hence the predicted rating-4 which is equivalent to ground truth rating. Specific
facial feature block corresponding to this inattentive region of video shows high attention probability
for Eye Gaze X, Eye Gaze Y and Head Pitch which further concludes that driver is not looking straight
on road for this section of the video. This further justifies driver attention rating as 4. We also see high
probability value for seat-belt, which defines him a good driver.

Ground Truth Rating: 3  Predicted Rating: 3
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Figure 3.13: Driver with attention rating-3 and predicted rating-3. In above figure, we observe that
attention probability corresponding to generic features is high for more than 40% of the total video
length. This means driver is attentive for less than 60% of the video and hence the predicted rating-3
which is equivalent to ground truth rating. Specific facial feature block corresponding to this inattentive
region of video show high attention probability for Eye Gaze X, Eye Gaze Y, Face Area and Head Roll
which concludes that driver is not looking straight on road for this section of the video. This further
justifies driver attention rating as 3.
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Ground Truth Rating: 4  Predicted Rating: 3
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Figure 3.14: Driver with attention rating-4 and predicted rating-3. In above figure, we observe that
attention probability corresponding to generic features is very high for 10% of the total video and de-
cently high for 60% of the total video length. This means driver is properly attentive for only 30% of the
video. Specific facial feature block corresponding to this inattentive region of video show high attention
probability for Face Area, Eye Gaze X, and Eye Gaze Y but fails to predict Head Roll, Head Pitch and
Head Yaw value which is important as video input shows a lot of variation in head pose. This means
failure in specific facial feature effects final attention rating.

Ground Truth Rating: 3  Predicted Rating: 2
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Figure 3.15: Driver with attention rating-3 and predicted rating-2. In above figure, we observe that
attention probability corresponding to generic features is high for 80% of the total video length. This
means driver is attentive for 20% of the video and hence the predicted rating-2 which is not equivalent
to ground truth rating-3. Specific facial feature block corresponding to this inattentive region of video
show high attention probability for Head Yaw, Eye Gaze X, and Eye Gaze Y. Visually the generic and
specific features looks aligned with the video input but the network still fails to predict correct rating.
This happens because the input video sample is ambiguous and it is difficult for even human annotators
to rate it as 2 or 3.
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Chapter 4

Driver Gaze Mapping on Road

D
G
A
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I-D
G
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Figure 4.1: In this work, we develop DGAZE the driver gaze mapping dataset that includes both driver
and road view to capture driver gaze on road using low cost mobile phone cameras. Using DGAZE, we
train I-DGAZE for prediction of gaze point on road.

In this chapter, we propose the novel technique for driver attention monitoring using a fusion of

driver and road videos. Traditionally, various approaches are proposed for driver attention monitoring,

where the aim is to analyze the driver’s state and behavior to determine driver attention on the road.

These approaches focus on detecting driver drowsiness, driver fatigue, and rating the driver’s attention.
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These advanced systems can contribute to reducing fatal road accidents by a factor of more than 30%.

However, relatively few vehicles on the road today have these systems, and their share of the market

is growing at only 2 to 5 percent annually. The major problem preventing massive implementation of

these systems is that these systems are found only in the high price vehicle segment. This implies that

improved driving safety is restricted to the top purchasing power consumers. In this chapter, we propose

a technique for driver gaze mapping on-road using late fusion of driver and road videos.

Driver gaze mapping on road is closely associated with eye gaze tracking. Eye gaze tracking is Driver

gaze mapping on the road can be executed by employing various eye gaze tracking algorithms. Eye gaze

tracking is popularly used across a range of different research fields ranging from psychological research

to medical diagnosis, neuro-marketing applications, and beyond. With recent advancements in eye gaze

tracking, this has become a commercially stable device to track driver gaze. The driver gaze can be

used for the analysis of driver attention on the road, length of the driver gaze on a specific object, the

order in which visual elements are fixated upon. These eye-gaze trackers can be used for avoiding

various accidents due to driver inattention. But the major disadvantage of using these wearable eye-

gaze trackers is that they range from a few thousand to few lakh rupees, which is not affordable. The

other downside is that as these trackers are mounted on lightweight eyeglasses, we cannot obtain an

unobstructed driver image. We can only get the road view. Thus, these images cannot be used to create

a dataset. So, even if we achieve an acceptable error for our gaze tracking algorithm, we still need to

buy these costly trackers to predict gaze at test time. We tackle this problem by collecting a large dataset

containing both road view and driver view using low-cost mobile phone cameras. So, that at test time,

we can use a mobile camera installed with an eye gaze tracking algorithm.

Traditionally, there exists several publicly available eye gaze dataset. Gaze Capture is the accessible

eye gaze dataset containing 2.5M frames, but this eye-tracking data is collected for gaze points on

mobile devices and tablets. On the other hand, we collect the gaze data for target objects on road videos

projected on the wall. The driver gaze prediction on projected videos simulates driver gaze prediction

on the actual road. We collected the data in simulation for the following reasons (1) Eye gaze trackers

like EyeTribe, Tobii EyeX are costly, and it is not feasible to collect data by pointing the objects on the

road. (2) It is also hard to verify if the driver is following instructions while looking at the objects on the

road. (3) It is not feasible to collect large scale data for training the deep neural network for predicting

driver gaze on the road. While in a simulation setting, we can obtain the data easily by showing the

annotated object on the screen, and a large amount to data can be collected for training purposes.
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Our main contributions are threefold: (1) We introduce the DGAZE dataset for predicting driver

gaze on the road. The dataset is collected using low cost and low power devices like a mobile phone

camera. (2) We propose the baseline architecture I-DGAZE for predicting driver gaze on-road using a

fused convolutional neural network. The network use eye image as input to the first branch and facial

features along with face location as input to the second branch of the fused CNN. (3) We further improve

the results of I-DGAZE using calibration.

4.1 DGAZE: Driver Gaze Mapping Dataset

In this section, we present the DGAZE dataset for the prediction of driver eye gaze on the road.

Each sample includes an image of a road and a corresponding image of a driver looking on the road, as

shown in Figure 4.1. Our dataset has 100,000 images of 103 unique objects on the road which belong

to 7 object classes. We also include images corresponding to 9 calibration points for each participant.

The dataset is collected with 20 drivers of age group 20-30 and height between 150 cm to 180 cm on

average. The dataset has both male and female participants with and without spectacles. In the section

below, we describe the process of data collection using low-cost mobile phone cameras and the statistics

of the DGAZE dataset.

4.1.1 Dataset Collection

We now discuss in detail about the DGAZE dataset collection procedure in simulation using low-cost

mobile phone devices.

4.1.1.1 Dataset collection setup

The data is collected in a lab which is set up to closely mimic driving conditions. Figure 4.2 shows

that the driver sits in car-like setup in data collection room. A video of a road is projected in front of a

seated subject. The road videos are collected from dashboard-mounted cameras of cars driving on actual

roads. The backdrop behind the person depicts the interior of a car, in order to make it more realistic.

The distance between the driver and the projected video is adjusted to match real driving conditions.

The video of the subject and the projection is collected simultaneously. In order to do so, a mobile

phone is set up on a tripod between the person and the projected video. The front camera is used to

record the person while the back camera records the projected video. The application used for recording
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Figure 4.2: DGAZE Collection Setup: Dataset is collected in lab setting which has close proximity with
actual driving setting. Mobile phone camera attached to tripod stand similar to mobile phone camera
mounted on wind shield of the car collects both driver view and projected road view at same frame per
seconds.

is previously used for AutoRate[20] Data collection. The frames are then extracted from these videos to

create the image dataset.

4.1.1.2 Object Annotation

Eye gaze trackers are mostly used to collect the driver gaze data on road but it is very costly and

ranges from few thousands to lakh rupees. Instead, we annotated the object of interest on the road video

with a bounding box and asked the participant to look at the center of the box at those specific points.

The objects in the video are annotated using the dlib [15] correlation tracker implementation based on

Accurate Scale Estimation for Robust Visual Tracking[15]. The tracking algorithm works in real-time

by tracking the objects that change in both translation and scaling throughout a video sample.

4.1.1.3 Dataset collection

DGAZE dataset is collected in a lab setting with 20 drivers including both male and female. The

height of the drivers range from 150 to 180 cm and includes drivers with and without spectacles. An

18-minute long video is projected for each driver on the wall in front of the driver seat. The video

has 9 samples for calibration and 103 samples with annotated 7 unique objects on road. These objects
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Figure 4.3: Samples from DGAZE dataset corresponding to seven unique objects annotated on road.
Note the significant variation in the size of the object, distance of the object from the driver and illumi-
nance variation on road. These variations help the I-DGAZE model to train well on the dataset.

include car, motorbike, pedestrian, etc. Figure 4.3 shows the object annotated with a bounding box and

its center point corresponding to the label of each object annotated on road. A mobile phone camera

captures both the driver video and the projected road video. The front and back videos are collected at

different frame rates and the original road video has 25 frames per second. We align the original road

video (output) to the driver view (input) by dropping a frame at each frame-drop location in the longer

video. The following equation is used to compute the frame-drop:

f d =
max( f c(rv), f c(dv))
di f f ( f c(rv), f c(dv))

(4.1)

where f d denotes frame drop, f c denotes the frame count, rv is the road video, and dv denotes the driver

video. Note that di f f is abbreviation for difference.

4.1.2 Dataset Statistics

In this section, we provide detailed statistics of DGAZE dataset and its comparison with existing

datasets. DGAZE dataset has both driver and road views collected with 20 drivers. It has 103 annotated

objects consisting of 7 unique objects. The objects annotated includes pedestrian, cars, motorbikes,

auto-rickshaw, traffic signals, and signboards. Figure 4.3 shows some sample frames from the DGAZE
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Figure 4.4: Number of annotated objects in views corresponding to each unique object on road

dataset corresponding to the seven unique objects. Figure 4.4 shows the number of annotated objects in

the views corresponding to each unique object listed above. We have additionally collected 9 stationary

calibration points for each driver. This is then used to extract images, which amounts to a total of

100,000 images. The road images have varied illumination as the images are captured from morning to

evening in the real cars on actual roads. The annotated objects are of various sizes on the screen. We

have annotated objects that are very near as well as objects that are quite far on the road.

Figure 4.5(b) shows a heat-map of the position of objects on the road video, as well as the position

of points. As we can see, the objects cover a good portion of the video, except the top part (as the sky

realistically does not contain many objects of interest.) The objects also move and leave realistic trails,

which means the dataset may be used as a video dataset also. Figure 4.5(a) shows how the position of

the eyes and mouth vary in the dataset samples, We observe that there is a good variation of eye and

mouth positions, but they remain within realistic bounds for drivers.

Table 4.1 shows the comparison of DGAZE dataset with other existing datasets. Works such as

[37, 67, 55, 38, 58, 74, 27, 32] collect eye gaze data by displaying predefined gaze points on a monitor

display, mobile phone or tablet screen with the aim of predicting user gaze on these device screens. On

the other hand, the proposed dataset can be used for driver gaze mapping on the road.
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(a) (b)

Figure 4.5: Heatmaps depicting the spatial distribution of facial features and annotated objects in the
dataset. (a) The spatial distribution of the left eye, right eye and mouth for the entire dataset is shown as
red, blue and green heatmaps respectively. (b) The heatmap shows the distribution of annotated objects
and the blue dots depict the ground truth point distribution.

4.2 I-DGAZE: Gaze Prediction Architecture

We now present I-DGAZE architecture for predicting driver gaze on road. The network is a two-

branch late fusion convolutional neural network with eye image as input to one branch and facial features

( like head pose, face location and distance of driver face from mobile phone camera) as input to the

other branch. We first detect the face and facial landmark locations using a deep convolutional neural

network trained for the corresponding tasks. We then extract the head pose features using a CNN trained

on the PRIMA [23] dataset for predicting yaw, pitch and roll of the driver’s face. The late fusion of these

specific facial features from one branch along with eye image features from the second branch is used to

predict driver gaze on road. In Section 4.2.1, we describe the facial features required for I-DGAZE and

the algorithms used to extract these features. In section 4.2.2, we describe the I-DGAZE architecture.

4.2.1 Facial features

We extract several facial features from the driver face such as head pose, face location, face area, etc

to help with eye gaze prediction. We detail the algorithms used for these features below.
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Target Type #People Poses Targets Images
[37] Monitor display 20 1 16 videos
[67] Fixed Gaze Target 20 19 2-9 1,236
[55] Fixed Gaze Target 56 5 21 5,880
[38] Monitor display 16 cont. cont. videos
[58] Monitor display 50 8+synth. 160 64,000
[74] Laptop Screen 15 cont. cont. 213,659
[27] Mobile tablets 51 cont. 35 videos
[32] Mobile and Tablet 1474 cont. 13+cont. 2,445,504

DGAZE Projected Road View 20 cont. 9+cont. 100,000

Table 4.1: Comparison of DGAZE with other eye gaze mapping dataset

4.2.1.1 Face Area

Driver gaze prediction depends on the distance of the driver’s face from the mobile phone camera

mounted on the windshield of the car. It also depends on the height of the driver which varies a lot,

especially between man and woman. Since the distance between the driver and the camera is not directly

apparent from the driver image, we use the face area as a proxy feature. The assumption is that the face

area does not vary considerably between people. Thus, a large area can be considered as the face being

closer to the camera and vice versa. To obtain the Face Area, we first detect the face using a state of the

art face detection algorithm[26] and then use the output from the face detection network to compute the

face area.

4.2.1.2 Face Location

Face location is used to determine the relative position of the driver in the car with respect to the

mobile phone camera mounted on the windshield of the car. The face location of the driver depends on

the facial landmark locations, which is obtained by using the several existing techniques ranging from

active appearance model to Convolutional Neural Networks to extract [5], [25], [30]. In this work, we

employ pretrained Face Alignment Network (FAN)[17] to extract facial landmarks.

4.2.1.3 Head Pose

Head pose estimation is a key feature for determining where the driver is looking. Techniques for

predicting driver head pose ranges from traditional techniques such as PnP (Perspective-n-Point) algo-
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Figure 4.6: I-DGAZE Architecture to predict driver gaze on road. The network is a two branch late
fusion convolutional neural network with input to one branch as eye image and input to other branch as
facial features like head pose, face location and distance of driver face from mobile phone camera.

rithms [41] to deploying CNN for predicting driver’s head pose. The pre-trained CNN network like

Deepgaze[45] is trained using dataset such as PRIMA [23], AFLW[36] and AFW[31].

4.2.2 I-DGAZE Architectire

Figure 4.6 shows an overview of our proposed architecture I-DGAZE. The architecture is a two-

branch fused convolutional neural network. The input to one branch is the left eye image of dimension

(36 x 60 x 3). The eye region is obtained using the tight crop around the facial key landmarks detected

around the eyes using the above-detailed algorithm. Here, the assumption is eye gaze and pupil location

of both the eyes moves in aligned fashion. This image is then passed through Le-Net style model used

in [34] where the image is first passed through a first convolutional layer with 20 channels followed

by max-pooling and then passed to another convolutional neural network with 50 channels followed by

max-pooling and then the output from max-pool is flattened to get 4550-dimensional feature vector. In

the second branch of I-DGAZE, we use extracted face detection features to obtain the face area. Also,

we extract facial landmark locations on the driver face image to compute the driver location in the car

relative to the car seat and windshield mounted mobile phone camera. Along with face area and face

location, the head pose is a key factor to determine driver’s pose while driving which in turn helps in

predicting driver gaze on road. The features face area, face location, and head pose together are mapped

to 16-dimensional feature vector which is then fused with 4550 features extracted from the first branch.
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These 4466 features (first branch + second branch) are combined and mapped to the 512 hidden units of

a fully connected layer. The output of the network is the x and y coordinates of the predicted eye gaze on

the road. We compute the loss between predicated coordinate values and actual coordinate values using

mean absolute error. The model is trained until the error reaches its minimal value or error saturates.

Further, we observed that eye gaze is a subjective task and changes from person to person. So, after

training the fused convolutional neural network, we finetune the network for each driver using the data

collected corresponding to each calibration point which reduced the error to 45 pixels.

4.3 Experimental Evaluation and Results

In this section, we thoroughly evaluate the performance of I-DGAZE on the DGAZE dataset. I-

DGAZE outperforms other state-of-the-art models in predicting driver gaze. The error for driver gaze is

94.5 pixels without calibration and is 85 pixels with calibration. We also present the qualitative results

for the I-DGAZE architecture and an ablation study to evaluate the various components of I-DGAZE.

For training the model, the dataset is divided into 90% train, 5% validation and 5% test data. Further,

we also use 1000 images collected corresponding to the calibration points for finetuning the I-DGAZE

architecture.

4.3.1 Evaluation Metrics

We evaluated our results using mean absolute error between the ground truth gaze point and the

predicted gaze point as used previously in [27][32]. The error between the prediction and ground truth

is noted in pixels. The mean absolute error is first observed by training I-DGAZE model using 95,000

images. This error is further reduced by fine-tuning the model using images corresponding to calibration

points.

4.3.2 Qualitative and Quantitative Results

Figure 4.7 presents the qualitative results of the predicted driver gaze fixation. From left to right:

column 1 shows driver image, column 2 shows road image, column 3 shows the annotated object as a

green dot and the IDGAZE gaze prediction as a red dot. The distance between the two is 100 pixels

which is used to identify the region of driver attention on road but to determine the fine level prediction,

we fine-tune the model using images corresponding to 9 calibration points. In column 5, we show the
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Driver View Road View I-DGaze Prediction I-DGAZE for videos
(Before Calibration )

I-DGAZE for videos
(After Calibration)

Figure 4.7: Qualitative assessment of the predicted driver gaze fixation. From left to right: driver image,
road image, I-DGAZE for gaze prediction in images, I-DGAZE for gaze prediction in multiple frames
without calibration and I-DGAZE for gaze prediction in multiple frames with 9-point calibration.
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result of I-DGAZE model on video sample and we observe that the ground truth and prediction never

overlaps each other and results in avg error of 95 pixels on average. Column 6 shows the result of I-

DGAZE after fine-tuning the model using images corresponding to calibration points for one driver. The

error got reduced to 10 pixels after calibration and hence the eye gaze model gives fine gaze prediction

on road.

Table 4.2 shows the quantitative results obtained by training I-DGAZE model on DGAZE dataset and

its comparison with other state of the art eye gaze models. We compare our results with methodologies

proposed in Turker Gaze[68], where they use pixel level face features as input and use Support Vector

Regression to estimate gaze point on screen. We also compare our results with MPII Gaze [74], which

has state-of-the-art results for eye gaze estimation in wild and we compare it with Eye tracking for

everyone which predicts user gaze on phone and tablet. We observe that I-DGAZE outperforms all the

above approaches as it is fusion of high resolution pixel level eye image in one branch and specific facial

features relevant to the gaze prediction in other branch. We obtain an improvement of pixels over other

network. Table 4.3 shows the ablation study of our model by removing one facial feature at a time. We

observe that the results obtained using I-DGAZE with all the facial features outperforms highlighting

the importance of all facial features in predicting driver gaze on road.

Without Calibration With Calibration

Method Train
Error

Val
Error

Test
Error

Train
Error

Val
Error

Test
Error

Turker Gaze[68] 300 350 338.5 140.5 232 240
MPII Gaze[74] 103.4 115 117 80.4 95 97.5

iTracker[32] 90 92 98 40 65 68
I-DGAZE 81.3 95 94.5 25 40 45

Table 4.2: Comparison of I-DGAZE with existing gaze prediction methods

4.4 Summary

This chapter presents driver attention monitoring using the fusion of driver and road videos. We

propose the DGAZE dataset, which includes both driver and road view collected using mobile phone

camera mounted on tripod stand mimicking the actual car driving setting. The dataset can be used for

various applications like driver gaze fixation on the road, driver gaze analysis with a change in distance
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Without Calibration With Calibration

Method Train
Error

Val
Error

Test
Error

Train
Error

Val
Error

Test
Error

LEye + HP(Y+P) 97 109.04 107.11 62 90.4 97.5
LEye + HP(Y+P+R) 91.08 102.77 103.78 60 89.87 95

LEye + HP + FL 86.37 99.41 99.7 38 50 58
I-DGAZE 81.3 95 94.5 25 40 45

Table 4.3: Ablation study of I-DGAZE model. Here, LEye = Left Eye, HP = Headpose, Y = Yaw, P =
Pitch, R = Roll, FL = Face Landmark Location and FA = Face Area

of an object in front, etc. We also propose I-DGAZE, a late fusion convolutional neural network with

eye image as input to one branch of the system and facial features as input to the second branch of the

network. I-DGAZE predicts gaze on the road with an error of 94.5 pixels. We also provide user-specific

results by fine-tuning the model using images collected corresponding to 9 calibration points. This work

can be used to analyze driver behavior monitoring by following driver gaze on the road. The code, data,

and models are available at https://github.com/duaisha/DGAZE.git.
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Chapter 5

Conclusions and Future Directions

In this chapter, we present conclusions of the thesis and future directions of this work:

5.0.1 Conclusions

We propose two novel approaches for driver attention analysis on the road. One is driver attention

rating to assess the quality of driver attention on the road, and the other is driver gaze mapping on the

road to prevent accidents due to driver distraction while driving.

In the first part of the thesis, we present the driver attention rating, a smartphone-based system for

predicting the quality of driver attention on the road. It employs several state of the art pre-trained

models to extract generic features like VGGFace and specific facial features like facial landmarks, face

area, head pose, eye gaze, eye-blink, and yawning. We finetune the YOLO model for phone usage de-

tection. These features are then combined using different feature aggregation techniques like AutoRate

and Attention-based AutoRate. AutoRate is a multibranch convolution neural network with generic

features as input to one branch and specific features as input to the other branch. It is used to predict

driver attention rating on the road. We use the kappa coefficient, an evaluation metric, to compute

the inter-rater agreement. We observe that the proposed model’s automatically-generated rating has an

overall agreement of 0.88 with the ratings provided by 5 human annotators on the static dataset. We

also show the results obtained on a model trained on the static dataset and tested on driving dataset is

comparable to the result obtained by training and testing on the driving dataset. Besides, we show that

the Attention-based AutoRate model outperforms the AutoRate model by 10% accuracy. We then use

the learned attention probabilities to show the spatial and temporal visualization of Attention Based Au-

toRate mode to determine the region of inattention in videos and the key action performed that leads to

this inattention. We further show personalization in the proposed model for the user-specific accuracy.
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In the second part of the thesis, we present driver gaze mapping on the road using the fusion of

driver and road video collected using a mobile phone mounted on the windshield of the car. To collect

dataset for mapping driver gaze, we require costly eyeglass trackers and eye-gaze trackers to collect

data in real road settings and on the computer screen. To this end, we propose the DGAZE dataset,

which includes both driver and road view collected using mobile phone camera mounted on tripod stand

mimicking the actual car driving setting. The dataset can be used for various applications like driver

gaze fixation on the road, driver gaze analysis with a change in distance of the object in front, etc.

We also propose I-DGAZE, a late fusion convolutional neural network with eye image as input to one

branch of the network and facial features as input to the other branch of the network. I-DGAZE predicts

gaze on the road with an error of 94.5 pixels. We also provide user-specific results by fine-tuning the

model using collected images corresponding to 9 calibration points. This work can be used for driver

attention monitoring by following the driver gaze on the road. In summary, we made the following

notable contributions to the driver attention monitoring community:

1. We propose a rating system for driver attention analysis in the range of 1 to 5, where rating-

1 means very careless and rating-5 means very attentive. The rating system combines all the

features responsible for driver inattention on-road rather than analyzing them independently.

2. We introduce the kappa coefficient, an evaluation metric to obtain an inter-rater agreement be-

tween the subjective ratings by different annotators.

3. We introduce the DGAZE dataset for driver gaze mapping on the road. The dataset is collected

in a lab setting using a mobile phone camera. It consists of both driver and road view along with

gaze point on the road. Eye gaze trackers and eyeglass trackers are very expensive, and hence,

collection of such dataset is challenging.

5.0.2 Future Directions

During the work for this thesis, we have identified the following future directions for extending this

work:

Real-time driver attention rating: Presently, the total time taken to extract facial features is ap-

proximately 6 minutes/video on an average. The time used to predict driver rating using Attention-

based AutoRate is 1 second approximately. The total time taken at run time is 6 minutes and 1 seconds.

Predicting this driver attention rating on the road in real-time is the future direction of this work.
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Driver attention rating using more features: Predicting driver attention on-road using the fusion of

driver videos, road videos, and other sensor information is the new challenge in this direction. Currently,

we use facial features extracted from driver videos to predict driver attention on the road.

Driver attention analysis by predicting driver gaze on the road: The driver gaze on the road can

be used for analyzing the change in driver attention with the distance of the object in front of the car.

Avoiding vehicle-pedestrian collision by predicting driver gaze on the road is one such application of

this task.
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