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Abstract

Videos form an integral part of human lives and act as one of the most natural forms of perception
spanning both the spatial and the temporal dimensions: the spatial dimension emphasizes the content,
whereas the temporal dimension emphasizes the change. Naturally, studying this modality is an impor-
tant area of computer vision. Notably, one must efficiently capture this high-dimensional modality to
perform different downstream tasks robustly. In this thesis, we study representation learning for videos
to perform two key aspects of video-based tasks: classification and generation. In a classification task, a
video is compressed to a latent space that captures the key discriminative properties of a video relevant
to the task. On the other hand, generation involves starting with a latent space (often a known space,
such as standard normal) and learning a valid mapping between the latent and the video manifold. This
thesis explores complementary representation techniques to develop robust representation spaces use-
ful for diverse downstream tasks. In this vein, this thesis starts by tackling video classification, where
we concentrate on a specific task of “lipreading” (transliterating videos to text) or in technical terms -
classifying videos of mouth movements. Through this work, we propose a compressed generative space
that self-augments the dataset improving the discriminative capabilities of the classifier. Motivated by
the findings of this work, we move on to finding an improved generative space in which we touch upon
several key elements of video generation, including unconditional video generation, video inversion,

and video superresolution.

In the classification task, we aim to study lipreading (or visually recognizing speech from the mouth
movements of a speaker), a challenging and mentally taxing task for humans to perform. Unfortunately,
multiple medical conditions force people to depend on this skill in their day-to-day lives for essential
communication. Patients suffering from ‘Amyotrophic Lateral Sclerosis’ (ALS) often lose muscle con-
trol, consequently, their ability to generate speech and communicate via lip movements. Existing large
datasets do not focus on medical patients or curate personalized vocabulary relevant to an individual.
Collecting large-scale datasets of a patient needed to train modern data-hungry deep learning models is,
however, extremely challenging. We propose a personalized network designed to lipread for an ALS
patient using only one-shot examples. We depend on synthetically generated lip movements to augment
the one-shot scenario. A Variational Encoder-based domain adaptation technique is used to bridge the
real-synthetic domain gap. Our approach significantly improves and achieves high top-5 accuracy with

83.2% accuracy compared to 62.6% achieved by comparable methods for the patient. Apart from eval-

vii
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uating our approach on the ALS patient, we also extend it to people with hearing impairment, relying
extensively on lip movements to communicate.

In the next part of the thesis, we focus on representation spaces for video-based generative tasks.
Generating videos is a complex task that is accomplished by generating a set of temporally coherent
images frame-by-frame. This approach confines the expressivity of videos to image-based operations
on individual frames, necessitating network designs that can achieve temporally coherent trajectories in
the underlying image space. We propose INR-V, a video representation network that learns a continuous
space for video-based generative tasks. INR-V parameterizes videos using implicit neural representa-
tions (INRs), a multi-layered perceptron that predicts an RGB value for each input pixel location of
the video. The INR is predicted using a meta-network which is a hypernetwork trained on neural rep-
resentations of multiple video instances. Later, the meta-network can be sampled to generate diverse
novel videos enabling many downstream video-based generative tasks. Interestingly, we find that con-
ditional regularization and progressive weight initialization play a crucial role in obtaining INR-V. The
representation space learned by INR-V is more expressive than an image space showcasing many in-
teresting properties not possible with the existing works. For instance, INR-V can smoothly interpolate
intermediate videos between known video instances (such as intermediate identities, expressions, and
poses in face videos). It can also in-paint missing portions in videos to recover temporally coherent full
videos. We evaluate the space learned by INR-V on diverse generative tasks such as video interpolation,
novel video generation, video inversion, and video inpainting against the existing baselines. INR-V
significantly outperforms the baselines on several of these demonstrated tasks, clearly showcasing the
potential of the proposed representation space.

In summary, this thesis makes a significant contribution to the field of computer vision by explor-
ing representation learning for videos. The proposed methods are thoroughly evaluated through ex-
tensive experimentation and analysis, which clearly demonstrate their advantages over existing works.
These findings have the potential to advance a range of video-based applications, including personal-
ized healthcare, entertainment, and communication. By developing robust representation spaces that
improve video classification and generation, this work opens up new possibilities for more natural and
effective ways of perceiving, understanding, and interacting with videos.

Keywords - video classification, lipreading, implicit neural representations, hypernetworks, video gen-

eration, video inversion, video interpolation, video superresolution, video prediction
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Chapter 1

Introduction

Studying the visual modality (images, videos, etc.) is an interesting area of research as it most
closely resembles how humans see the world. However, the primary challenge in tackling this modality
stems from the high-dimensional nature of the datapoints. For example, a single low-resolution image
contains a whopping 196-thousand values (256 x 256 x 3). At the same time, a short 16-seconds long
video has 3-million values. It is evident that storing, processing, and generating such high-dimensional
datapoints is exceptionally complex, thus highlighting the need for techniques that can transform these
explicit high-dimensional datapoints into compact representations.

Ideally, a compact representation for a given datapoint X must retain the essential properties of X
to accurately perform a given task. For example, given an in-the-wild image of a dog, one can divide
the image into the foreground (relevant pixels) and background (irrelevant or does not affect the class,
dog) for the task of animal classification. On the other hand, for a machine learning (ML) algorithm
to generate a high-resolution image of a dog, a compressed representation (input to the ML algorithm)
must encode both - the background, the foreground, and the relationship between the background and
the foreground for the algorithm to de-compress it to the high-dimensional output space of a high-fidelity
image. In this aspect, it is imminent to study what is a good representation space for the visual modality!

Background: The community has seen massive progress in developing techniques and networks
that can capture good representations of the visual modality [73} 24} 42| 143|141}, 153} 15, 16} 189, [79, 180, 4].
Most of the works have used supervised classification to find good representations of the datapoints. For
example, pioneering datasets like ImageNet [[77] have been used to train architectures like Resnet [36]]
and VGG [83] in a supervised setting. In such cases, the last layer of the neural network (before the
final discriminative layer) acted as the compressed representation. Such representations could either be
finetuned for a different task or as input for a downstream network. Recent techniques like Variational
AutoEncoders (VAEs) [46] and Generative Adversarial Networks (GANSs) [31] do not require supervised
datasets for learning data representations and, thus, can capture task-agnostic representations.

A variational autoencoder (VAE) [73} 1102} 24]] uses self-supervision to capture relevant information

about a given datapoint. In this technique, X is first reduced to a compressed space using an encoder,

&; this compressed space is regularized using a KL.-divergence loss to resemble a standard distribution



(such as Gaussian distribution); finally, a decoder, D, is used to transform the compressed space to the
output image, X’ such that the {||X — X"||, = 0}, where p is the norm. On the other hand, GANs aim
to start with a standard distribution and learn a mapping to the output space using adversarial training.
[42]143] 53] 21), 189] have shown tremendous editing capabilities on images outside of the training data
through inversion [42, 43| 168]], showcasing the semantic capabilities of the underlying latent space.
Most recently, diffusion models [37, [72} [75, 161]] have shown improved capabilities over VAEs and
GANSs by generating high-quality and detailed datapoints while showcasing similar or improved editing

capabilities.

1.1 Representation Learning for Videos

Despite the tremendous advancements in representation learning within the computer vision commu-
nity [42]143] 53] 189, 24} 411, [73]], progress specifically in video representation learning has been some-
what limited. Unlike images, videos contain an additional temporal dimension that captures changes
in content over time. While some approaches treat videos as an extension of images, this oversimpli-
fies the unique properties of the medium. For instance, existing architectures [97, 95, 190, [111]] attempt
to disentangle motion and content by focusing on a single frame to model the content and the optical
flow across frames to model motion. However, this approach can limit the expressiveness of the video to
frame-based operations, as demonstrated in this thesis. For example, consider the task of editing a video.
With frame-by-frame architectures, each frame must be edited in isolation, requiring the development
of complex, temporally consistent editing networks such as [97, 95, 90].

Video-based tasks can be broadly categorized into two fundamental categories: classification and
generation. Classification involves reducing high-dimensional datapoints into a compressed space that
can be used to differentiate between different classes. Conversely, generation begins with a compressed
space and learns a transformation to the high-dimensional output space. This thesis explores representa-
tion learning for videos in both these complementary tasks. By exploring both aspects of video analysis,
we aim to develop a more comprehensive understanding of video representation learning, which can

ultimately lead to more effective and powerful video-based applications.

1.1.1 Video Classification: Lipreading

The thesis starts by tackling the classification task of lipreading, which involves detecting words
from mouth movements in the form of speech or text. While lipreading has been extensively studied
in computer vision [[16} |55} [17, [107], it has not been addressed in a medical setting. Individuals with
speech-related disabilities such as Ataxia or Amyotrophic lateral sclerosis (ALS) rely on lipreading
for day-to-day communication. Still, their mouth movements differ significantly from those without
disabilities, making it challenging for models trained on large-scale datasets [[16] of individuals without

disabilities to perform well in this context.



To address this challenge, we create 200 classes of words and classify mouth movements (video) into
corresponding words (classes). However, a primary challenge in this setting is the need for more data to
train a model. To overcome this challenge, we augment the one-shot dataset using synthetic lip-synced
videos [70]. Then, we use a novel domain-adaptation strategy called Variational Encoders to augment
the real datapoints directly in the compressed space.

Variational Encoders, illustrated in Fig. [2.3] are based on VAEs, but differ in that the compressed
X — X'||,) objec-

tive. Specifically, given a video V, we first reduce it to a latent vector 2, (sampled from a distribution

space is trained using a classification objective instead of a reconstruction (e.g.,

N (y, 0y) predicted by an encoder &,). Rather than reconstructing V' using a decoder, we classify z
into the corresponding class. Unlike VAEs, which regularize the compressed space against a known
distribution (like Gaussian) by minimizing KL divergence, Variational Encoders regularize the space
through the classification objective. This results in a multimodal compressed space, where each mode
corresponds to a particular class. This formulation induces noise in the latent space during training,

allowing the downstream classifier to see variations of an example in the latent space.

1.1.1.1 Motivation for Video Generation

Generative modeling fundamentally aims to generate novel datapoints that fit a certain distribution.
While many existing works focus on generating data directly in the output (image) space [90, 97, 95]],
this work takes a different approach by generating novel datapoints in the compressed space. Specifi-
cally, our work predicts a distribution for each datapoint, which is then regularized using a downstream
classification loss. However, the resulting learned representation is specific to the task of lipreading the
set of words it is trained on.

While an auto-encoding setup trained in a self-supervised manner could learn task-agnostic repre-
sentations, generating videos (the decoding step) by itself is a complex task requiring modeling and up-
sampling in both the spatial and temporal dimensions. This complexity makes designing an architecture
for video generation extremely challenging. To tackle this challenge, the next part of the thesis focuses
on designing a representation space for video generation that enables diverse downstream video-based
generative tasks. By doing so, we hope to enable more sophisticated generative models for a variety of

applications.

1.1.2 A Novel Representation Space for Video Generation

Generating videos is a complex task that involves learning a transformation from a low-dimensional
space (1 x K, where K is the dimension of the latent space) to a high-dimensional video datapoint. One
of the primary sources of complexity arises from the spatiotemporal nature of this modality, where one
has to model both - the content and the motion. To tackle this, existing works model videos frame-by-
frame, often extending an image-based generative network. In such a setting, video generation relies on

an image space (such that each point in the latent space corresponds to an image in the output space),



and a temporally coherent trajectory is sampled to generate the video frame-by-frame. Such a complex
architecture and modeling technique makes executing downstream tasks (such as video inversion, video
prediction, and superresolution) complex.

We instead propose a video representation space in which each latent point corresponds to a full
video instead of an image. To achieve this, we rely on a recent parameterization scheme of “implicit
neural representations” (INR) that generates a video one pixel at a time by taking a pixel location as
input (f(z,y,t) = RGByy:, where f is an MLP-based neural network, x,y, and ¢ are the spatial and
temporal pixel location in the given video). Next, we use a meta-network (a hypernetwork [35]]) that is
trained to generate a function f, corresponding to a video v conditioned by a latent vector [,,. In this
manner, v is encoded to a single latent vector /,, sampled from an underlying distribution, ¢ called the
video space. This approach reduces the complexity of downstream tasks by eliminating the need for
modeling and upsampling at both the spatial and temporal dimensions. Our proposed parameterization
scheme enables many downstream tasks, including (but not limited to) unconditional video generation,

video inversion, video interpolation, video prediction, video superresolution, and frame interpolation.

1.1.3 Related Publications: Applications of Representation Learning for Videos (do not

form contribution for the thesis)

Learning robust representations for videos has diverse applications, for example, syncing lip move-
ments to audio [15]], generating lip movements from audio 70,140, 82]], action recognition [[103} 105} 32],
pedestrian path prediction for autonomous driving [47], etc.

One exciting application is in the creative industry, specifically face-swapping for double and the
actor in movies. Doubles play an indispensable role in the movie industry. They replace the actors in
dangerous stunt scenes or scenes where the same actor plays multiple characters. The double’s face is
later replaced with the actor’s face and expressions manually using expensive CGI technology, costing
millions of dollars and taking months to complete. An automated, inexpensive, and fast way can be to
use face-swapping techniques to swap an identity from a source face video (or an image) to a target face
video. However, such methods cannot preserve the source expressions of the actor important for the
scene’s context. To tackle this challenge, [5] introduces video-to-video (V2V) face-swapping, a novel
task of face-swapping that can preserve (1) the identity and expressions of the source (actor) face video
and (2) the background and pose of the target (double) video. This work proposes FaceOff, a V2V
face-swapping system that operates by learning a robust blending operation to merge two face videos
following the constraints above. It reduces the videos to a quantized latent space and then blends them
in the reduced space. FaceOff is trained in a self-supervised manner and robustly tackles the non-trivial
challenges of V2V face-swapping. FaceOff significantly outperforms alternate approaches qualitatively
and quantitatively.

A different application involves the healthcare industry. Many people with some form of hearing

loss consider lipreading as their primary mode of day-to-day communication. However, finding re-



sources to learn or improve one’s lipreading skills can be challenging. This is further exacerbated in the
COVIDI19 pandemic due to restrictions on direct interactions with peers and speech therapists. Today,
online MOOQOCs platforms like Coursera and Udemy have become the most effective form of training
for many types of skill development. However, online lipreading resources are scarce as creating such
resources requires months of manual effort to record hired actors. Because of the manual pipeline, such
platforms are also limited in vocabulary, supported languages, accents, and speakers and have a high
usage cost. [6] investigates the possibility of replacing real human talking videos with synthetically gen-
erated videos. Synthetic data can easily incorporate larger vocabularies, variations in accent, and even
local languages and many speakers. The authors propose an end-to-end automated pipeline to develop
such a platform using state-of-the-art talking head video generator networks, text-to-speech models, and
computer vision techniques. The authors then perform an extensive human evaluation using carefully
thought-out lipreading exercises to validate the quality of the designed platform against the existing
lipreading platforms. The studies concretely point toward the potential of the proposed approach in
developing a large-scale lipreading MOOC platform that can impact millions of people with hearing

loss.

1.2 Contributions

The thesis investigates representation learning in the context of videos, which is a complex modality
that encompasses both spatial and temporal dimensions, mimicking human perception. To achieve this,
the thesis delves into two fundamental aspects of video-based machine learning tasks: classification and
generation. The first contribution of the thesis is in the area of classification, where it addresses the
challenging task of lipreading. The second contribution is in the area of generation, where the thesis
proposes a novel parameterization scheme of a video space that facilitates diverse downstream tasks,

such as video inversion, interpolation, prediction, and superresolution. In summary -

1. The thesis tackles lipreading in a one-shot setting to lipread speakers with speaking disabilities.
A novel domain-adaptation approach called Variational Encoders is proposed that augments the

one-shot datapoints directly in a compressed space and improves the model’s performance.

2. A novel video representation space is introduced based on implicit neural representations (INRs)
and a hypernetwork that learns a prior (video space) over the INRs. This approach enables many
downstream video-based generative tasks, including unconditional video generation, video inver-

sion, video interpolation, video prediction, video superresolution, and frame interpolation.

3. The thesis also comprehensively evaluates the proposed methods on various benchmark datasets,
demonstrating their effectiveness and efficiency compared to state-of-the-art methods. A thorough
evaluation of the proposed video space that showcases the exact nature of the representation space

is also presented.



1.3

Qualitative results clearly showcasing the improvements over the existing baselines are added.

Organization of Thesis

. In Chapter 2] we introduce the task of one-shot lipreading specifically for an ALS patient and

propose a novel representation technique to self-augment the dataset directly in the compressed
space. We test our proposed method on five speakers suffering from different disabilities (such as
ALS, deafness, and no disability).

In Chapter[3] we tackle the video-based generative tasks and propose a novel representation space
- video space - that represents videos directly in the compressed space. In this, we parameterize
videos as INRs and use hypernetworks to learn a prior over the INRs. We also provide several
applications of video generation, including video interpolation, video inversion, and video super-

resolution, and evaluate the representation space through extensive experimentation.

We present our concluding thoughts in Chapter [4]



Chapter 2

Video Classification: One-shot Lipreading for an ALS Patient

Lipreading is the skill of recognizing speech visually from a person’s lip movements. Humans nat-
urally rely on lipreading to discern speech, especially in crowded and noisy environments [76]. It is
the fundamental mode of communication for many people, such as (1) those suffering from medical
conditions such as Amyotrophic Lateral Sclerosis (ALS) - leading them to lose their voice [[112}156], or
(2) those with hearing impairment - making it difficult for them to produce proper voice. In such cases,
talking to a person without voice may need you to lipread them to understand the spoken words.

Lipreading is mentally taxing and can affect the communication quality. For instance, speakers with
hearing impairment may lack holistic audio feedback [98] and ALS patients may have lesser control
over their mouth muscles [7, 54]. This may cause them to have irregular and unreliable mouth move-
ments making it difficult for people to lipread them. Applications and automated algorithms capable of
lipreading a person can thus significantly improve the day-to-day communication of people dependent
on lipreading. Motivated by this need, we tackle the real-world challenge of lipreading a patient suffer-
ing from ALS and people with hearing impairment. ALS is a progressive nervous system disease that
affects nerve cells in the brain and spinal cord, causing loss of muscle control [112]. An ALS patient

may lose their voice and rely solely on mouth movements for communication [38) 62].

2.1 Current Works and Limitations

Current deep learning techniques are inherently data-hungry. Collecting large amounts of data specif-
ically from a patient is, however, not an option. Mouthing words is a tiring maneuver for people suffering
from ALS, and thus a patient undergoes physical and mental stress during such data collection exercises.
Manually labeling words mouthed by a person is time-consuming. It is thus crucial to use the minimum
amount of manually labeled data to build lipreading models that can work well on a person.

Recent years have seen much progress in word-level [55,125,/96] and sentence-level [2,[107] lipread-
ing. Oxford’s Visual Geometry Group released large-scale in-the-wild datasets such as Lipreading in the
Wild (LRW) [17] and Lipreading sentences (LRS) [1 3] consisting of 1000+ speakers. LRW, the most
relevant dataset to our task, is a word-level lipreading dataset made of 1000 examples for 500 English



Figure 2.1: Speakers in our study. In left to right order, the first speaker suffers from ALS and relies
solely on lip movements. The next two speakers primarily use sign language while making imperfect
lip movements. Next speaker uses deaf speech along with sign language for daily communication. The
following speaker is the 46th president of the USA, Joe Biden.

words but turns out to be somewhat limiting: (1) The speakers in the dataset do not have any speaking
disability thus making perfect mouth movements. (2) It is curated by cropping words from long speech
segments resulting in fast-paced speech with co-articulation in the videos. (3) It contains a large amount
of head motion and variations like the different characteristics of the mouth region, both of which are
unnecessary for lipreading specific medical patients. Thus, SOTA models like LipReading without Pains
(LRwP) [23] and Lipreading using Temporal Convolutional Networks (LTCN) [53] trained on LRW do
not directly adapt to speakers with speaking disabilities.

LRW only supports a limited pre-curated vocabulary missing out on medically essential words like
‘nauseous’ or ‘backache’. It also lacks a personalized vocabulary relevant to a person’s daily commu-
nication. Deploying systems to enable a persons’ communication would need highly accurate models
on their specific lip movements for their particular vocabulary. The problem of personalized lip reading
has also been explored in [69]. According to [69]], lip movements vary across speakers. Observing
a single speaker for an extended period could lead to better speaker-specific lipreading models. They
collect ~20 hours of data per speaker to train a personalized lipreading model generating speech purely
from an individual speaker’s lip movements. Collecting such a large dataset is, however, not always an
option.

Lack of medical data has been studied [93, widely in the past. Taking inspiration from these,
we formally tackle one-shot lipreading in a personalized setting. We first synthetically generate data
using a SOTA lipsync network [70]. We then use a SOTA lipreading network [25] as our backbone and
use synthetically generated data along with very limited real examples to train a word-level lipreading
network. Our approach includes an important domain adaptation step using a novel network — Varia-
tional Encoders — a modified VAE for bringing a vast number of synthetic examples closer to the real
domain using only one real instance per class. We specifically tackle the use case of an ALS patient
and also explore the same for four other speakers (refer to Fig. [2.1) including the 46th President of the
United States, Joe Biden, as an additional example to show that our approach can easily be extended to

speakers with no disability. Our contributions in this chapter are threefold:
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Figure 2.2: Personalized lipreading - We start by curating personalized vocabulary and collect unlabeled
videos for each speaker. TTS models are used to generate speech utterances for the curated words. The
speaker’s unlabeled videos and the generated speech utterances are given as input to Wav2Lip that
generates synthetic data to augment one-shot data. Variational Encoders then use the synthetic and the
one-shot data to train the model for lipreading.
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1. We tackle a real-world medical challenge of lipreading speakers with ALS and hearing impair-

ment by developing highly accurate personalized models for each speaker.

2. We propose Variational Encoders, a novel network-based on VAE. Instead of autoencoding, they
exploit the loss of the downstream task for generating task-relevant latent distributions. The

learned distributions are then used for domain adaptation.

3. To the best of our knowledge, we are the first to propose lipreading in one-shot setting. In this

vein, we curate a medical dataset involving speakers with medical conditions.

2.2 One-shot personalized lipreading framework

As mentioned previously we aim to build a personalized lip-reading model for each speaker using
only single real examples. Fig. [2.2] presents the pipeline for personalized lipreading.

The use of synthetic data to augment low data in the medical domain [93} 2/, 34] has gained traction
with improving generative models. Similarly, we augment the one-shot examples collected for each
speaker by generating synthetic data for each of them. To achieve this, we use a SOTA talking face
generation model, Wav2Lip [70] pretrained on the large-scale LRS2 [[16] dataset. Given a speaker’s
video, Wav2Lip preserves the speaker’s pose, facial expressions, and mouth characteristics like beard
and skin color while modifying the speaker’s lip movements according to a guiding speech. We gen-
erate word-level speech utterances using SOTA TTS models FastSpeech?2 [74] and GlowTTS [44] as a
replacement for the speaker’s voice. Using these TTS models allows us to generate variations in the
speech in terms of the speed of the spoken word, pitch, and energy. Additionally, we collect unlabeled

face videos for each speaker which, along with the generated speech utterances, is used to create 1 hour



of speaker-specific synthetic data on an average. The augmented dataset is then used to train an LRwP

and LTCN based architecture for the classes curated per speaker.

A combination of the speaker-specific synthetic videos and a single real video per class are used to
train our model. The synthetic data helps the model learn the general underlying word-level characteris-
tics for the new classes. However, the properties of personal style of lip-movements for a word — could
be because of the medical condition — is not captured in the synthetic dataset. We utilize the one-shot
examples for introducing the properties of personal speaking style in the model. Single examples per
class are however, not enough to capture the underlying style variations of a speaker. A person may
not utter the same word, exactly, each time. To tackle this, we use our novel approach — Variational

Encoders.

2.2.1 Variational Encoders: Mapping words into distributions

Deep learning suffers from the fundamental challenge of source-target domain shift - a model trained
on a given dataset (source domain) performs poorly on the test examples (target domain). The target do-
main may lack the amount of labeled data needed for training or fine-tuning a model. Recent techniques
include adversarial networks to generate domain invariant features using adversarial losses [128, 59, [100]
and Variational Auto Encoders (VAE) [39, 194] to generate a joint latent distribution across domains
with KL divergence and reconstruction loss. Unlike adversarial loss [28]] that may quickly become lop-
sided [22], VAEs use a distance-based metric to incorporate domain invariance. The reconstruction loss
in VAE ensures that latent representations preserve important domain characteristics. However, using
a decoder to reconstruct the input accurately is a non-trivial task, especially for videos needing spatial
and continuous temporal reconstruction. We propose Variational Encoders, a modified VAE that uses
the loss of the downstream task to generate task-relevant latent distributions.

How do Variational Encoders differ from a standard VAE? Similar to VAEs, Variational En-
coders (refer to Fig. [2.3) generate latent distributions given a sample. A key difference with a standard
VAE is - instead of autoencoding, it uses the final multi-class classification loss of the downstream task
to generate a task-relevant latent distribution that represents the “class” of input instead of a generic in-
put feature. The learned distribution is used to sample a variation of the input example. We hypothesize
that this sample introduces the missing speaker-specific style variation for the input class. The sampled
variation encourages the encoder to see and align to the potential interpretation of the input class and

learn robust representations.

In summary, Variational Encoder retains all the benefits of a VAE, like generating domain invariant

features while removing the complicated video reconstruction loss.
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Figure 2.3: Variational Encoders — Encoderg and Encodery denote the source and target encoders re-
spectively. Encoderr generates a latent distribution using the target examples. The latent distribution
is trained against the downstream classification task. Encoderg aims to learn robust domain invariant
features by minimizing the distance between its learned embedding and points randomly sampled from
the generated target distribution.

2.2.1.1 Network Architecture

Given a source domain § and a target domain 7, domain adaptation aims to bridge the gap between

the two domains by generating domain invariant features. We denote S and 7 as,

S={(z1,y1), (x2,92), - (¥Ng, Yng) } and T' = {(Z1, 51), (%2, ¥2), ---(TNgs YNg) } (2.1)

where Ng is the number of source samples and N7 is the number of target samples.

Variational Encoder is a paired domain adaptation network that assumes the target domain is labeled.
However, the number of examples in the target domain is expected to be at max k& where k£ ~ 1. Thus,
we assume Ng >> Np. The adaptation network is made of two encoders - source and target encoders
- and a single classifier. For a given input %; belonging to either domain, the encoder learns to generates
an embedding e;, for the input. A distribution p(&;) is then generated for the input denoted by 15, and
03, from the learnt embedding e;z,. A random point is sampled from the generated distribution denoted
as zz, = pa, + 0z, Qe

The encoder network for both domains are identical. Each encoder generates the embedding e, and
the latent distribution p. To introduce domain invariance, we use KL divergence and L1 loss. The
KL divergence is computed between the two generated distributions p(z;) = (g,,04,;) and p(z;) =
(ptz;,0z,). In addition, a point zz, is randomly sampled from the target distribution p(z;). L1 loss is
then applied between 2z, and the source embedding e,,. This minimizes the distance between the source
embedding against several randomly sampled points from the target distribution thus acting as a pseudo
for multiple target examples.

Gradient stopping: The L1 Loss between the source embedding and the sampled target embedding
will force the target distribution down to a single point, losing the essence of a distribution. To prevent
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that, we stop the gradient from flowing back through the target encoder. This way, only the source
encoder is regularized against the variations sampled from the learnt target distribution, while leaving the
target encoder unaffected. We denote the sampled target embedding as zz,getach, Where getqcn, denotes
that the sample zz, does not have any gradient. The combined loss to bridge the two domains is given

as,
Aalist - leaci - Zfidetach| - ﬁ . DKL(p<I‘Z)Hp(-fZ)> (22)

where [ is a hyper-parameter and ¢ denotes both the samples belong to the same class.

For the downstream task of classification, we employ a common classifier that is trained on both
domains at the same time. A single classifier allows both encoders to have a common base-loss helping
them generate features relevant to the common downstream task. The downstream classifier also trains
on large amounts of variations and learns robust representations. The classifier receives a randomly
sampled point zz, from the learnt distribution pz, as input for the target domain. For the source encoder,
however, the classifier receives the learnt embedding e, instead of a randomly sampled latent point z;.
The motivation behind a target distribution is to encourage the target encoder to hallucinate variations
of the single real examples available for each class. However, during inference, we want to obtain a

definite point for the input to avoid any uncertainties. The classification loss is given as,

Aentropy = g(eia y) + g(z’ia y) (23)

where g can be any classification loss such as cross entropy or negative log likelihood. y denote the
same label for both the source x; and target z; input.

The combined loss for the entire network is then given as (see Fig. [2.3)),

Ave = a- (g(es,y) + 9(Zi,y)) + 7 - (lex; — zz;detach| — B - Drcr(p(x:)||p(Z:)))- (2.4)

where o and y are hyper-parameters. All the network components are trained end-to-end.

2.3 [Experiments

Dataset: We first collect a set of unlabeled videos for each speaker that are used later to generate
the speaker-specific synthetic data using Wav2Lip. Unlabeled videos of the ALﬂH patient are recorded
without any manual intervention. For other s peakers, the videos are randomly selected from their
respective YouTube channels. As the next step, we curate the personalized vocabulary for each of the
speakers. For the ALS patient, we curate a list of 200 words with the help of his family. We modify
the existing list for the remaining speakers by removing irrelevant words and adding the most occurring
keywords in the transcription of the collected videos. Splits of the curated dataset for each speaker is

presented in Table (2.1

'T would like to thank Anuraag Mullick and Vibha Mullick for their continual support in curating the dataset needed for
this work. I also thank Harini Bhatt, who is the founder of ASRM Systems, for connecting me with several participants.
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Patient Spk-1 Spk-2 Spk-3 Joe Biden Total
Classes 200 75 70 80 75 -
Real 200 75 70 80 75 -
Train | Synth 17xReal 22 xReal 22 xReal 22 xReal 25xReal -
Aug. 2xReal 2xReal 2xReal 2xReal 2xReal -
Test |Real 320 120 80 90 90 710

Table 2.1: Split up for the datasets curated for each of the 5 speakers.

We obtain two sets of manually curated real data from the ALS patient’s family. We use the first
set for model training and the second set as the intermediate test set. We collect additional data by
deploying a website that records the patient’s word-level mouthings and displays the inference on our
best model. The website needs external help to start and stop recording the patient. The helper can
then either select one of the displayed words as the correct label or manually assign the correct label.
Through this exercise, we collect an additional 320 examples. Out of these, we use 200 data points,
in addition to the original 200 train data points, to train a model in a two-shot setting. We report our
test results of one-shot and two-shot models on the combined set of the intermediate test set and the
remaining additional 120 examples (see Table 2.I). To simulate the same setting, we maintain one
real example for training the rest of the speakers. To generate the train and test examples, we use the

transcriptions with timestamps available on YouTube for the selected videos.

Preprocessing: Our preprocessing steps are similar to LRwP. The lip landmarks are first detected
using dlib [45]. The lip is then cropped out such that it is horizontally and vertically centered in the
cropped image. The image is converted to gray-scale and resized to a fixed dimension of 88 x 88. A
maximum sequence length of 64 frames is used. A batch size of 16 on a multi-GPU NVIDIA GeForce
RTX 2080 setup is used. The models are trained up to 200 epochs using a cosine scheduler and Adam
optimizer, with a 3e — 5 learning rate and a weight decay of 1e — 4. The encoders in the experiments
are adopted from LRwP that uses Resnet18 and BiGRU, and LTCN that uses Resnet18 and Temporal

Convolutional Networks.

2.3.1 Training strategy

Table [2.2] presents a comprehensive overview of all the experiments conducted on the 5 speakers.
Spk-1 uses deaf-speech and sign language, Spk-2 and Spk-3 use sign language as their primary mode
of communication while mouthing words with imperfect lip movements. Table [2.3] presents additional
experiments performed on the dataset of the ALS patient. We initialize our models with the weights of
LRwP or LTCN, both of them pretrained on LRW. We observed that using the pretrained weights leads

to faster convergence.
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Patient Spk-1 Spk-2 Spk-3 || Joe Biden Avg.
Experiment || topl | top5 || topl | top5 || top1 | top5 || top1 | top5 || top1 | top5 || topl | top5

LRwP
cl—r 49.3162.6 ||32.452.1|/23.1[42.5(/26.7|49.3|/33.5|51.5]/33.0|51.6
cl—r+s 53.6|68.1 ||32.3149.8((37.2|45.1/32.4|58.8(57.6|69.3 ||42.6|58.7
ve—T1-+s 66.4| 81.4 |/48.668.5|(34.4(59.6||41.6|71.4|54.1|72.4]49.0|70.4

cl—r+s+4aug ||61.3]75.2 (|34.6(51.2|/33.4/40.4|/51.2|63.6(64.5|75.3(49.4|61.3
ve—r+s+aug || 68.1(83.2 (144.3/62.6(/31.2|50.8|/53.4|73.5(61.4|77.152.2|69.4

LTCN
cl—r+s 55.2167.1|36.5]|52.0|{34.8|44.8|34.4|59.6|/55.4|67.3]43.3|58.2
ve—T1-+S$ 64.5|80.2 |/49.3|71.1|/35.7|57.9||46.4|73.2|56.3|71.150.4|70.7

cl—r+s+4aug ||61.9]74.2 ||33.2]49.8|/32.4|39.9(/52.5|66.1 || 62.1|76.2 || 48.4|61.2
ve—r+s+aug || 66.8 | 81.7 |41.7|60.4|/32.448.8|154.9|75.2(61.9|75.3 | 51.5|68.3

Table 2.2: Evaluation of our models against each speaker reported in %. All metrics are evaluated on
the curated test set made of only real-data. Spk-1 uses a combination of deaf-speech and sign language,
Spk-2 and Spk-3 use sign language for communication. Patient denote the ALS patient in our study. r,
s, and aug indicate real, synthetic, and augmented-real datapoints. cl indicates standard classification
while VE is the proposed technique.

Baseline (Exp-cl—r): We begin by training our model directly on the one-shot examples. Since we
are the first to perform one-shot lipreading on a personalized vocabulary, we treat this model as our
baseline. Table [2.2| Exp-cl/—r presents the performance of the baseline model on each of the 5 speakers.
The average accuracy of the speakers at top-1 and top-5 is only 33.0% and 51.6% respectively. The
accuracy of the current SOTA lipreading model on the LRW dataset is 88.5% at top-1. This presents us

with a huge scope for improvement.

Data Augmentation using Synthetic Data (Exp-c/—r-+s): We augment the one-shot examples with
a potentially unlimited number of synthetic examples. We train our models with varying amounts of
synthetic data. We plot a graph of accuracy against the combined synthetic and one-shot examples to
determine the optimal amount of synthetic data needed for each speaker against the one-shot examples
as shown in Fig.[2.5] The optimal number of synthetic examples per speaker is reported in Table 2.1]

As shown in Table 2.2 Exp-cI—r+s, we observe a significant jump in the accuracy consistently for
every speaker with an overall improvement of 9% and 7% at top-1 and 5, respectively on LRwP, and
7% and 12% at top-1 and 5, respectively on LTCN. Although the accuracy improved over the baseline
model, we observe that the model overfits on the synthetic data after a few epochs. Since we use only
one example per class for the real domain, the model cannot foresee the target (real) variations that it

may encounter during testing. We, therefore, try to introduce variations using Variational Encoders.
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Experiment top-1 | top-3 | top-5

only fs tts 56.83 | 68.46 | 71.92
One-shot (classification) | only glow tts 57.56 | 67.73 | 71.55
combined 61.38 | 73.63 | 75.26
Two-shot classification 64.33 | 74.69 | 82.16
variational encoders | 71.64 | 76.54 | 89.36

Table 2.3: Accuracy of additional experiments performed on the ALS patient in %. The test dataset used
for both, One-shot and Two-shot experiments is the same. FastSpeech2 and GlowTTS are represented
by fs tts and glow tts, respectively. All experiments are conducted using LRwP as the backbone on the
combined real, synthetic, and augmented real datasets.
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Figure 2.4: PCA visualization for the embeddings generated by the feature extraction layer of LRwP
based encoder. (left) before training, (middle) trained on c/—r+s, and (right) trained onve—r+s. Sam-
ples from the ALS patient’s test set are used for visualization

Variational Encoders (Exp-ve—r+s): To train the network, we use the one-shot examples as the
source domain. For the target domain, we combine the real and synthetic dataset. This lets the source
encoder see the existing real examples and also become robust against the additional pseudo examples
sampled from the target distribution. We observed that using only the synthetic data in the source
encoder makes the training highly unstable and the network does not converge. Instead, we allow the
source encoder to first fit and then improve.

As seen from Table [2.2] Exp-ve—r+s, Variational Encoders consistently achieves the highest accu-
racy at top-5 across LRwP and LTCN. There is an overall improvement of ~ 19% over the baseline and
~ 12% over Exp-cl—r+s. The improvement at top-1 accuracy is comparatively much lower, ~ 15%
over the baseline and only ~ 6% over Exp-c[—r+s. We use PCA visualizations to analyze the latent
representations learnt by the LRwWP based source encoder, as shown in Fig. [2.4](right). We observe better
separation for each class compared to the separation of Exp-c[—r+s (middle). We also observe better
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disentanglement between non-homophenes such as ‘bathroom’, ‘appreciate’, and ‘coughing’ compared
to Exp-cl—r+s. For Varitional Encoders we observe that homophenes ‘coughing’, ‘cooking’, ‘some-
thing’ are closer together. This suggests that the model trained on Variational Encoders can get confused
for homophenes bringing the accuracy at top-1 down and at top-5 higher. For Exp-c/—r+s however, all

the classes seem equally apart.

Ad-hoc Data Augmentation (Exp-cl—r+s+aug and Exp-ve—r+s-+aug): In addition to the im-
plicit variations introduced by Variational Encoders during the model training, we introduce explicit
real-domain variations by augmenting the one-shot dataset. First, we use moviepy [60] library to speed
up and speed down the one-shot videos by a factor of 1.2x and 0.8 x. The videos in our work are uncon-
strained, that is, the actual mouthing could be spread across several frames placed temporally anywhere
in the video. Thus, we increase the video frames sequence length to 85 and add temporal variations
during training by padding the videos with random number (between O to 20) of empty frames at the

start and end.

We observe improvement in the performance across speakers for both, classification (Exp-cl—r+s+aug)
and Varitional Encoders (Exp-ve—r+s+aug). We observe that for Spk-1 and Spk-2, the performance
degrades. Upon further analysis, we find that the videos maintain constant pace and have fewer overall
variations. Thus, the added variations during training behave as noise driving the performance down.
The overall performance improves by 7% and 3% at top-1 on Exp-c/—r+s+aug and Exp-ve—r+s+aug
over Exp-cl—r+s and Exp-ve—r+s respectively. We observe the best performance on one-shot set-
ting with these ad-hoc additions for classification. For Variational Encoders, the improvements are less

significant, especially at top-5, indicating the technique itself makes up for these ad-hoc additions.

Additional Experiments on the ALS Patient’s Dataset: To observe the affect of using different
TTS models for generating synthetic data, we perform an ablation by eliminating one TTS model at a
time for data generation and compare its performance against the data generated by combining both the
TTS models. As shown in Table [2.3] the performance with both the TTS combined gives us the best
performance. This indicates that the variations introduced by different TTS models are important for

generalization.

Lastly, we train an additional model with the additional data obtained from the patient’s family to
evaluate the performance difference between one-shot and two-shot setting. As seen from Table the
performance improves by ~ 7% at top-5 against the best performing one-shot model on both training
methodologies. Specifically for Variational Encoders, the performance improves to 71.64% and 89.36%
at top-1 and top-5. This suggests that the network learns a better real-domain latent distribution using
the extra real examples.

Evaluation on Joe Biden: Although Joe Biden represents speakers without disabilities, he speaks
in an American accent, while LRW is composed of British speakers. As can be observed from Table[2.2]
Exp-cl—r, the performance for Joe Biden on the baseline model is similar to the performance for the
deaf speakers. A different accent can also be thought of as a different style of speaking. Thus the
pretrained model does not directly adapt to Joe Biden. We observe in his case, adding synthetic data
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leads to significant improvements in the accuracy over the baseline with an average gain of 21% at top-1
and top-5 (Exp-c/—r+s). Variational Encoders fail to bring expected improvements compared to the
other speakers. With LRwP, at top-1, the accuracy drops by 3%, and we see a marginal improvement at
top-5. We note that the TTS used to generate synthetic data is of an American accent. This suggests that
the synthetic data captures the variations of the real domain exceptionally well in his case. Variational

Encoders, on the other hand, adds more noise than valuable variations.

2.4 Ablation Experiments

In this section, we report ablation experiments to inspect and gain further insights on the different
components of our network. Our experimental setup is identical to the setup mentioned in Section 3
of the main paper. For better readability during comparisons, we have copied the results of Table 2:
Exp-cl—r and Exp-ve—r+s of the main paper to Table [2.4]

cl-r ve—r ve—r+s ve—r+s—mod

Speaker topl | top5 | topl | top5 || topl | topS | topl top5
ALS patient || 493 | 62.6 | 51.2 | 654 || 664 | 81.4 | 64.6 | 749

Spk-1 324 | 52.1 | 369 | 489 || 48.6 | 68.5 | 483 60.3
Spk-2 23.1 | 425 | 304 | 447 || 344 | 59.6 | 315 57.7
Spk-3 2677 | 49.3 | 3577 | 59.6 || 416 | 71.4 | 39.7 65.3

Joe Biden 335 | 51.5 | 415 | 578 || 54.1 | 724 | 544 | 70.8

Avg. 33.0 | 51.6 | 39.1 | 55.2 | 49.0 | 70.6 | 47.7 65.8

Table 2.4: Evaluation of our models against each speaker in %. All the metrics are evaluated on the cu-
rated test set made of only real-data. Exp-cl—r is the baseline trained on one-shot examples. Exp-ve—r
denotes Variational Encoders trained on only one-shot examples. Exp-ve—r+s denotes Variational En-
coders trained on synthetic and one-shot examples. Exp-ve—r+s—mod is Variational Encoders trained
with no distance loss. All experiments are performed using LRwP as the backbone on real + synthetic

dataset.

2.4.1 Variational Encoders on Only Single Real Examples

As reported in Section 3.1 of the main paper, our network is trained on the combined data of synthetic

and one-shot examples. In this section, we remove the synthetic data to see its benefit. Instead of passing
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Figure 2.5: Plot to determine the optimal amount of synthetic data against the real examples for Spk-1
at different scale factors of real data. Reference added in the main paper.

synthetic and one-shot examples, we only use one-shot examples as input to both encoders. Since the
Variational Encoder itself acts as a data augmentation network, we assume the network to improve over
the baseline (Table 2.4 Exp-cl—r).

As shown in Table [2.4] Exp-ve—r, the performance of the reduced network improves by an average
of 6% and 4% at top-1 and top-5 respectively over the baseline. However, the performance is still
lower than the rest of the experiments mentioned in the main paper (Table 2 Exp-c/—r+s and Exp-
ve—r+s). This suggests that Variational Encoders with just one example cannot surpass methods with
additional data augmentation techniques. But, even with only one example, Variational Encoders is
capable of bringing significant improvements to the model. Thus, our approach can be a potential data
augmentation technique impacting other tasks requiring a low-data setting.

2.4.2 Effect of Ay,

As reported in Equation (4) of the main paper, A, is a combination of A 4 that introduces domain
invariance by reducing the distance between the feature space of source and target encoder, and A;tr0py
that allows the encoders to generate task-relevant latent embeddings and distributions using the loss of
the downstream task. In this section, we remove Ay and observe the behavior of the network using
only Acpiropy. This allows us to determine the effect of introducing domain invariance. Loss of the

reduced network is thus given by,

Afue = Aemfropy = Q- (g(eia y) + g(2i7 y)) {Oé = 1} (25)

As can be seen from Table 2.4 Exp-ve—r+s—mod, the accuracy of the reduced network drops by 1%
and 5% across the speakers at top-1 and top-5 respectively over Exp-ve—r+s. We observe, Acpiropy
plays a substantial role in our network. Generating variations using Variational Encoders lets the down-

stream classifier see various examples of the real domain making it robust. We observe the accuracy
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Figure 2.6: Comparison between the test-loss of Exp-cl—r+s in the main paper with Exp-ve—r+s (our
proposed approach) for the ALS patient.

drop at top-5 is higher than top-1. The drop suggests that A 4;5; may introduce domain invariance across

related mouth movements (such as homophenes).

2.5 Need for Variational Encoders

2.5.1 Other Data Augmentation Techniques

In this section we report additional approaches that we tried to augment the one-shot examples. An
expert human lipreader can only lipread 40% of a given sentence [9]. Thus, manually labeling unlabeled
videos is challenging. We therefore try to automatically label the unlabeled videos.

Best Match using Syncnet - Syncnet [[18]] is an audio-video synchronization model to synchronize
mouth movements and a given speech utterance. It generates a confidence score for a given audio
and video segment. We exploit this method to find segments of unlabeled videos closely matching the
generated TTS audios. We use different confidence thresholds to label the videos and vary the length of
video segments based on the audio length.

Pseudo Labeling - Pseudo Labeling [20, [50]] is a technique that iteratively labels the unlabeled data
in a semi-supervised setting. A model is trained on the labeled data and is used to label the unlabeled
data known as pseudo labels. The model is trained further on the pseudo labels. These steps are repeated
until the pseudo labels converge. It assumes the first model trained on the labeled data to be accurate so
the pseudo labels are close to the actual labels. Pseudo labels can be noisy, but as the training progresses,
labels converge to stable and accurate predictions. We first segment the continuous unlabeled videos
into smaller word-level video segments. We use lip-landmarks detected by dlib to measure the rate of
change of lip-movements and determine the pauses between words. We then segment the videos on

these pauses. We then iteratively label these videos using the pseudo labeling technique.
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We observed that these methods led to noisy labels. The performance for each model mentioned
Table 2 of the main paper dropped by an average of 15% and 7% on adding pseudo labels and syncnet

labels respectively.

2.5.2 Test Loss on One-Shot Examples

Training a classifier on one-shot examples restricts the model from seeing many variations of the real
domain and thus tends to underfit the real domain. We show this phenomenon in Fig. [2.6] that plots the
test loss of Exp-c/—r+s (of the main paper) and Exp-ve—r+s. In Exp-cl—r+s, we see loss on the test
set flattens and increases after Epoch-12. In Exp-ve—r+s we see the loss keeps decreasing slowly. This

suggests that Variational Encoders introduce meaningful variations of the real domain.

2.6 Chapter Summary

In this chapter, we leap from previous lipreading approaches and propose a one-shot personalized
lipreading framework to aid patients suffering from ALS or hearing disabilities. Due to the extreme
scarcity of personalized data available for a medical patient, we generate synthetic data to augment our
training process. We train our network with Variational Encoders, a domain adaptation technique, to
bridge the gap between the synthetically generated examples and the available one-shot real examples
for each class. Our method proves to be highly effective, and we achieve over 83% top-5 accuracy
for the ALS patient. We also report the performance of speaker-specific models trained for multiple
speakers with hearing impairment and a speaker with no disability.

In the next chapter, we extend our current formulation of Variational Encoders that augment one-
shot real video examples in the latent space by learning a distribution over classes of videos; We hereby
focus on generative modeling for videos, in which, we model a representation space that can be used to
generate videos effectively. Essentially, the chapter aims to propose a novel parameterization scheme
for videos that allow us to decode videos without explicitly modeling them at an image level, thereby
learning a prior over videos enabling us to do many novel video-based generative tasks such as video

completion, inversion, and interpolation.
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Chapter 3

Video Generation: Implicit Neural Representation for Video-based

Generative Space

Learning to generate complex spatio-temporal videos from simple distributions is a challenging prob-
lem in computer vision that has been recently addressed in various ways [95, (97, 19,190, 21} 111} [108].
State-of-the-art (SOTA) works [90, 195, [111]] treat video generation as a task of generating a sequence of
temporally coherent frames. Although such networks have advanced the SOTA to generate high-quality
frames (such as carefully crafted eyes, nose, and mouth for talking-head videos), they come with a major
limitation: They rely on an image space. This limits the application of the learned space to image-based
operations such as animating images and editing on frames. Direct operations on videos, such as in-
terpolating intermediate videos between two videos and generating future segment of a video, become
difficult. This is because such operations require learning the set of frame and motion constraints and
ensuring that they are coherently learned.

We propose that videos can be represented as a single unit instead of being broken into a sequence of
images. One can learn a latent space where each latent point represents a complete video. However, with
existing video generator architectures, such representations are difficult. Firstly, such a video generator
would be made of several 3D convolution operations. As the dimension and length of the video increase,
such an architecture would become drastically computationally expensive (a GPU with limited memory
can only fit a video of limited dimension). Secondly, videos are high-dimensional signals spanning both
spatial and temporal directions. Representing such a highly expressive signal by a single latent point
would require complicated generator architectures and a very high-dimensional latent space. Instead,
videos can be parameterized as a function of space and time using implicit neural representations (INRs).
Any point in a video V},,; can be represented by a function fy(h, w,t) — RGBp,+ Where t denotes the
t" frame in the video and h, w denote the spatial location in the frame and RG'B denotes the color at
the pixel position {h,w,t}. Here, the dynamic dimension of videos (a few million pixels) is reduced
to a constant number of weights 6 (a few thousand) required for the parameterization. A network can
then be used to learn a prior over videos in this parameterized space. This can be obtained through a
meta-network that learns a function to map from a latent space to a reduced parameter space that maps

to a video. A complete video is thus represented as a single latent point.
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Figure 3.1: Demonstrating the continuity of the video space learned by INR-V by interpolating novel
videos between two real videos V1 and V5. Note that content (identity, hair) and motion (pose, expres-
sions) gradually transition as we traverse the trajectory in the latent space between 1 and V5’s latents.

We propose INR-V, a video generator network with a continuous video representation space based on
learning an implicit neural representation for videos. It is illustrated in Fig.[3.2] INR-V is made of key
elements that, when combined, makes it ideal for video representation: (1) Its INR is free of expensive
convolutional layers (millions of parameters) such as in the existing architectures [95, and relies on
a few layers of traditional multi-layered perceptrons (MLPs), leading to a very few parameters (a few
thousand). (2) Having very few parameters, INR’s weights can be populated using a secondary meta-
network called hypernetwork [33] that learns a continuous function over the INRs by getting trained
on multiple video instances. (3) It is trained on a deterministic distance loss, such as Euclidean or
Manhattan distance. This allows INR-V to learn the exact requirements of a coherent video directly
from the ground truth video instances.

Hypernetworks have seen wide applications in graphics 88]]; however, they have been
seldom used for videos. Hypernetworks are notoriously unstable [] to train, especially on the param-
eterizations of highly expressive signals like videos. Thus, we propose a key prior regularization and
a progressive weight initialization scheme to stabilize the hypernetwork training allowing it to scale
quickly to more than 30,000 videos. As we show in the experimental section, INR-V demonstrates an
expressive and continuous video space by getting trained on these datapoints. The learned prior enables
several downstream tasks such as novel video generation, video inversion, future segment prediction,
and video inpainting directly at the video level. As shown in Fig. [3.1] INR-V also showcases smooth
interpolation of novel videos between two videos by traversing the path between their latent points.
Interpolation morphs different identities and motions and generates coherent videos. Interestingly, the
properties demonstrated in this chapter are not enforced at training but are natural outcomes of the

continuous video space. To summarize, our contributions in this chapter are as follows:

1. We propose considering videos as a single unit and learning a continuous latent space for videos

where each latent point represents a complete video.
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Figure 3.2: Overview of INR-V: INR-V learns a continuous video space by first parameterizing videos
as implicit neural representations denoted by fy_, where z denotes a unique video instance V. Next, a
meta-network based on hypernetworks denoted by dq, is used to learn a continuous representation over
the neural representations. dgq, is conditioned by an underlying continuous video space where each point
denotes the condition for a complete video.

2. We propose INR-V, a video representation technique that parameterizes videos using INRs, bring-
ing down the dimension of a video from a dynamic few million to a constant few thousand. INR-V

uses a hypernetwork as a meta-network to learn a continuous space over these parameterizations.

3. We demonstrate the benefit of a key regularization and progressive weight initialization scheme
to stabilize the hypernetwork training. We scale the hypernetworks to more than 30,000 video

points enabling it to learn a continuous meaningful latent space over the INRs.

4. Lastly, we demonstrate key properties of the learned video space, such as video interpolation,

video inversion, and so on, by conducting several experiments and evaluations.

3.1 Related Work

Video Generation. Video generation aims to produce novel videos from scratch. It falls under
the paradigm of ‘video synthesis’ that encompasses several categories, including (1) Video predic-
tion [52, 149, [102]]: that predicts the next set of frames given the current frames, (2) Frame interpo-
lation (66} 164} 65, [113]]: that interpolates frames between given frames of a video. These tasks generate
the unseen portion of the video based on the context of the seen portion. On the other hand, video
generation produces videos without any expressive prior context, making the task more challenging.
The complexity of the problem has led to a plethora of works in this area [95} 97, 90, |19} 21} [111].
VideoGPT [108] tackled this challenge by first reducing the raw videos of up to 128 x 128 dimension to
a quantized space. It then trained a transformer architecture to model a prior over the quantized space.
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Our architecture is conceptually similar to VideoGPT, which used a likelihood-based generative model
to learn a video prior. However, VideoGPT operates on a quantized space that is discontinuous, mak-
ing the prior less expressive. INR-V, on the other hand, models a continuous video space. VideoGPT
also consists of 3D convolution layers making the model computationally expensive for larger videos.
INR-V is a simple MLP, based on a continuous parameterization scheme of INRs, making it agnostic
to the video dimension. This allows scaling to multiple resolutions (64 x 64 or 256 x 256) at inference
without any architectural changes or finetuning. More recent works StyleGAN-V [90]], DIGAN [111],
and MoCoGAN-HD [95] are a GAN-based setup that model videos as a temporally coherent trajec-
tory over an image space. Use of a continuous representation space for videos has been considered
before in [26, 18] for the task of action classification. However, in this chapter, we focus on learning a

representation space for generative tasks.

Hypernetworks. Hypernetworks [35] were introduced as a metafunction that initializes the weights
for a different network called the primary network. Hypernetworks have been widely used for several
purposes, starting from representation learning for continuous signals [67} [86l 184} 85, 57, 188]], com-
pression [63, 29], few-shot learning [81) 48], continual learning [101]], language modeling [92]. We
use hypernetworks to populate our primary video generation network, an MLP parameterizing different

video instances.

Implicit Neural Representations. In this paradigm, a continuous signal is represented by a neural
network. INRs have had wide adaptations in 3D Computer Vision [67, [30} 87, 157, 186, 58] and Com-
puter Graphics [33] [110]. Recently, INR was adopted for images [89] and videos [11} 185, 111} [12].
INR-GAN [89] first showed the application of INRs in generating high-quality images by replacing
the generator component of StyleGAN2 [43] with an MLP-based INR. It then used a hypernetwork to
populate the INR. Unlike INR-GAN, which is trained using a stochastic discriminator, INR-V relies on
a deterministic distance-based loss to train the hypernetwork. SIREN [85] proposed periodic activation
functions for INRs as a replacement for ReLU activation to parameterize many different data types like
images, videos, sounds, and 3D shapes, with fine details. NeRV [11]] designed an implicit function as
a continuous function of time and used convolution blocks at each time step to parameterize discrete
frames showcasing an improved frame quality over SIREN. Recently, VideoINR [12] was proposed
that used INRs for video superresolution. DIGAN [111]] incorporated INRs made of MLP layers for
video generation. It consisted of two separate networks that generated spatial and temporal codes for
generating videos in a frame-wise fashion. StyleGAN-V [90] also incorporated INRs and relied on con-
tinuous non-periodic positional encodings for each timestep of a video. Like NeRV, StyleGAN-V used
traditional convolution operations for frame-by-frame video generation. Both DIGAN and StyleGAN-
V used a GAN setup to train the video generators. INR-V is based on MLPs with ReLU activation
trained in a fashion similar to Light Field Networks (LFNs) [86]]. LFNs proposed a novel neural scene
representation for novel view synthesis and trained a hypernetwork over multiple object instances using
distance-based losses like Euclidean or Manhattan distance. Like LFNs and INR-GAN, INR-V param-
eterizes the entire signal (a video) using INRs and relies on a single hypernetwork to generate the INRs.
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However, unlike LFNs and INR-GAN, INR-V encodes a denser representation of a volumetric 3D signal

€ R3 data making hypernetwork training more challenging.

3.2 INR-V: Implicit Neural Representation for Video Synthesis

Each video instance V;, consists of pixels at locations (h,w) at t!* frame. We have a particular
parameter vector 6,, that is used by a network f to generate the value of the color RG By, for that pixel
location (h,w,t). We need to learn a network d with parameters (2 that predicts the parameters 6,, for a

particular video V,,. Here, d is a hyper-network. The overall approach to train the network is illustrated

in Fig.[3.3]

3.2.1 Hypernetwork for Modeling Multiple Video Instances

As fy implicitly stores a single video signal, any new video would need its own implicit function.
Let fp, denote the implicit function for a given video {V/, } _, where N is the total number of available
videos in the training dataset D. Each of these implicit functions, fy, can be modeled using a neural
network trained on each pixel value of the video V,,. Thus, implicit functions minimize the following

objective:

T W H
Wﬁzzz fo.(h,w,t) — RGBpuy)? (3.1

t=1 w=1 h=1

L(6n,

N \

Generating a novel video V, translates to generating a novel implicit function fy, that represents the
video meaningfully. Let us consider fp,, an unseen sample from an underlying distribution ®. Each
point in the distribution ® denotes an implicit function of a meaningful video. To randomly sample fy_,
we make use of a meta-network to learn the distribution .

We use a hypernetwork dq as a meta-network to parameterize fy, such that dg(m,,) = 6, for video
instance V,,. Here m,, is a a d-dimensional point in the latent space, say 7, and serves as an instance
code for V,,. Given enough number of samples IV, dq learns to map the latent codes sampled from 7 to
their corresponding parameterized space ®, as shown in Fig. The parameters 6,, are then used to
initialize f to generate V/,.

Let us consider 7 as a meta-distribution such that {m}p € 7. At the time of inference, m, can
be sampled from 7. As dq has learned a valid representation over ®, m, enables dg, to generate a
meaningful implicit function fp, € ®. Sampling from 7 can be made straight forward by making sure
7 is regularized during training. At the time of training, 2 and {m,,}"_, are optimized together. 0 is a

non-learnable parameter and f is initialized as the output of dg. The following objective is optimized:

11 N T W H
L@m) = g 2 (ZZ

(fo, (h,w,t) — RGByji) ) and 0, = ho(m,) (3.2)
n=1 \t=1 w=1h=1
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Figure 3.3: Architecture of INR-V: Any video instance V;, is represented by its corresponding implicit
neural representation, an MLP, fy . fp, takes a grid as input denoting the pixel positions of the video
encoded using periodic positional encodings. It then generates the pixel values for all the positions. fp,,
is initialized by a meta-network called hypernetworks denoted as dg composed of a set of MLPs. dgq is
conditioned by an instance code m,, unique to every video instance V,. m,, is trained by combining (1)
auto-decoding framework to regress to a code ¢, and (2) encoding-framework to regularize the space
using CLIP embedding that generates V;,’s semantic code g,,. At the time of inference, m,, is randomly
sampled from an underlying learned distribution 7.

3.2.2 Regularizing 7 for Hypernetwork Conditioning

To generate a novel video, a random latent m_ is sampled from the latent space 7. dq is then
conditioned on m, generating an implicit function fy, € ®. In a standard hypernetwork training [88,
86 167, 1851, m,, is optimized in an auto-decoding framework as given in Eqn.[3.2] However, given the
complexity of the signal V' (a 3D volumetric representation) that dg, has to model, {m}p can collapse
to a single point if 7 is not regularized at the time of training, bringing the expressiveness of dg down to
a single implicit function. We regularize 7 by leveraging pretrained CLIP [71] designed for generating
semantically meaningful embeddings for images. We design Video-CLIP that encodes an entire video
V), to a vector g,. As shown in Fig. Video-CLIP first generates the image-level CLIP embeddings.
These embeddings are then passed through a bi-directional GRU. The mean of the hidden state outputs
of the final layer produces g,,. As shown in Fig.[3.3] the regularized instance code m,, is now:

mp = ¢(Cn’gn) (3.3)

where ¢, is the instance code of V;, optimized in an auto-decoding fashion at the time of training, and ¢
is a neural network. The pretrained CLIP embeddings are kept frozen during training and the learnable
parameters are the instance codes c,, that are regularized by g,. CLIP regularization encourages the

latent codes to be spaced sufficiently apart by leveraging predefined semantic encoding. This helps
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Figure 3.4: Video-CLIP: Encoding a video V,, to a latent vector g,, by using image-level CLIP encod-
ings.

avoid mode collapse during the initial stages of training. Please find the ablation on CLIP regularization

in Sec3.5.11

3.2.3 Progressive Training

A video is a dense 3D volume mandating its neural representation to model every single point in
the volume. Although implicit representations have a constant number of parameters made of only
a few layers of MLPs in our case, learning a meta-function using a hypernetwork over such dense
representations is challenging. As a result, if not appropriately initialized, the hypernetworks can easily
collapse to a single representation despite CLIP regularization. Moreover, a sub-optimal hypernetwork
initialization could result in a significantly longer convergence period. To tackle this challenge, we
adopt a progressive initialization scheme. Firstly, the training is divided into multiple stages. Each
stage, denoted by {l}f: ; Where K is the total number of stages, is made of a subset of the training
dataset D. The number of samples /V; in each stage [ is given as:

Ni14+¢ 1>1

N; = 34
C =1

where C is a constant and ¢; denotes the number of additional samples for [ stage. Each step / consists
of {Vn}gl:1 datapoints that is computed as:

N;_ N;_ €
(Vahily = (Vi + {v i (3.5)

where the order of set {V'} is maintained across the training stages. At the start of the training, the
model is trained on C < 10 examples. This allows the hypernetwork to quickly adapt to the handful of
examples and initialize the weights. However, jumping from C to ~ 30,000 samples causes the network

to collapse again. Thus, we adapt the network progressively to the given examples. Each stage of the
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progressive training is a full training of the model, with the weights in the current stage initialized with
the weights learned from the previous stage. This includes reusing the instance codes c, learned at a
previous stage [ —1 in the current stage [. This step is crucial, as without this, the hypernetwork is pushed
to re-learn all the instance codes. The new instance codes added in the current stage are initialized from

a Gaussian distribution.

3.3 Experiments

Experimental Setup: We perform our experiments on (1) How2Sign-Faces [23]], (2) SkyTime-
lapse [106], (3) Moving-MNIST [91], and (4) RainbowlJelly [90]. Real video samples of each dataset
are visualized in Fig. How?2Sign [23]] is a full-body sign-language dataset consisting of 11 signers.
The signers have elaborate facial expressions, mouth, and head movements. We modify How2Sign to
How2Sign-Faces by cropping the face region out of all the videos and randomly sample 10,000 talking
head videos, each of at least 25 frames, of dimension 128 x 128. SkyTimelapse [106] consists of scenic
videos of sky changes. It is made of 1803 videos, each at least 25 frames. The videos are first center-
cropped to 360 x 360 from an original dimension of 360 x 620 and then resized to 128 x 128 for training.
Moving-MNIST [91]] is a video dataset of moving MNIST digits containing a total of 10,000 datapoints.
Each video is 20 frames long. RainbowJelly is a single underwater video capturing colorful jellyfishes.
The video is first extracted into frames which are then divided into videos of 25 frames each, making a
total of 34,526 videos. Similar to SkyTimelapse, the videos are first center cropped to 360 x 360 and
then resized to 128 x 128.

All experiments are performed on 2 NVIDIA-GTX 2080-ti GPUs with 12 GB memory each. All
models, except INR-V, are trained at a resolution of 128 x 128. To make training computationally
efficient, INR-V is trained on a lower resolution of 100 x 100 videos. Based on INRs, INR-V can
infer directly at multiple resolutions (please refer Sec[3.4.2). For evaluations and comparisons, INR-V
is inferred at 128 x 128 like the other models.

Implementation Details The implicit neural representation fp is an MLP with three 256-dimensional
hidden layers. Each hidden layer is passed through ReLU activations. The hypernetwork dg is a set of
MLPs. Each MLP predicts the weights for a single hidden layer and the output layer of fy. Each MLP
has three 256-dimensional hidden layers. CLIP embeddings are 512-dimensional vectors, Video-CLIP
encodes the CLIP embeddings of each frame through three 512 dimensional, GRU layers. As shown
in Fig. Video-CLIP produces 512-dimensional video-level embedding g,,. ¢, is a 512-dimensional
context vector that is regressed in an auto-decoding fashion during training. ¢ is made of 3-hidden
layers that takes a 1024-dimensional vector as input (concatenation of g,, and c¢,) and produces m,,,
a 128-dimensional instance code of V,,, as the input for dn. The input to fy is a periodic positional
encoding of ({R}_,, {w}¥_, {t}L,) as implemented in [86]. Adam optimizer is used with a learning
rate of le — 4 during training and le — 2 during inversion tasks. No scheduler is used. Progressive

training is done at a power of 10 where i stage is made of min(10?, N') examples. i = 0. ..k such
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Single-INR INR-V
Dataset | £] PSNRjo T SSIMs0 1 | Es0 4 PSNRsg 1T SSIMsg 1 | PSNReyLe T SSIMpurr T

How2Sign-Faces | 4.83 29.72 0.925 8.29 25.69 0.850 25.84 0.869
SkyTimelapse | 4.69 36.19 0.943 5.87 33.69 0.931 33.94 0.924
Moving-MNIST | 3.57 37.26 0.978 6.06 29.81 0.949 29.54 0.975
RainbowlJelly | 4.17 35.93 0.918 5.02 33.34 0.937 33.57 0.938

Table 3.1: Quantitative metrics on reconstruction quality. Comparison set is made of 50 videos per
training dataset. INRs trained individually for each video is denoted as Single-INR. INR-V trains a
single hypernetwork dq to populate the INRs of all the videos in the training dataset. PSNR5g and
SSIM5g are computed on the comparison set, PSNRgyr 1 and SSIMgy; 1 are computed on the entire
training set. £ is computed on videos with pixel range [0,255]. INR-V performs comparably with
Single-INR despite getting trained on huge datasets of more than 30,000 videos.

Method ‘ How2Sign-Faces SkyTimelapse Moving-MNIST RainbowlJelly

MoCoGAN-HD 396.53 321.44 296.95 1856.21
DIGAN 165.89 135.60 144.97 408.19
StyleGAN-V 94.64 85.05 109.85 1227.70
INR-V 161.68 153.42 103.24 260.72
+ Denoising 87.22 - 47.28 -

Table 3.2: FVD;4 metrics computed on random videos generated by the respective models.

that 10°*! < N 4 1, where N is the total number of training samples. Each stage except the last stage

is trained until the reconstruction error reaches a threshold of 1e — 3.

3.3.1 Comparing INR-V with Single-INR

INR-V uses hypernetworks to learn a distribution over the INRs of videos. A single hypernetwork
dq can initialize the INRs for multiple videos {V},} based on their respective instance codes m,,. Thus,
measuring if do generates the INR functions fy accurately is crucial. We evaluate this using a set of
50 randomly sampled videos from the training dataset. Each video is first trained to fit a single INR
function fp, using Eqn. denoted as Single-INR. Next, the INRs of these 50 videos are populated
using a pretrained hypernetwork dgq trained on the entire dataset. We measure the reconstruction quality
with PSNR (Peak Signal to Noise Ratio), SSIM (Structural SIMilarity), and the error as:

13 / , 3
£ = (50 n; 7 (Ve = V) ) (3.6)

where V,; denotes the video generated using the implicit function fy. Single-INR was optimized for
750 steps using Eqn. [3.1]taking ~ 5.56 minutes for each video (~ 4.63 hours for 50 videos). Table.
presents quantitative metrics on the videos reconstructed using Single-INR and INR-V. PSNRgyr 1 com-

putes the PSNR on the entire training dataset, PSNR5q computes the metric on the selected 50 videos
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for comparison. As can be seen, although hypernetwork dgq is trained on huge datasets, it performs
comparably with Single-INR. For RainbowlJelly, it even outperforms Single-INR in SSIM metric and
performs at par on SkyTimelapse. This indicates that dq has learned to accurately generate INRs for
complex spatio-temporal signals. Thus, INR-V can be used as a compression technique to compress
1000s of videos with minimal loss in perceptual quality.

MoCoGAN-HD
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INR-V [Ours) StyleGAN-Y  DHEAN  MoCoGAN-HD INR-V (Ours] StleGAN-Y  DIGAN  MoCoGAN-HD INR-V [Ours| StyleGAN-Y  DIGAN  MoCoGAN-HD INR-V (Qurs| StieGAN-V  DIGAN

Figure 3.5: Examples of random videos generated on, from top to bottom, How2Sign-Faces [23]], Sky-
Timelapse [106], Rainbowlelly, and Moving-MNIST [91]]. For Moving-MNIST, every 2" frame of
20 frames long videos and for other datasets, every 3™ frame of 25 frames long generated are shown.

Moving-MNIST and How2Sign-Faces are passed through VQVAE2 denoising network as described in

Sec@
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INR-V

+ Denoising

Figure 3.6: Denoising VQVAE2 reconstructions to enhance the visual quality of relatively blurry videos
generated by INR-V.

3.3.2 Comparing INR-V with SOTA video generation networks

Overview: Fig. and Table present qualitative and quantitative comparisons respectively
between MocoGAN-HD [95]], DIGAN [111]], StyleGAN-V [90]], and INR-V. All models were trained
from scratch. As we train the models on smaller datasets of ~ 10,000 datapoints, MoCoGAN-HD
is trained on StyleGAN2-ADA [41] image-generator backend. For each model, the best-performing
checkpoint is selected for comparison.

Evaluation: As can be seen in Fig. INR-V generates novel videos with coherent content and
motion. MoCoGAN-HD fails to maintain the identity in a single video instance. For quantitative eval-
uation, we use the Frechet Video Distance (FVD) metric as implemented by StyleGAN-V. FVDq¢ is
computed on 2048 videos of 16 frames sampled at a resolution of 128 x 128. As can be seen in Ta-
ble [3.2] INR-V outperforms the existing networks on Moving-MNIST and RainbowlJelly and performs
comparably on the remaining datasets.

Enhancing INR-V’s Visual Quality Enhancing image and video quality has been an area of ex-
tensive research [109} [14} |51} [10] with many breakthroughs. We propose that video generation can be
partitioned into two stages (1) generating coherent content and motion (2) enhancing the visual quality.
Note that, in the current work, our effort has been (1) to propose a novel continuous representation
space for videos. We demonstrate (2) by developing a simple denoising network using a standard VQ-
VAE?2 [73]. We train VQVAE2 as a frame-by-frame denoising autoencoder making one minor change:
Instead of reconstructing the given low-quality input, we use the high-quality frame for computing the
error. The low-quality inputs are the intermediate video instances reconstructed by INR-V during train-
ing. We train denoising VQVAE2 on How2Sign-Faces and Moving-MNIST. Fig. [3.6|demonstrates the
results of the denoising network on blurry instances generated by INR-V. As can be seen from the quan-
titative metrics in Table.[3.2] using an additional denoising network improves the network’s performance
by ~ 2x.

3.4 Applications of the continuous video space learned by INR-V

INR-V learns a continuous latent representation for videos allowing complex spatio-temporal video

signals to be represented using a single latent point. In this section, we showcase the advantage of such
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Figure 3.7: Each cell displays 12" frame of 25 frames long generated videos. The videos demon-
strate interpolation between two given videos (in red boxes) by traversing along a trajectory in the latent
space connecting the latent points of the given videos. Here, MoCoGAN+ and StyleGAN+ denote
MoCoGAN-HD and StyleGAN-V. White boxes indicate a sudden transition in content (e.g. identity) or
motion (e.g. pose).

MoCoGAN-HD DIGAN StyleGAN-V
100.00 89.43 95.24

Table 3.3: Video interpolation user study: % of times INR-V interpolation was preferred over existing
models.

a latent space through several demonstrated properties and comparisons. We also benchmark several
tasks based on the inversion of 256 videos on How2Sign-Faces using full and incomplete video context.

3.4.1 Video Interpolation

Given two videos V; and V5, a continuous video space should be able to make a gradual transi-
tion between the two videos such that every point along the trajectory between the two (1) produces a
meaningful video and (2) shares content and motion properties from V; and V>. We demonstrate this
property in Fig. and Fig. with Spherical Linear Interpolation (Slerpﬂ Each cell in Fig.
demonstrate the 12 frame of the 25 frames long videos. As can be seen, INR-V observed a gradual
change in motion (pose, mouth movements, expressions, cloud shift) and content (identity, visibility of
sun). The interpolated videos are spatio-temporally coherent. Fig.[3.23|and Fig. 3.24] demonstrate the
spatio-temporal transition on How2Sign-Faces and SkyTimelapse. As we represent an entire video in
a single point in the continuous video space, interpolation is a natural operation that can be performed
with INR-V.

Comparisons: Existing models have different motion and content codes; thus, to interpolate videos,
intermediate content codes were interpolated between two videos by Slerp interpolation. INR-V does
not have separate motion and content vectors; thus, videos can be interpolated directly using given

’ https://splines.readthedocs.io/en/latest/rotation/slerp.html
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Figure 3.8: INR-V direct inference on multiple resolutions and frame length. INR-V trained on only
25 frames long 100 x 100 videos. Novel videos of multiple resolutions (64 x 64, 128 x 128, 256 x 256)
and video length (50) are directly generated on the trained model without any architectural change or
finetuning. The images are not upto scale, please refer Appendix Fig. @ for scaled representation.

video’s latent points. As shown in Fig. [3.7] INR-V has a gradual transition in motion and content.
For How2Sign-Faces, StyleGAN-V abruptly changes motion (cell 5-7), and DIGAN abruptly switches
identity (cell 1-2, cell 5-6). This effect is highlighted in white boxes. This is expected as both of
these architectures operate in the image space, and thus a gradual spatio-temporal transition is harder
to achieve. We performed a user study on 30 users to qualitatively evaluate the interpolation quality
of INR-V against the SOTA models and report the metrics in Table. 3.3] INR-V interpolation was
randomly shown against either of the other three models. The users provided their preference on which
interpolation looked smoother in terms of transition in content and motion. INR-V was preferred at
least 85% more than all the SOTA networks. This demonstrates the continuous nature of the video
space learned by INR-V.

3.4.2 Multi-Resolution and Multi-Length Inference

In Fig. 3.8 we show INR-V trained on videos of only 100 x 100 resolution with 25 frames per video,
generating novel videos of multiple resolutions and lengths, maintaining the content and motion quality
of the output. An underlying property of INRs is a continuous representation of the signal given as
fo(h,w,t) — RGB. This enables the model to understand a continuous property of the signal making
it agnostic to the dimension.

Quantitative Metrics An underlying property of INRs is a continuous representation of the signal.
This allows inferring INR-V on multiple spatial and temporal resolutions directly without changing the
model’s architecture or additional finetuning. To generate a video of an arbitrary dimension HxW T,
those many number of equally spaced points are sampled between [—1, 1]. In Table we report
FVDj4 scores on random videos generated on INR-V with varying spatial dimensions on 25 frames. To
infer at multiple resolutions, INR-V pretrained on 100 x 100 dimensional videos of 25 frames was used.
Note that the FVD scores do not degrade even at higher spatial resolutions. Additionally, we compare
INR-V with existing SOTA superresolution techniques [12] in Table[3.5]on 2048 videos randomly sam-
pled from the RainbowlJelly dataset. As can be seen, INR-V performs comparably with methods on the
task of superresolution. Moreover, INR-V can be superresolved to any arbitrary resolution (3.6 ) and
aspect ratio. Please note that we do not solve the task of superresolution but rather show superresolution

as a potential application of our work.
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\ 128 x 128 256 x 256 360 x 360
INR-V (Ours) | 260.72 232.43 251.14

Table 3.4: FVD14 () metrics on random video generation at multi-resolution on INR-V. Training was
done on only 100 x 100 dimensional videos of 25 frames. Inference was taken directly on multiple
resolutions without any finetuning or architectural changes.

2% 3 3.6x
200 x 200 300 x 300 360 x 360
PSNR {1+ SSIM1T PSNR{1 SSIMt PSNR T SSIM 1t

Bicubic | 31.53 0.884 32.13 0.915 32.31 0.920
VideoINR | 31.59 0.883 33.01 0.913 - -
INR-V | 28.62 0.892 29.17 0.894 29.05 0.896

Table 3.5: Quantitative metrics on video superresolution using INR-V and SOTA superresolution net-
works on video instance seen at the time of training. INR-V was trained at 100 x 100 video resolution.
INR-V performs comparably with the SOTA superresolution networks.

3.4.3 Video Inversion and its applications

Inversion has been widely adopted in many applications prominently for images. StyleGAN2 [43]] is
extensively used for image inversion enabling many downstream image editing tasks such as changing
the emotion, age, or gender of a given face. In video inversion, we aim to invert a given video back into
the latent space of a pretrained video generation network. Existing methods perform frame-by-frame
inversion to individually invert the context code for each frame and the motion code for the video. In
INR-V, we only need to invert to a single latent code that can be achieved through a simple optimization

objective:

argrnln—— L Z Z Z (fo.(h,w,t) RGBS)2 where 6, = hq(m,) (3.7
T W H

where m, is the latent point for a video instance V,. Fig shows the qualitative demonstration of

INR-V inversion trained on How2Sign-Faces for a video outside of the training dataset D.

3.4.3.1 Video Completion:

Key categories of ‘video synthesis’ include future frames prediction (future prediction), completing
the video between frames (frame interpolation), and predicting the missing part of the video (video
inpainting). In INR-V, a video V,, represented by a single latent code m can be generated without any

additional knowledge. Thus, all the above operations can be performed using a modified optimization
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Figure 3.9: Video Inversion and it’s applications. INR-V can be directly used for several tasks by
simply inverting a video to its latent point based on the given context. We demonstrate some qualitative
results.
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operation based on Eqn[3.7 on the seen part of the video given as:

argminl(fgz(hs,ws,ts) — RGBS)2
bing (3.8)

and 0, = hq(m,)

where S is the number of context points, hg, wg, and ts are the context points of V, seen at the time
of optimization. With the optimized m_, the full video can simply be generated back with INR-V.
Fig. demonstrates the results for the various operation on a video outside of D with ~ 2.5 minutes
of optimization on a single 12 GB NVIDIA GTX 2080ti GPU. As can be seen, the network is able
to regress to a latent corresponding to the given identity while preserving finer details like spectacles,
mouth shape, pose, etc. In the case of ‘Video Inpainting’, the network understands the person’s pose.
For ‘Frame Prediction’, although the pose does not match the ground truth, the overall video is coherent.
In ‘Frame Interpolation’, the model is able to generate a coherent context between two frames, including
the pose, expressions, identity, and mouth movements. In ‘Sparse Inpainting’, we randomly set 25% of
all the video pixels as the context points for optimization. Even with very sparse context, INR-V is able

to regress to the correct specifications including the finer content details.

3.4.3.2 Video Superresolution through inversion:

Video Superresolution is the task of enhancing the resolution of a given video. Recent works such
as [14} |51} 78, 10, [104] [12]] have made significant progress in video superresolution, showcasing 4 x
enhancement. INR-V can directly superresolve seen video instances as showcased in Table. [3.5] For
unseen instances, combining the capability of video inversion and multi-resolution video generation,
INR-V can superresolve a given video V,, of a lower resolution (say 32 x 32) simply as following: (1)
Invert V, at the smaller resolution to obtain m,. (2) Render V, from m, directly at a higher resolution
(say 256 % 256). In Fig.[3.9] we demonstrate the qualitative results on a video outside the training dataset.
The video was optimized at 32 x 32 for ~ 2.5 minutes. The inverted video was then superresolved at a
scale factor of 8 x to 256 x 256. Additional details are present in Sec[3.4.2]

3.4.3.3 Quantitative Evaluation:

To quantify the performance of INR-V, we prepare a comparison set by randomly sampling 256
videos outside of the training set. We compare against DIGAN on the tasks of Video Inversion, Video
Inpainting, Frame Prediction, Frame Interpolation, and Sparse Interpolation and against StyleGAN-V on
the task of Video Inversion. Since DIGAN is based on INRs, it can invert incomplete frames, however,
StyleGAN-V expects a full frame for backpropagation. Thus we do not compare with StyleGAN-V on
the other tasks. For the task of Superresolution, we compare against Bicubic Upsampling and VideoINR
at a scale factor of 4x from 32 x 32 to 128 x 128.

We evaluate on the following metrics: (1) PSNR, (2) SSIM, (3) Temporally Locally (TL-ID) and
Temporally Globally (TG-ID) Identity Preservation, (4) Context-L1, and (5) Ground Truth Identity
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Task | Method | GTID+ TL-ID1 TG-IDt Context-Ll1| PSNRT SSIM? | Cost

DIGAN 0.652 0.953 0.9599 45.08 19.59 0.653 | ~4.25
Inv. | Style-V 0.804 0.985 0.998 42.16 19.65 0.665 | ~3.25
INR-V 0.770 0.950 0.950 5.25 21.21 0.773 | ~2.75
In DIGAN 0.628 0.960 0.969 45.80 - - ~ 4.25
P INR-V 0.758 0.948 0.939 4.83 - - ~2.75
Pre DIGAN 0.603 0.940 0.928 40.26 - - ~4.25
" | INR-V 0.703 0.946 0.932 4.72 - - ~2.75
Int DIGAN 0.653 0.925 0.921 48.66 - - ~4.25
" | INR-V 0.702 0.928 0.905 7.46 - - ~2.75
Sor DIGAN 0.718 0.961 0.967 46.24 19.74 0.671 | ~4.25
Pt 1 INR-V 0.768 0.968 0.974 5.29 22.35 0.774 | ~2.75
Su Bicubic 0.808 0.923 0.903 - 28.36 0.906 -
4 f VideoINR | 0.939 0.982 0.974 - 32.86 0.957 -
INR-V 0.734 0.911 0.903 4.92 21.94 0.742 | ~2.75

Table 3.6: Comparison of INR-V on various video inversion tasks: Video Inversion (Inv.), Video In-
painting (Inp.), Frame Prediction (Pre.), Frame Interpolation (Int.), Sparse Interpolation (Spr.), and Su-
perresolution (Sup.). Comparison set is made of 256 videos outside of the training dataset. Metrics used
for evaluation is explained in Sec.[3.4.3.3] Cost denotes the time to optimize a single video instance in
minutes.

(GT-ID) Match. TL-ID and TG-ID were proposed in [99]. They evaluate a video’s identity consistency
at a local and global level. For both metrics, a score of 1 would indicate that the method successfully
maintains the identity consistency of the original video. Context-L1 computes the L1 error on the
inverted videos at the given context points. An error of O would indicate that the inversion is perfect.
GT-ID measures the match in identity between the ground truth and the inverted video. DeepFaceEI face
features are extracted for both the videos, and the cosine similarity is computed between the extracted
features. Since there is no single correct prediction for tasks like ‘Future Frame Prediction’, ‘Frame

Interpolation’, and ‘Video Inpainting’, we do not evaluate these tasks on PSNR and SSIM.

As can be seen, INR-V outperforms all the existing networks in most of the metrics on video inver-
sion and the proposed inversion tasks, except ‘Superresolution’, indicating the advantage and robustness
of the proposed space. For the task of Superresolution, INR-V performs comparably with Bicubic and
VideoINR. However, unlike these works that directly superresolve a video, INR-V first inverts the low
resolution video to generate a high resolution video. Such a mechanism opens several possibilities, such
as inverting a low resolution incomplete video (missing frames due to corruption) to a high resolution

video with full context.

’ https://github.com/serengil/deepface
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3.5 Ablation

3.5.1 Effect of Regularization

~CUP  Ground Truth

+ CUP

(a] Reconstruction at an Intermediate Step

Figure 3.10: Qualitative results of CLIP regularization. Intermediate results are shown after 30 hours of
training on 2 NVIDIA GTX 2080ti GPUs. (a) Video reconstruction quality. CLIP regularization enables
the meta-network to model the INRs with finer details. (b) Videos generated by random sampling.
CLIP regularization improves the quality of the sampled videos and encourages variation in the implicit
representations.

......... —— No Regularization —— No Regularization
= Progressive Training 800 —— Clip Regulanzation
2000 —— Clip Regularization 700 —— Gaussian Regularization

Clip Reg. Progressive

1500

FVD

1000

500

0 0 100 150 200 250 0 50 100 150 200
Time {in hours) Time {in rIGLII'S]

Figure 3.11: Convergence rate for different regularization schemes on RainbowlJelly (left) and Sky-
Timelapse (right) datasets. RainbowlJelly consists of ~ 34K datapoints and SkyTimelapse consists of
~ 2K datapoints. As can be observed, SkyTimelapse being a relatively smaller dataset performs equally
well on all the regularization schemes. RainbowlJelly performs worst without any regularization facing
mode-collapse for about the first ~ 75 hours. Progressive training and CLIP regularization help INR-V
converge the fastest.

In this section, we compare the training time and the performance of INR-V (1) with/without CLIP
regularization and (2) with/without progressive training. Fig. presents the qualitative results on
INR-V after 30 hours of training on 2 NVIDIA GTX 2080ti GPUs. Fig.[3.11] plots the rate of conver-
gence on RainbowlJelly (left) and SkyTimelapse (right) datasets on the same training setup. We also

show Gaussian regularization with INR-V by adding the following additional loss term to the overall
loss term in Eqn.

dDrL(N (o) [| N(0,1)) 3.9
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Figure 3.12: Convergence rate for different regularization schemes on RainbowlJelly dataset made of
~ 34K instances. All the models are trained progressively. CLIP Regularization leads to the fastest
convergence.
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Figure 3.13: Performance of INR-V when trained on varying number of video instances (codebook
size). FVD is computed against the full dataset.
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Figure 3.14: INR-V on progressive training with different initializations: the order of video selection
for each stage differ across the initialization.
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where £ and o denote the mean and standard deviation over the latent codes {m,}Y_; and ¢ is a
hyperparameter. In our experiments, § = 1.0.

As can be observed from Fig. reconstruction quality is much worse without CLIP. This is ex-
pected as Video-CLIP (see Fig. assigns semantic meaning to the initialized codes for each video
instance. As we observe the novel video instances generated using this model (Fig. 3.10] right), we
already see a motion emerging with expressive faces. As can be observed from Fig. [3.T1] on Rainbow-
Jelly dataset (made of 34526 instances), INR-V takes more than 250 hours (~ 11 days) to converge
without any regularization scheme or progressive training. With progressive training, the convergence
time is drastically reduced to less than 180 hours (~ 7.5 days). The best performance is achieved when
progressive training is done along with CLIP regularization where the convergence occurs in less than
120 hours (~ 5 days) on 2 NVIDIA GTX 2080ti GPUs. On SkyTimelapse dataset (made of 1803 in-
stances), INR-V converges equally on either of the regularization schemes. With a Gaussian prior, we
observed a slight advantage in terms of convergence time. Fig.[3.12]plots an additional comparison on
Rainbowlelly with progressive training on three different regularization methods: Gaussian, CLIP, and
no regularization.

The graphs indicate that CLIP regularization is more suitable for a larger dataset like RainbowlJelly,
however for a smaller dataset like SkyTimelapse (Fig right), Gaussian regularization is more ef-
fective. INR-V performs equally well on either of the training schemes, given enough time to train.
This indicates that the generation capabilities is inherent to the proposed architecture, whereas the dif-
ferent training schemes help in stabilizing the training and thus, lead to a faster convergence. Additional
insights are provided in Sec[3.6]

3.5.2 Effect of the size of the codebook

Fig [3.13] presents a comparison between the FVDs of INR-V when trained on varying number of
video instances on the RainbowlJelly dataset. FVD is computed against the entire dataset made of
34, 526 samples As can be seen from the graph, the performance of INR-V deteriorates as the number
of video instances reduce. However, the effect of the added instances is marginal as the codebook size
increases; the FVD improving by only 12% when going from 10K to 34K (24K additional instances)
video instances. However, the FVD improves by 20% when the codebook size increases from 500 to

1000 (500 additional instances) video instances.

3.5.3 Progressive Training with different Initializations

To stabilize the hypernetwork training, we train our network progressively as explained in Sec.[3.2.3]
In this section, we compare the performance of INR-V on training with different video intializations.
We randomly assign videos for each stage of the training and the random assignments differ across the
different initializations. As shown in Fig.[3.2.3] INR-V takes about the same time to converge for all of
them.
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‘ 128 x 128 256 x 256 512 x 512 1024 x 1024

INR-V 1.68 6.71 26.84 107.36
3DConv 252.71 691.76 3860.77 OOM
‘ 25 frames 50 frames 75 frames 100 frames
INR-V 6.71 13.42 20.13 26.84
3DConv 691.76 2036.05 3719.98 6673.27

Table 3.7: Comparison of computational complexity of INR-V against 3D convolutional-based video
generative models for different spatial and temporal dimensions. The computational complexity is the
total number of multiply-add Giga operations denoted by GMAC (Multiply-Add Cumulation).

3.5.4 Comparison of Computational Complexity of INR-V against 3D Convolutional

models

We compare the computational complexity of INR-V against standard implementations of 3D convolution-
based video generation models of varying spatial and temporal dimensions. We call these models as
“3DConv”. 3DConvs do not generate any meaningful output and are used solely to compare the compu-
tation costs against INR-V. They comprise of several transpose 3D convolution-based upsampling layers
and take a fixed 128-dimensional latent vector as input. For comparison against INR-V, we gradually
vary their spatial dimension from 128 x 128 to 1024 x 1024 by keeping the temporal dimension fixed to
25 frames. To generate a video of resolution 128 x 128, three 3D convolution-based upsampling layers
are used. An additional upsampling layer is added for every subsequent jump in the spatial dimension.
Next, we vary the temporal dimension for 25, 50, 75, and 100 frames by keeping the spatial extent and
the number of layers fixed to 256 x 256 and four, respectively, and adjusting the kernel size correspond-
ing to the temporal dimension. The stride, kernel size, and padding are appropriately adjusted for all
the models. The batch size for comparison is fixed to 1 for both 3DConv and INR-V. As can be seen in
Table. the number of operations (MAC) increases drastically as the spatial dimension increases for
the 3DConvs. It becomes prohibitively expensive to generate videos of higher spatial dimensions. For
example, generating a single video of 25 frames of dimension 1024 x 1024 results in out of memory
(OOM) on a single NVIDIA GTX 2080 ti GPU with a memory of 12 GB. In summary, MAC remains
hundreds of orders of magnitude lower for INR-V compared to its 3D convolution-based counterparts

as it mainly comprises inexpensive MLPs.

3.6 Insights on the learned latent space

Unlike the existing video generation networks that are conformed to a predefined latent space (Gaus-
sian or Uniform), INR-V learns a space that best fits a given distribution. The experiments (Sec.
and Sec. [3.4.3.3) and our observations indicate that the learned space is continuous, supports inversion,

and smooth video interpolations. Thus, such a space learns a structure in the dataset. For instance,
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Figure 3.15: t-SNE visualization of the latent codes (m,,) learned by INR-V with and without CLIP
regularization on RainbowlJelly. In Epoch 1, the latent codes are bounded within a very small region
when INR-V is trained without any regularization (top-left). With CLIP regularization, the latents are
more spread out (bottom-left). In the final epochs (top & bottom right), both latent representations
have spread out farther. INR-V without regularization forms a denser space; and with regularization
converges faster. Both spaces are continuous, form meaningful interpolations, and support inversion.

we observe a smooth transition across different poses, expressions, mouth movements, and identity on
How2Sign-Faces. Therefore, novel instances are observed as we traverse the path between seen latent
points A and B. We use this property to generate novel videos by sampling latent points through Slerp
interpolation. In this section, we aim to validate the space learned by INR-V and answer the following
question: what does INR-V learn? We analyse this in two ways: (1) by visualizing the latent codes
learned by INR-V through t-SNE visualization and (2) by training INR-V on a structured toy dataset to
see if it learns the underlying structure.

t-SNE visualization Fig. plots t-SNEﬁ on the latent codes learned by INR-V on the Rainbow-
Jelly dataset. We see a clear pattern of “interpolation” occurring in the learned latent space in both cases

(with and without CLIP regularization). No progressive training is used in this visualization. At the end

! https://lvdmaaten.github.io/tsne/
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Figure 3.16: We demonstrate the ability of INR-V to learn the underlying structure of a dataset. To do
s0, we create a toy video dataset called BouncingBall consisting of a blue ball bouncing horizontally
at different heights. Given 50 instances of such videos, INR-V learns the structure and we demonstrate
the learned structure through interpolation. In this example, we show the 16™ frame of each video with
the novel interpolated videos in gray boxes. The videos in red boxes are seen during training. We can
observe a correct interpolation with smooth transition in motion: the height and the horizontal position
of the ball gradually shifts from bottom to top and left to right respectively.

of the first epoch, the latent codes are tightly bounded when trained without CLIP regularization. As the
model is trained with CLIP, the latent vectors are more spread out possibly in a semantically meaningful

manner. In both the cases, by the final epoch, we observe patterns of interpolation evolve.

3.6.1 Learning Bouncing Ball

In this section, we want to analyze if INR-V can learn the structure of a dataset. To do so, we
generate a toy dataset, BouncingBall, with an artificially infused structure. The dataset is made of 50
video instances where each video instance consists of a blue ball bouncing horizontally at different
heights as shown in Fig. The videos are of dimension 100 x 100 and are 25 seconds long each.

As shown in Fig. [3.16] INR-V is able to learn the infused structure when trained on BouncingBall.
We demonstrate interpolated videos by sampling intermediate points through Slerp interpolation. The
intermediate videos (grey boxes) demonstrate a smooth interpolation, and have heights and horizontal

displacements gradually varying from Video A to B (red boxes). An example of an intermediate video
shown in Fig.[3.1§]

3.7 Discussion

3.7.1 Limitations.

Although INR-V has learned a powerful video space demonstrating several intriguing properties, the
videos generated by the model are sometimes blurry. This is prominent when moving away to unseen
points in the video space far from the seen instances. Fig.[3.6|demonstrates the enhancement on one such
blurry sample. This is done by training a standard VQVAE2 network in a denoising fashion (please refer
to Sec.[3.3.2)). However, the entire process is broken into generating a relatively lower quality output and
relying on a second network to improve its quality. A single end-to-end network capable of retaining

the demonstrated powerful properties while generating high-quality videos is a potential future work.
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Figure 3.17: BouncingBall dataset with an infused structure. Each video instance is 100 x 100 and has
a ball bouncing horizontally at a specific height. Red lines are added to show the height of the ball and
is not a part of the videos.
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Figure 3.18: Videos generated by INR-V on BouncingBall. Novel video is generated at an unseen
height. Red lines are for demonstration and not generated.

Another limitation of INR-V is generating infinitely long videos. Although coupling the content and
time into a single latent has clear advantages, it removes the network’s ability to leverage the temporal
dimension separately and find infinitely long temporally coherent paths in the image space. This can
be tackled by training INR-V to encode video segments of multiple lengths in a single space (1 to
50 or more frames long video segments). A temporally and semantically coherent trajectory between
these video segments can then be learned. Such a generation technique would directly leverage video
segments and potentially remove repetitions in the long videos. We believe that leveraging a video space
for generating infinitely long videos at multiple resolutions presents an interesting and exciting direction

for future research.

Lastly, we observed that INR-V does not learn a meaningful representation space when trained on
datasets like UCF-101 that have extreme diversity and limited structure in motion. A similar issue was
observed when training the baseline models on such datasets. However, INR-V can be trained on a
single action class of UCF-101 (such as JumpRope) to learn a meaningful representation space even
with significant camera motion and in-video subject movement. A single action class limits the visual

and motion diversity in the dataset.
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MNIST H2S

Jelly

Figure 3.19: Examples of real videos instances of How2Sign-Faces (H2S) [23]], Moving-MNIST
(MNIST) [91]], RainbowlJelly (Jelly), and SkyTimelapse (Sky) [[106] datasets.

3.7.2 Broader Impact.

The potential negative impact of our work is similar to existing image-based and video-based GANs:
creating “photorealistic-deepfakes” and using them for malicious purposes. Our simple training strat-
egy makes it easier to train a model which produces realistic-looking videos. However, this is partly
addressed for the following reasons: (1) Even though our network produces diverse novel videos, the
perceptual quality of our generated videos falls short of the existing state-of-the-art image-based gener-
ators that produce high-resolution images. (2) The availability of high-quality video datasets limits the
intended malicious use of this codebase. Despite these limitations, we believe that the potential of our
work far outweighs its limitations. A continuous video representation space offers tremendous applica-
tions in areas requiring video prediction, interpolation, and conditional video generation. E.g. pedestrian
trajectory prediction is an important area of research for self-driving cars. Pedestrian trajectory predic-
tion through future frame generation can serve to reduce accidents in fully-autonomous vehicles in the
future. Similarly, conditional video generation can be used for synthesizing novel sign language videos

that can be integrated into schools and universities to encourage and enable hard-of-hearing students.

3.8 Additional Qualitative Results

Fig. 319 presents the real video instances in the training set. Fig.[3.20]and Fig. [3.21] presents quali-
tative results on the reconstruction of video instances from different training datasets. Fig[3.22] presents
random videos generated by INR-V on different datasets. Fig[3.23]and Fig. [3.24] present spatio-temporal
view of video interpolations on How2Sign-Faces and SkyTimelapse respectively. Fig. [3.25] presents the
random generation of INR-V on multiple resolutions starting from 32 x 32 to 256 x 256 jumping a
scale factor of 8. The visualization is up to scale, and one can see the scale jump. INR-V can also be
inferred at multiple frame rates. Fig.[3.26]- Fig. [3.32] present the qualitative results and comparisons on
the proposed inversion tasks. Fig. [3.30] presents an example of multi-modal future segment prediction.

45



3.9 Chapter Summary

We present INR-V, a continuous video representation network. Unlike existing architectures that
extend superior image generation networks for generating videos one frame at a time, we use implicit
neural representations to parameterize videos as complete signals allowing a meta-network to encode it
to a single latent point. Given enough examples, the meta-network learns a continuous video space as
demonstrated through video interpolation and inversion tasks. INR-V generates diverse coherent videos
outperforming many existing video generation networks. INR-V opens the door to a multitude of video-
based tasks and removes the dependency on an image generator. To showcase this, we propose several
downstream tasks and observe that INR-V outperforms the existing works on a majority of these tasks.
This demonstrates the advantages and potential of a continuous video space and we hope to encourage

research in this direction.
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Figure 3.20: Examples of video instances in the training set reconstructed by INR-V.
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Figure 3.21: Examples of video instances in the training set reconstructed by INR-V.
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Figure 3.22: Examples of random videos generated by INR-V.
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Figure 3.23: Examples of video interpolation in INR-V on How2Sign-Faces. Two latent points are
sampled from the training dataset. Intermediate videos are then generated by sampling intermediate
latent points using Slerp interpolation technique.
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Figure 3.24: Examples of video interpolation in INR-V on SkyTimelapse. Two latent points are sampled
from the training dataset. Intermediate videos are then generated by sampling intermediate latent points
using Slerp interpolation technique.
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Figure 3.25: Examples of random videos generated by INR-V at multiple resolutions of 32 x 32, 64 x 64,
128 x 128, and 256 x 256 on How2Sign-Faces (top) and RainbowlJelly (bottom). The videos are 25
frames long each. The videos are upto scale. INR-V was trained on videos of only 100 x 100 resolution.
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GT

StyleGAN-V DIGAN

INR-V

Figure 3.26: Comparison of video inversion. Red boxes highlight the differences and matches between
the ground truth (GT) and the various methods. To note, INR-V is able to preserve the finer mouth
movements.
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GT Context

DIGAN

Figure 3.27: Comparison of half-context inversion in an inpainting setting. At the time of optimization,
the model only sees the top half of the video. It then generates the full video back. There can be multiple
correct predictions, we showcase one such prediction.
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DIGAN GT

INR-V

Figure 3.28: Comparison of half-context inversion in a sparse context setting. At the time of optimiza-
tion, the model only sees 25% of the full video. INR-V preserve the identity including finer content
details like earrings. It also preserves motion like pose and mouth movements.

55



GT Context

DIGAN

Figure 3.29: Comparison of half-context inversion in a future frame prediction setting. At the time
of optimization, the model only sees the first 4 frames of the video. There can be multiple correct
predictions given the identity is preserved across the video. We show one such example.
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Inversion on
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Figure 3.30: Multimodal Future Frame Prediction: Given the first few frames of a video, we want to
predict multiple different outcomes. This can be achieved using INR-V by conditionally optimizing the
video’s latent vector on half-context. In this example, we condition the latent by varying the number
of frames used for inversion or by adding Gaussian noise to the optimized latent. As can be seen, the
inversion preserves the seen context; and the future predictions have varying mouth movements, pose,
and eye gazes.
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Missing Portion

DIGAN GT Context

INR-V

Figure 3.31: Comparison of half-context inversion in a frame interpolation setting. At the time of
optimization, the model only sees the first and last frames of the video. As can be seen, the first and
the last frame generated by INR-V match the context (pose, identity, mouth movements), whereas the
intermediate frames are very different from the ground truth.

58



VideolNR Bicubic GT
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Figure 3.32: Comparison of video superresolution. A video of 32 x 32 is given as input to INR-V
for optimization. Once the video is optimized, INR-V regenerates the video at a higher resolution of
128 x 128. VideoINR and Bicubic directly see the 32 x 32 video and superresolves it to 128 x 128.
Here, INR-V is not influenced by the glaze on the spectacles and superresolves to a higher dimension
closer to the ground truth.
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Chapter 4

Conclusions

Video is an important modality, perhaps most closely resembling human perception encompassing
both - the spatial and the temporal dimensions. Such a modality opens up enormous scope for down-
stream applications that are otherwise impossible to do with static images - for example, pedestrian
trajectory prediction. Without an understanding of a pedestrian’s past temporal change in trajectory,
predicting the future is ill-posed and impossible for even a human. On this front, this thesis aims to

answer the question: What is a good representation space for videos?

The thesis starts by exploring the critical problem of lipreading people suffering from speech disabil-
ities. The primary challenge in this setting is the need for more data at scale, often taken for granted in
most computer vision applications. Suffering from conditions like Amyotrophic lateral sclerosis (ALS)
results in limited body movement, making it extremely taxing to collect any data. To address this, we
consider setting a one-shot classification of mouth movements into 200 classes of words. We perform
data augmentation to tackle this by adding synthetic videos to the training set using advanced lipsync
models. However, an overflow of synthetic data causes a big domain gap between the real and the
synthetic datapoints. We propose Variational Encoders (based on Variational AutoEncoders (VAEs)),
a novel domain adaptation technique that augments the one-shot real datapoints directly in the latent
space. Unlike VAEs, which first reduce a datapoint into a compressed space and reconstructs the data,
Variational Encoders use a classifier to classify the latent space. This way, Variational Encoders learn
a multimodal distribution, where each mode represents a class. Unlike VAEs that use KL-divergence
to regularize the compressed space against a known distribution like Gaussian, Variational Encoders
regularize each mode of the real distribution to the corresponding mode of the synthetic distribution,
thus performing domain adaptation and encouraging self-replication for the real-examples directly in

the compressed space.

Finding a good representation space for videos has been extensively studied through classification
tasks - for example, action classification. However, such representation techniques require labeled dat-
apoints for each video example. Architectures like VAEs and generative adversarial networks (GANs)
have been widely used to learn representations in a self-supervised manner for images. However, adopt-

ing such video architectures is challenging primarily because of the complexity of generating a full
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video for representation learning. In the next part, the thesis aims to develop a representation space for
video generation that can enable diverse downstream video-based generative tasks. The thesis proposes
a novel space called a “video space” to do so. Existing architectures generate videos one frame at a
time - they extend an image generator that samples temporally coherent trajectory from an image space
(where each point corresponds to a frame/image) to generate the video frame-by-frame. On the other
hand, this thesis proposes a video space in which a single point corresponds to a full video. To achieve
this, the videos are first parameterized as implicit neural representations (INRs) that generate videos one
pixel at a time. Such parameterization reduces the high dimensionality of videos to only a fixed number
of weights in the neural network. Then a meta-network (hypernetwork) is trained to learn a prior over
the INRs. In this manner, an INR function is represented as a single point in the latent space. This
formulation not only simplifies complex tasks but also opens up possibilities for diverse applications,
such as video interpolation, video inversion, etc.

As videos play a crucial role in modern society, there is a pressing need to develop effective ap-
proaches for understanding and analyzing them. The thesis touches upon two aspects of video-based
tasks: classification and generation and proposes novel formulations to enable and improve several
downstream tasks. The experimental sections show that the proposed methods outperform the existing
baselines. The thesis also provides extensive analysis and ablation studies over the proposed represen-
tation spaces, clearly showcasing the proposed methods’ advantages over the existing ones. The thesis
aims to contribute to the advancements of video understanding that can create huge impacts in every field
of human lives, including space exploration, general-purpose artificial autonomy, and augmented/virtual

reality applications.

4.1 Discussion and Future Work

Video Classification and Generation are two opposite spectrums of a common modality. On the one
hand, video classification aims to reduce a the given video to a compressed representation containing
important task-relevant details; on the other hand, video generation starts from the compressed repre-
sentation to upsample a video output belonging to a valid video distribution.

There are similarities in both spectrums — most importantly, both tasks aim to find a higher dimen-
sional space that preserves important details about the video. The primary dissimilarity, however, is the
manner in which both of the tasks are modeled. For instance, in a classification task, the representation
space plays a major role - the underlying space is semantically meaningful, demonstrating key properties
useful for the downstream classification task. In standard generative tasks, however, the representation
space is usually a standard distribution (like Gaussian distribution) that does not, by itself, showcase
interesting properties. Instead, the decoder plays the key role by mapping a standard distribution to the
output video distribution.

AutoEncoders present an interesting alternative to this decoupling that accomplishes encoding and

decoding at the same time. For example, a recent work, VQVAE?2 [73]], encoded a given image into a
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quantized space. The decoder then efficiently decoded the quantized representation to the input image
almost losslessly. This quantized space could then be used, firstly, to retain task-specific information,
hence to perform classification, while at the same time, it is presented as an efficient space that can be
used for sampling (and thereby generating) high-quality images. This thesis aimed to extend this line
of work to videos. Firstly, we used a variant of Variational AutoEncoders (Variational Encoders) for
learning robust video representations. In this variant, the model was trained using a classification loss
instead of an autoencoding loss. Secondly, unlike the existing generative works that start with a standard
Gaussian-like prior, our proposed “video space” (or the video prior) is learned along with the decoder
that allows the prior to becoming semantically meaningful by itself. Here, the decoder is constituted
by only a few layers of multi-layered perceptrons, leaving the heavy lifting to the underlying semantic
space.

On this front, an interesting future work could be to combine both spectrums by building an auto-
encoding framework for videos. Such an approach could also be useful for improving the underlying
semantic space, which is now learned in an auto-decoding fashion in this thesis. This thesis takes a step
in that direction by incorporating CLIP [[71]] based encodings to improve the underlying semantic space
for video generation. However, a more robust approach that is trained for both the tasks (classification
and generation) could enable multitudes of applications while improving the representation space.

Another interesting future direction is to investigate the interpretability of video representations,
as understanding the learned features can aid in designing better models and developing applications.
Furthermore, research can also be done on developing more efficient and scalable video representation
learning techniques, as current methods often require significant computational resources and are not
practical for real-world applications. Finally, extending the proposed INR-based video parameterization
scheme to handle multimodal distributions (such as videos, images, and speech) can lead to improved
representation learning and a better understanding of the underlying dynamics in the data.
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