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Abstract

Diabetic retinopathy (DR) is the most common eye disease in people with diabetes. It affects them
for significant number of years and can also lead to permanent blindness if left untreated. Early detection
and treatment of DR is of utmost importance for the prevention of blindness. Hence, automatic disease
detection and classification have been attracting much interest. High performance is critical in adoption
of such systems, which generally rely on training with a wide variety of annotated data. Availability of
such varied annotated data in medical imaging is very scarce. The main focus of this thesis is to deal
with the sparsity of annotated data and develop computer-aided diagnostic CAD systems which take
less annotated data and yet give high accuracies. We propose three different solutions to address this
problem.

First, we propose a semi-supervised framework which paves way for including unlabeled data in
training. A co-training framework is used in which features are extracted from a limited training set and
independent models are learnt on each of the features, later the models are used to predict labels for new
data. The highly confident labelled images from unlabelled set are added back to the training set and
the process is continued, thus expanding the number of known labels. This framework is showcased on
retinal neovascularization (NV) which is a critical stage of proliferative DR. The analysis of the results
for detection of NV showed that an AUC of 0.985 with sensitivity of 96.2% at specificity of 92.6%
which were superior to the existing models.

Secondly, we propose crowdsourcing as a solution where we obtain annotations from a crowd and
use them for training after refining. We employ a strategy to refine/overcome the noisy nature of
crowdsourced annotations by i) assigning a reliability factor for each subject of the crowd based on
their performance (at global and local levels) and experience and ii) requiring region of interest (ROI)
markings rather than pixel-level markings from the crowd. We also show that these annotations are
reliable by training a deep neural net (DNN) for detection of hard exudates which occur in mild non-
proliferative DR. Experimental results obtained for hard exudate detection showed that training with
refined crowdsourced data is effective as detection performance improves by 25% over training with
just expert-markings.

Lastly, we explore synthetic data generation as a solution to address this problem. We propose a novel
method, based on generative adversarial networks (GAN), to generate images with lesions such that the
overall severity level can be controlled. We showcase this approach for hard exudate and haemorrhage
detection in retinal images with 4 levels of severity. These vary from mild to severe non-proliferative
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DR. The synthetic data were also shown to be reliable for developing a CAD system for DR detection.
Hard exudate/ haemorrhage detection was found to improve with inclusion of synthetic data in the
training set with improvement in sensitivity of about 25% over training with just expert marked data.
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Chapter 1

Introduction

1.1 Retinal Imaging

Medical imaging captures visual portrayals of the interior parts of our body that are not visible to
the naked eye. Medical imaging is an important basis to diagnose diseases and encompasses many
imaging modalities such as X-RAY, computed tomography (CT), magnetic resonance imaging (MRI),
ultrasound, retinal imaging, optical coherence tomography (OCT) etc. These techniques produce images
of the human body which can be used for diagnosis and treatment. Here, we are particularly interested
in retinal imaging. A widely used part of retinal imaging is the fundus image which captures the photo-
graph of the back of the eye. Specialized cameras with flash attached are used, and the rear of the eye
is captured through the pupil. The image captures important structures like optic disc, macula and the
blood vessels. The retina and its rear projection on to an image can be seen in the Fig. 1.1

Figure 1.1: (a) structure of human eye and (b) projected fundus image showing the main structures

inside human eye
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(a)

(b) (c)

Figure 1.2: (a) Normal retinal image (b) Retinal image containing haemorrhages and hard exudates (c)
Retinal image containing neovascularization

The fundus image can reveal presence of many diseases related to the eye such as age-related macular
degeneration (AMD), glaucoma, diabetic retinopathy, diabetic macular edema (DME), retinal detach-
ment etc. In this thesis we mainly focus on diabetic retinopathy (DR).

DR causes damage to the eye and is the major cause of blindness. It is generally caused in people
with diabetics. More than 400 million people in the world have diabetes, among these more than half
of the cases are noticed in older people and about one third of them report having DR. The symptoms
of DR are blurring of vision, difficulty in perceiving colors, eye pain, double vision, etc. But these
symptoms occur at advance stages. Recently, diabetics affected patients have been given laser treatment
to reduce the occurrence of blindness. The laser treatment also helps only when done at the appropriate
stage. Hence, it is of utmost importance to identify the changes in retina and treat it immediately.

Retinal imaging offers a safe and non-destructive way to observe any changes in the retina. The
retinal images captures the characteristics of these diseases which can be viewed by the doctor. The

2



diseased eye can have hard exudates which are visible as yellowish blobs caused due to lipid leakage,
haemorrhages which are reddish blobs formed due to leakage of blood from rupture of a blood vessel,
neovascularization which is due to the formation of new thin blood vessels. Sample retinal images
which contain these diseases are shown in Fig. 1.2.

Automatic diagnosis and identification of these diseases from the medical images is possible with
a system known as computer aided diagnosis (CAD). Nowadays these CAD systems are built on a
machine learning framework due to its success on many computer vision tasks. This has motivated
exploration of ML in wide ranging of medical applications from disease detection [19] to segmentation
[9]. The ML framework’s success is contingent on abundance of training data with expert annotations.
Acquisition of expert annotations has always been difficult in the medical domain given the tedium of
the task and the priority patient care takes over the annotation task.

1.2 Data sparsity

The annotations can be obtained at three different levels: image-level, region/local-level and pixel-
level annotations. The image-level annotations give information on whether the image is associated
with a particular abnormality, local-level annotations indicate the location of the abnormality, pixel
level annotations classify each pixel as belonging to the abnormality or the background. The different
types of annotations are shown in Fig. 1.4. From this we can infer that the increasing difficulty level of
generating these annotations is as follows: image-level (least difficult), local-level (medium difficulty)
and pixel-level (most difficult). The difficulty level of annotations also depends on different factors
such as the number, size of lesions in the image and the conspicuity of the lesions. As the number of
lesions increase, the time to annotate increases. It is also hard to view lesions which are very small
or are close to the boundaries of the image, making it more difficult to annotate. Due to the difficulty
of local/pixel-level annotation, majority of the public datasets available are annotated only at image-
level. This leads to the sparsity of annotations at local-level and pixel-level. Different datasets and the
annotations available are shown in Table. 1.1.

1.2.1 Staging

In general retinal images are graded based on the abnormality present and a stage is assigned. Staging
is very important in detection of DR as it helps in determining the severity of the disease. DR is mainly of
two types, proliferative and non-proliferative. The presence of neovascularization, growth of abnormal
blood vessels indicates proliferative DR (PDR). Early disease detection without the growth of new blood
vessels is known as non-proliferative DR (NPDR). NPDR is a precursor to PDR stage with increased
severity of the disease. There are different stages in NPDR depending on the number of haemorrhages,
hard exudates and microaneurysms present in the retinal image. The early treatment diabetic retinopathy
study (ETDRS) grading for DR is shown in Fig. 1.3.

3



Table 1.1: Popular public datasets

Datasets No. of images Image-level (Staging) Local-level Pixel-level

DIARETDB-0 130 Yes (No) - -

DIARETDB-1 89 Yes (Yes) Yes -

MESSIDOR 1200 Yes (Yes) - -

Kaggle ∼ 30000 Yes (Yes) - -

DRiDB 31 Yes (Yes) Yes -

Figure 1.3: ETDRS grading protocol

For staging we need to know the location of the lesions according to the ETDRS grading. Hence, we
concentrate on generating the local-level annotations in the entire thesis. As we have seen in Table. 1.1,
only a few public datasets have local annotation leading to data sparsity. A popular solution to address
this data sparsity issue is data augmentation (via geometric transformations) which is adopted by the
computer vision community. However, this has limited success in the medical domain as it does not
introduce any real variability that is essential for robust learning of abnormalities, normal anatomy etc.

4



(a)

(b) (c)

Figure 1.4: (a) Image-level annotation - abnormal (contains hard exudate) (b) local-level annotation -
location of hard exudate (c) pixel-level annotation - pixels belonging to the hard exudate.
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Figure 1.5: Methods followed to address the data sparsity issue

We address this problem of data sparsity using different types of machine learning methods. There
are three main approaches in machine learning to build a CAD system: (i) semi-supervised training,
(ii) supervised training and (iii) unsupervised learning. Here we focus on semi-supervised, supervised
and a system which combines both supervised and unsupervised approaches of machine learning. A
semi-supervised approach is one where we use both unlabelled and labelled data for training. This
type of approach was used in the first part of the thesis for detection of neovascularization. A supervised
approach uses labelled data for training a CAD system. We have conducted a crowdsourcing experiment
and considered a heterogeneous mixture of annotations (crowd and expert) to train a supervised model
in the second part of the thesis for detection of hard exudates. Finally we have utilized a generative
adversarial network (GAN) architecture which combines a supervised and unsupervised approach for
detection of haemorrhages and hard exudates in the last part of the thesis.

1.3 Thesis Focus

The main focus of the thesis is to address the issue of data sparsity in medical domain in the context
of developing CAD solutions. The solutions for addressing the data sparsity issue are mainly showcased
on retinal images. In the first part of the thesis, we develop a solution using semi-supervised approach,
showcasing on neovascularization (Fig. 1.2(c)), second part focuses on relying on crowdsourced an-
notations showcasing on hard exudates and final part address this problem by synthetically generating
retinal images showcasing on hard exudates and haemorrhages (Fig. 1.2(b)).

6



1.3.1 Contributions

The contributions of the thesis are as follows. We have looked at different ways in which the spar-
sity of data annotations can be resolved. We have used supervised and semi-supervised methods for
developing CAD systems.

1. A co-training based semi-supervised approach for neovascularisation detection paves way for
including unlabeled data in training.

2. A CAD system which uses refined crowdsourced annotations to detect the presence of DR lesions.
A strategy is also proposed to overcome the noisy nature of crowdsourced annotations.

3. A generative adversarial network (GAN), to generate images with lesions such that the severity
level of the disease can be controlled. Further the generated synthetic images have proved to be
reliable by using then in training a computer aided diagnosis (CAD) system for lesion detection
in retinal images

1.4 Organization of the thesis

The thesis is organized as follows: the solutions to the data sparsity problem addressed in chapter-2
using semi-supervised approach which utilizes unlabelled data, in chapter-3 using crowdsourced an-
notations and in chapter-4 using generative adversarial networks for synthetic image generation. The
conclusion and future work is given in chapter-5.
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Chapter 2

Semi-supervised learning using unlabelled data for CAD development

2.1 Introduction

Advanced stages of Diabetic Retinopathy (DR) is marked by the formation of new, weak and thin
microvascular networks, a phenomenon known as Neovascularization (NV). NV increases the risk of fi-
brosis, bleeding and ultimately loss of vision and its detection is therefore of interest. However, existing
literature is predominantly devoted to detection of lesions that arise in the earlier stage of DR.

Existing approaches for NV detection typically follow a classification route, where the features are
either extracted from the segmented vessel map [5] [4] [16] or directly from the raw image [2] [35] [3]
[20] [47]. A wide variety of features and their combinations have been used in both approaches. These
are extracted in all but one method [2] at a patch level. Features considered in the first approach include
a combination of shape, intensity and gradient features [5]; multiscale AM-FM [4]; shape, position,
orientation, intensity and line density [16]. In the second approach, features that have been explored
include morphological [2], morphological and GLCM [35], multiscale AM-FM [3]; vesselness, power
spectrum distribution [20]; LBP and multi-scale Counterlet transform [47]. The final classification is
done using LDA [5], SVM [4] [16] [2] , hierarchical clustering [35], random forest classifier [3] [20]
and Artificial Neural Network [47].

Accurate vessel segmentation, specifically of thin vessels, is critical to the first type of approach while
adequate training data and hand crafting of features is required for both approaches. Large public access
datasets for NV detection provide image-level annotation whereas the existing detection methods require
patch level labels whose generation is laborious and hence not scalable. Consequently, most methods
depend on locally sourced annotations and report only on a selected set of images from public datasets.
We propose a patch-based NV detection method which i) uses generic features thereby eliminating the
need for hand crafting and ii) leverages the availability of large amount of unlabeled data by employing
a co-training based semi-supervised framework. We show that co-training with generic features such
as vesselness and oriented local energy leads to consistently good performance on nearly 3000 images
from 4 public datasets.
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Figure 2.1: Proposed system for NV detection

2.2 Method

The proposed method consists of four stages: pre-processing, feature extraction, co-training and
label fusion as shown in Fig. 2.1. All processing was restricted to the green plane of the given image.
The stages are described in detail next. As retinal images suffer from non-uniform illumination, this is
corrected using luminosity and contrast normalization [24] as a pre-processing step.

2.2.1 Feature extraction

Co-training requires two independent feature spaces to represent a patch. These features also have
to be discriminative for NV and Non-NV patches. Two types of features are chosen to satisfy these
requirements: (i) a Hessian based vesselness feature which is popular for vessels and (ii) a more generic
one for oriented structures to capture coarse texture.

2.2.1.1 Vesselness based features

The vesselness is computed on the basis of eigenvalues of the Hessian as described in [13]. The
probability of an image region to contain vessels or other ridges is found based on the eigenvalues and
the vesselness at every point X: (x,y) in a patch at a scale s is computed as:

v(X, s) =

{
0 if λ2 > 0,

exp(− λ21
2λ22α

2 )(1− exp(−
λ21+λ

2
2

2c2
)) otherwise

}
(2.1)

Here, α and c are thresholds; λi; i ∈ {1, 2}, are eigenvalues of the Hessian matrix computed at X .
The final vesselness map is obtained by taking the maximum response across all scales. A sample

NV patch and the derived vessel map are shown in Fig. 2.4(a,b). This map is row vectorized to form the
feature vector gvm.
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2.2.1.2 Oriented local energy features (OLE)

NV is characterized by texture at multiple scales and orientations. This texture can be represented by
local energy which is defined as a sum of squared responses of a pair of conjugate symmetric filters. A
Gabor filter bank is a standard way to compute local energy as it aids determining responses at different
orientation and scales. We choose the log Gabor kernel in the frequency (f ) domain:

K(f, θ) = exp(−
(log( ff0 ))

2

2(log(
σf
f0
))2

)exp(−(θ − θ0)2

2σ2θ
) (2.2)

Here f0 is the central radial frequency, θ0 is the orientation of the filter, σθ and σf are the angular and
radial bandwidths.

The OLE at every point X in the patch is computed as:

Ef0θ0 (x, y) =
√

(Rf0,evenθ0
(x, y))2 + (Rf0,oddθ0

(x, y))2 (2.3)

Here Rf0,evenθ0
and Rf0,oddθ0

are the responses of even and odd symmetric log Gabor filters. The total
energy of entire patch of size m xn, at a specific θ0 is found as:

Ê(θ0, f0) =
m∑
x=1

n∑
y=1

Ef0θ0 (x, y) (2.4)

This can be considered as the histogram function of energy map which expresses the oriented energy at
different scales. The histogram is normalized by dividing it by maximum energy over all orientations
at particular scale. The final feature vector gole is derived by concatenating the energy histogram at
different orientations and scales. Fig. 2.4 shows sample Non-NV (d) and NV patches (e) and their
energy histograms (c). The two types of patches are clearly distinguishable with the energy plots for
NV patches (in red) having higher energy on average.
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Figure 2.2: Sample patches containing neovascularization and their corresponding vesselness feature
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Figure 2.3: Sample normal patches which do not contain neovascularization and their corresponding
vesselness feature
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Figure 2.4: Feature representation for patches. (a) NV patch and its (b) vesselness map; (c) Oriented

local energy histogram for (d) Non-NV and (e) NV patches.

2.2.2 Co-training

Availability of annotations is limited in the medical domain as it is tedious to generate them and
training with this limited data has the potential to over-fit and lacks robustness. Hence, the proposed
method uses co-training [8] to utilise unlabeled images which are more widely available. Co-training
works best with independent features. Table.2.1 shows the normalized values obtained after applying
PCA on the features extracted from sample patches. Fig. 2.5 shows sample patches consisting of all
possible combinations of following structures relevant to DR: vessels, NV, hemorrhages, hard exudates
and background.The last three are irrelevant to NV detection and can be seen to be marked by low values
of gvm. Our feature choice satisfies the requirement for co-training as, the pure vessel (denoted as V)
and NV (denoted as NV+V) patches are adequately separated from each other, as well as from other
patches.

Table 2.1: Feature Space Representation Values

NV+V V HEM+V HE+V HEM HE BG

gvm 1 0.8 0.65 0.25 0.02 0.01 0.01

gole 0.9 0.02 0.7 0.17 0.37 0.7 0.02
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Figure 2.5: Feature Space Representation

Hence, OLE and vesselness based features can be used to independently predict the confidence score
for a patch with NV. Two classifiers C1 and C2 are trained separately on these features using gradient
boosting [21] which is a way to design a strong classifier by fusing weak classifiers. The resultant strong
classifier is used to predict the class probabilities.

In the co-training framework, let L be a set of labeled data (-1 for Non-NV and +1 for NV patches)
and U be the set of unlabeled data. A classifier h1 is trained using gvm and classifier h2 is trained
using gole. The trained classifier h1 is used to label the unlabeled data. The most confidently predicted
patches (p positive and n negative) are fed back to the training set to update h2. Similarly, the most
confidently predicted patches by h2 are fed back to update h1. This process is repeated until all the
unlabeled patches are labeled.

2.2.3 Label fusion

The labels obtained from co-training are fused using nearest neighbour information in feature space .
A rule-based voting system is considered for fusion as described. In a test patch, for each feature, the K
nearest features are extracted from the updated training set. Each retrieved similar feature, along with
its labels and weights, contributes a vote. The weights are computed as :

ŵgi = exp(
−d(xgi , ŷKgi)

σ2
) (2.5)
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Here gi ∈ {gvm, gole}, d(xgi , ŷKgi) is the Euclidean distance between the test feature xgi and K nearest
training features ŷKgi . The aggregation of votes results in a probabilistic decision as given:

P (x, yK) =
ŵKgvm l̂Kgvm + ŵKgole l̂Kgole∑K
k=1(ŵkgvm l̂kgvm + ŵkgole l̂kgole)

(2.6)

Here l̂Kgi denotes K training labels of feature gi. The probabilities obtained are thresholded to get the
final class labels.

2.3 Datasets

Four datasets (1 private and 3 public) are considered for the evaluation of the proposed method.
KPHDR [47] is a private dataset with local annotations (only for NV). The patch level ground truth
needed for evaluation was obtained such that atleast 30% of the patch was annotated as having NV.
All 3 public datasets for DR , namely, MESSIDOR [12], Kaggle [1] (a challenge set) and DIARET-
DB0 [27] provide only image-level annotations. MESSIDOR and Kaggle have 4-level annotations
regarding DR severity and albeit different, which are roughly: No DR, mild, moderate, severe and PDR.
DIARET-DB0 provides annotations in terms of various abnormalities present in an image. Images from
all datasets were re-sized to∼0.8 times the given image size (maintaining the aspect ratio) prior to patch
extraction for computational efficiency. A window of 100x150 dimensions was used to divide the image
into patches with a stride of 75 pixels.

2.3.1 Training and Testing datasets:

KPHDR has a total of 2575 abnormal patches. Training/testing sets were constructed for this dataset
with 3000/55765 patches with 1:1 ratio of NV:Non-NV for training to address class imbalance problem.
The data samples chosen fortraining, testing and unlabelled data are disjoint sets and the details are
reported in Table. 2.2.

2.4 Experiments and Results

2.4.1 Experiments

Log-Gabor filters were considered at 12 scales and 24 orientations as given in equation 2.2. Ves-
selness maps were computed at 5 scales with sigma varying between 1 to 10 (step size 2). Given an
image patch, oriented local energy feature (of size 288) and vesselness based feature (of size 15000) are
extracted to derive patch level predictions.

Training was done on features extracted from a set of 3000 patches (L) selected randomly from
KPHDR dataset, 1:1 ratio of Non-NV and NV patches. The unlabeled (U ) dataset of 4000 patches is
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taken from the remaining 3 datasets (1:1:1 ratio from each dataset). Gradient boosting for training was
done with exponential loss function and decision trees were used as base-learners. The shrinkage factor
which reduces the impact of potentially unstable regression coefficients was varied for different values
and finally set to 0.1. For each iteration, the unlabeled dataset was tested using the obtained models,
from which samples with top 10 confidence score of both models were used for updating the training
set.

Table 2.2: Total number of data used for evaluation

Dataset Training Unlabelled NI : NP Testing NI : NP

KPHDR 3000* - 55765*
MESSIDOR - 12 : 1296 469 : 46431

DIARET-DB0 - 7 : 1309 34 : 6358
Kaggle - 29 : 1305 2081 : 93645
Total 3000* 48 : 3910 2584 : 202199

*number of patches; NI , NP denotes the number of images and the number of patches extracted from those
images respectively.

Image level decision of NV/Non-NV was done by considering patch level predictions on the entire
image and thresholding the number of NV patches detected out of total patches in the image. Experi-
mentally this threshold was determined to be 2%-4% of total number of patches.

2.4.2 Results :

The performance was assessed using the following evaluation metrics: Sensitivity (SN), Specificity
(SP), Receiver Operating characteristics (ROC) and Area Under Curve (AUC). To underscore the con-
tribution from co-training, the obtained values are reported without/with co-training (I/II) in Table. 2.3.

The tabulated results show that the average SN and SP values without co-training are comparable
to other methods demonstrating the effectiveness of the selected features which are generic in nature.
Overall, we can note that co-training results in an improvement of 5%-11% in NV detection perfor-
mance.

The performance metrics reported by 4 other methods are listed in Table 2.4. As mentioned in the
introduction, the testing results have been reported in literature not on the entire dataset, but on a selected
number of patches/images as indicated in the table. Hence, a direct comparison is not possible.

The proposed method has SN/SP of 96.2/92.6% on KPHDR, which appears to be lower than the
best results of 99.62/96.61% reported in [47]. However, the test set sizes for these results differ by
several orders (200). Likewise, on the MESSIDOR dataset, the proposed method achieves a SN/SP of
97.56/93.4% against 98/97% reported in [5], however there is roughly a 5-fold difference in the test set
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Table 2.3: NV detection results for the proposed method, without (I) and with co-training (II) on 4
datasets.

Dataset SN(%) SP(%) AUC
(I) (II) (I) (II) (I) (II)

KPHDR** 89.8 96.2 92.7 92.6 0.9378 0.9850
MESSIDOR* 97.56 97.56 82.5 93.4 0.9659 0.9877
DIARET-DB0* 100 100 86.38 90.91 0.9605 0.9868
Kaggle* 92.91 92.73 74.8 91.25 0.9274 0.9725
Average* 96.82 96.76 81.22 91.85 0.951 0.982

**at patch level; *at Image level

sizes. Even though Kaggle has high inter-image variations, the proposed method is able to perform well.
Thus, we can say that this method is robust as well as superlative in performance.

Table 2.4: NV detection results of existing methods

Method Dataset Test Samples SN(%) SP(%) AUC

[45] KPHDR 200 patches 94 85 0.92

[47] KPHDR 322 patches 99.62 96.61 -

[20] MESSIDOR 98 images 100 87 0.98

[5] MESSIDOR 130 images 98 97 -

Patch level ROC was computed by varying the threshold on the probabilities obtained after label fu-
sion and is shown in Fig. 2.6(a). Image-level NV detection was also analyzed and the ROC was derived
by varying thresholds on the number of abnormal patches detected in a given image (see Fig. 2.6(b).
The proposed method achieves an average AUC of 0.982 over 4 datasets which indicates consistency
and robustness.

2.5 Concluding Remarks

Automatic detection of NV is a difficult task as it is characterised by complex texture changes and
learning is impeded by limited availability of annotated data. These constraints are overcome in our
proposed method with the use of vesselness and Gabor features along with co-training. Co-training
was seen to improve the AUC value from 0.95 to 0.98 which is significant. Further improvements are
possible with appropriate selection of unlabeled data during co-training. Consistent good performance
of the method across datasets (over nearly a quarter million patches), at both patch and image levels,
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depicts its robustness to changes in resolution, illumination, tissue type (due to population difference)
and noisy conditions. These results demonstrate that the proposed system can be used in automated
detection and grading of DR.

(a) (b)

Figure 2.6: ROC curve for predictions at the (a) patch level (KPHDR) and (b) image level (other 3

datsets).
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Chapter 3

Crowdsourced annotations as an additional form of data augmentation

for CAD development

3.1 Introduction

Crowdsourcing has been considered as a solution to address the issue of sparsity of annotated data. It
has been shown to be reliable [14, 30, 34] and useful to train classifiers [29]. In [14, 30, 34], annotations
were crowd-sourced from fundus images, endoscopy and MRI of brain, while in [29], crowd-sourced
data was explored to train a random forest to segment surgical instrument from Laparoscopic images.
Recent work has examined the utilization of such crowdsourced data for machine learning further [31]
[6]. Active learning is the mode of choice of these approaches. Accordingly, only low confident samples
predicted by a model are given to the crowd and their annotations are fedback to update the model. Atlas
forests are used in [31] and based on crowd refined annotations (on instrument boundary), a new atlas is
generated and added to the forest. Similarly, a convolutional neural network (CNN) is trained in [6] and
the crowdsourced mitosis candidates (in a patch of size 33 × 33) are merged with an aggregation layer
for updating the model. The issue of merging crowd annotations for an image to derive a single ground
truth (GT) for training a model is an important challenge to overcome the inherently noisy nature of
the crowdsourced annotations. Methods for merging ranges from simple Majority Voting (MV) [29]
to a stochastic modeling of the crowdsourced information using Expectation Maximization [30] and
introducing an aggregation layer in a CNN [6].

Involving the crowd in an active learning mode requires some synchronization between the crowd and
model training, which is not always possible in a real-world scenario. Further, the types of annotations
to be collected have implications. Pixel level markings are tedious while patch level labeling requires
patch selection by a model/human. A high initial annotation load is very much possible even with a
model-based selection if the initial training set is sparse. A judicious choice of the patch size (which is
problem-dependent) is also required to minimize the load on the crowd.

We propose a novel, crowdsourcing based solution to address the need for large amount of data for
DL-based computer aided detection (CAD) systems. We consider crowdsourcing as an independent (of
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Figure 3.1: Scheme for (a) Reliability Factor (RF) computation for each subject (b) Aggregation of
annotations using RF and training U-Net with heterogeneous mixture of annotations; (c) Screenshot of
annotation tool. Lesions area marked with black boundary by a subject (d) Fundus image with labeled
regions: 1 and 2 are zones of interest centered on macula and 3 is the optic disc.
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model learning) activity and propose a scheme wherein only regions of interest (ROI) are marked by the
crowd to reduce the burden. A solution for merging crowd annotations is proposed based on assigning a
Reliability factor (RF) for each subject of the crowd. This leverages abundant availability of image-level
annotations to assess the subjects. Finally, we show how a heterogeneous mixture of annotations derived
from experts and crowd, can be used to train a deep neural network (DNN). The CAD problem taken
up to showcase our solution is that of hard exudate (HE) detection and localization from color fundus
images. Though this is important in diabetic retinopathy staging, very few images are publicly available
with local expert annotations. HE appear as small yellowish blobs in isolation or clusters in images.
Our results demonstrate that using crowdsourced data as another form of data augmentation, leads to an
improvement in detection performance by 11-25%.

3.2 Methods

We begin with a description of the method adopted for collecting crowd annotations and present a
scheme for merging these annotations with increased reliability. We then demonstrate a training regime
for a DNN using heterogeneous mixture of annotations as shown in Fig. 3.1 (a,b).

3.2.1 Collection of crowd Annotation

The subjects of the crowd are given a free hand annotation tool (Paint.Net 1) for the task. Fig. 3.1(c)
shows a screenshot of the annotation tool. Every member is asked to first determine whether the given
image is normal/abnormal and if abnormal, mark the ROI containing HE. In our work, the crowd had
11 engineering students, 4 of whom were familiar with fundus images (Lk) and others who did not
have any knowledge of medical images (Lnk). 100 images were given to each subject and for each
image: user ID, ROI and time taken to complete the task were recorded. Out of the 100 images taken,
6 images were from DIARETDB1 [25] which provides ROI markings from 4 experts; 94 images were
from MESSIDOR [12] which provides annotations at the image-level. Of the 94 images, 70 had HE
and 24 were normal. HE and the relevant landmarks are shown on a sample image Fig. 3.1(d). The
crowdsourced annotations for a sample image are shown in Fig. 3.2.

3.2.2 Aggregating and Improving quality of Crowd Annotations

The aim is to assign a reliability factor (RF) to every subject i. Ideally, the RF should rely on 3
factors: experience of the subject, their performance at image level and local level. The former can
be obtained with explicit queries. The assessment of the latter two has to be done by observation
and preferably using experts as benchmark. We propose a strategy which rewards a subject for good
performance at both local ROI level (based on performance on the 6 images whose local markings are

1http://www.getpaint.net/download.html
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Figure 3.2: Sample image (a) from MESSIDOR dataset followed by region of interest (ROI) markings
collected from 11 subjects (b-l) for the same image.
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known a priori) and image-level (annotations being available for all the images). A score is given for
each of these factors and the final RF is computed as a weighted sum of these scores. The reliability
factor RF for the ith subject is defined as :

RF (i) = β1S1(i) + β2S2(i) + β3S3(i) (3.1)

where Sj ε [0, 2] are scores determined based on the factors mentioned above and described in detail
next; βi ε [0, 1] are the weights. It is possible to use EM type of techniques to find the optimal weights.
In our experiments, weights are explicitly chosen to be 0/1 to evaluate the impact of individual factors
on RF.

Performance at image-level: The annotation obtained from the crowd at an image-level is binary.
The expert annotation for MESSIDOR is a zone-based label based on the location of HE (standard
grading [12]): 0 indicating a normal image, 1 if the lesions are outside a circular region (of diameter
equal to optic disc) surrounding the macula and 2 if they are inside this circular region. Hence, we assign
a score to a subject not only based on correct labeling of normal images but rewarding them when their
ROI is in the correct zone. The score is based on the true poitive rate (TPR) and false poitive rate (FPR)
(Eq. 3.7) for each subject which are obtained by comparing the ROI location given by a subject (i) with
the zonal labels (j) from MESSIDOR. Specifically, the score for each subject is calculated as follows:

S1(i) =

∑2
j=0(TPRj(i)− FPRj(i) + 1)

3
(3.2)

Performance at local level: The local level performance is assessed and a score S2 is assigned using
the 6 images from DIARETDB1. Once again this is based on the TPR/FPR calculated by comparing
the ROI marked by a subject with that of (consensus among 3) experts as follows:

S2(i) = TPR(i)− FPR(i) + 1 (3.3)

Experience level: This data is gathered with an explicit query on subject’s familiarity with medical
images in general and fundus image in particular. A score of 2 is assigned to subjects familiar with
fundus images and the rest are assigned 1.

Merged output : The merged output annotation of the crowd is a heat map (H) obtained as a weighted
(by RF) sum of individual subject annotations for each image j:

Hj =

11∑
i=1

RF (i)Iji (3.4)

Here, Iji is the annotated mask for the jth image by the ith subject. On the off chance that none of the
data is accessible, regular strategy of majority voting can be used to aggregate the labels, where the heat
map is calculated as:

Hj =

11∑
i=1

Iji (3.5)
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The obtained heat map is finally binarised by thresholding.

Figure 3.3: The result of aggregation of the subject annotations considering different factors: I - Image

level performance, L - Local level performance and E - Experience of the subject. Majority Voting is

taken as baseline when none of the above information is available

3.2.3 DNN for aggregation of crowd annotations

We propose an alternate strategy to aggregate crowd annotations using DNN to train different models
with different crowd annotations as ground truth. The performance of the subject is assessed based on
the model performance on images which have local markings from the expert.
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Table 3.1: Assessment of the scheme for Label Aggregation

TPR0 FPR0 TPR1 FPR1 TPR2 FPR2 Accuracy
I (β2 = 0, β3 = 0) 100 1.7 87.9 3.3 90.9 6.6 86.2
I + L (β3 = 0) 100 15.3 100 16.6 93.9 0 97.8
I + E (β2 = 0) 100 7.57 97 0 87.9 0 90
I + L + E 100 6 100 0 87.9 0 91.8
MV (RF (i) = 1∀i) 89.3 3.5 78.8 5.2 91 13.5 75.7

*I and L denote image and local level performance and E denotes experience of subjects. MV denotes majority
voting. All values are in %

In this approach, we chose U-net to train the models. Let Ci be a subject and Iijbe the local
annotation given by the subject i on image j. Here, iε {1, 2, · · · , 11} as there are 11 subjects and
jε {1, 2, · · · , 70} as 70 abnormal images from MESSIDOR are considered for training. Each U-net
(Ui) is trained to detect hard exudates using the above 70 images for training and the corresponding
crowd annotations Iij as ground truth. As there are 11 subjects we obtain a total of 11 U-net models.
Now, each of the U-net model Ui is tested on DMED and DRiDB images to obtain pixel wise classifi-
cation. The SN and PPV values are calculated (Eq. 3.9) for each model by comparing against the local
ground truth marked by experts. The RF for each subject is given based on these values as:

RF (i) =
SN(i) + PPV (i)

2
(3.6)

3.2.4 DNN for hard exudate detection

We chose the U-Net [42] to demonstrate the proposed solution for crowdsourcing based training.
The architecture is modified in terms of the number of filters at each convolutional layer. The number
of filters at each stage are reduced to half as there is less variability in lesions to be learnt. Binary
cross entropy is used as the loss function. Preprocessing: Fundus images suffer from non-uniform
illumination due to image acquisitions, camera limitations etc. This is corrected using luminosity and
contrast normalization [22]. The optic disc region in every image is masked out and inpainted. Fundus
extension is applied to remove the black mask region and all images are normalized to have zero mean
and unit variance.

Data Augmentation: Data augmentation is done by applying random transformations to the images.
This included random rotation between -25o to 25o, random translation in vertical / horizontal directions
in the range of 50 pixels, and random horizontal / vertical flips. For fairness, the number of images used
for data augmentation are chosen to be the same as that of crowdsourced images.
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3.3 Implementation and evaluation details

3.3.1 Datasets

:Four public datasets, (DRIDB [38], DMED [15], MESSIDOR and DIARETDB1) were considered
for the evaluation of DNN for HE detection. DMED (1 expert) has pixel level annotations whereas
DIARETDB1 (4 experts) and DRiDB (1 expert) have ROI markings. We considered the consensus
marking of 3 experts to derive a binary mask in case of DIARETDB1. The obtained binary mask
was overlapped on the image and thresholded to get pixel level lesion mask. The MESSIDOR dataset
was used for crowdsourcing and has only image-level labels for HE. Images from all the datasets were
cropped and re-sized to 256×256 before feeding to the DNN.

3.3.2 DNN for aggregation of crowd annotations

The training of each U-net consisted of 70 abnormal images from MESSIDOR given to the crowd for
annotation. After augmentation it accounts to a total of 140 images for training with the corresponding
crowd annotations as ground truth. The testing consists of 84 abnormal images, 31 from DRiDB and 53
from DMED.

3.3.3 DNN for HE detection

Since the problem of interest is HE detection, only pathological images with HE (considered ab-
normal) were included for all training and testing. A total of 154 images were collected for training:
DriDB and DMED had a total of 31 and 53 abnormal images with expert annotations; 94 images were
randomly chosen from MESSIDOR such that 70 were abnormal with crowd annotations. Including data
augmentation, the total number of training images count to 308. DIARETDB1 had 48 abnormal images
when consensus of 3 expert marking is taken and out of these 42 were considered for testing since 6
were given to the crowd for local annotation. The testing set size is limited only by the paucity of images
with local markings available for public access.

3.3.4 Implementation details

The UNET model was implemented in python using Keras with Theano as backend and trained on
a NVIDIA GTX 970 GPU, 4GB RAM. Training was done with random initialized weights for 2000
epochs by minimizing the loss function using Adam optimizer. For model parameters learning rate was
initialized to 0.5X10−5, batch size is 4 and others were left at default values. Class weights were de-
fined as inverse ratio of the number of positive samples to negative samples and modified empirically.
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Table 3.2: HE detection performance with different training regimes.

Trained data (total number of images) SN(%) PPV(%) AUC
Expert (84) 90 60.3 0.750
Expert + Augmentation (154) 89.8 61.6 0.765
Expert + Crowd (I+L) (154) 90.1 71.5 0.869
Expert + Crowd (MV) + Augmentation (308) 90 84.6 83.9
Expert + Crowd (I) + Augmentation (308) 90 85 0.879
Expert + Crowd (DNN) + Augmentation (308) 90.7 85.1 0.891
Expert + Crowd (I+L) + Augmentation (308) 90.1 90.4 0.932

3.3.5 Evaluation metrics

Assessment of the crowdsourced annotations was done with TPR, FPR and accuracy as evaluation
metrics. As the image-level labels available from the experts is for 3 classes (labeled i: 0, 1 and 2), TPR,
FPR and accuracy were calculated as follows:

TPRi =
Nii∑2
j=0Nij

FPRi =

∑2
j=0,j 6=iNij∑2

j=0,j 6=iNij +
∑2

k=0, 6=i
∑2

j=0, 6=iNjk

(3.7)

Accuracy =

∑2
i=0Nii∑2

i=0

∑2
j=0Nij

(3.8)

Here Nmn denotes the number of images with disagreement, the crowd label is m and the expert label
is n.

The HE detection performance was evaluated using Sensitivity (SN), Positive Predictive Value (PPV)
which are defined as:

SN =
TP

TP + FN
,PPV =

TP

TP + FP
(3.9)

The pixel wise detection by U-net was converted to region wise by apply connected component analysis
to evaluate against the expert local annotations. Each detected region in an image is deemed to be true
positive (TP) if it overlaps with at least 50% (but not exceeding more than 150%) of the area manually
marked by experts; else it is a false positive (FP). False negative (FN) is a region marked by expert that
is undetected by the model. Area Under Curve (AUC) of SN vs PPV plot is also used as a measure of
performance.
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3.4 Experiments and Results

3.4.1 Crowdsourced data

The average time taken by subjects to mark ROI for 100 images was around 90 minutes. The task was
conducted in two sessions of 50 images each. Hence, a total of 1100 markings were obtained in a span
of two days. The annotation performance is presented as a box plot in Fig. 3.4 for the 3 classes or zonal
labels. The mean performance accuracy is 70%. The obtained class-wise performance of TPR/FPR of
89.6%/6.9% for Normal/class0, 80.7%/11.29% for class1 and 77.69%/10.7% for class2. These indicate
that the crowd is good at correctly identifying normal images and detects HE in zone 1 (very large) more
accurately than zone 2 (size of Optic disc) suggesting a bias towards the larger zone. Since lesions in
zone 2 require immediate referral, urging subjects to scrutinize this zone may be advisable.

Figure 3.4: Box plot of crowd annotation performance metrics

3.4.2 Aggregation of labels

The impact of the terms in Eq.3.1 is studied by setting βi-0/1. The obtained TPR and FPR are listed
in Table3.1. With the baseline as majority voting, considering only image-level performance for RF,
results in a 10% improvement in accuracy while addition of local performance boosts this to 22%. This
is noteworthy as local performance is known only for 6% of the images given to crowd. Experience does
not seem to be beneficial for this experiment as accuracy suffers when performance and experience are
considered. This may be due to the fact that crowd is made of students and hence experience is really
not meaningful.
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3.4.3 DNN for hard exudate detection

Training a DNN with small set of expert annotated data and augmenting it with the standard ap-
proaches as well as crowdsourced data was studied as follows. Various models were trained using: i)
only expert (E), ii) expert and augmented data (iii) expert and crowdsourced annotations (C) merged
using I+L, iv) E, C (DNN), augmented data derived from E+C and finally v) E,C (I+L) and augmented
data derived from E+C. Sample results of HE detection are shown in Fig. 3.5 for v.

Figure 3.5: (a) Sample images (b) ground truth marked by experts (c) DNN output for HE detection.

Color coding : true positive (TP) - red, false positive (FP) - green and false negative (FN) - white

(compared to local expert annotations)

The assessment is based on SN, PPV and the AUC values which are reported in Table. 3.2. The
change in PPV values are shown in the table by fixing SN value at approximately 90%. The model
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over-fits on data trained only on expert annotations within few epochs. Data augmentation improves the
AUC and PPV by about 2%, whereas, crowdsourcing improves them by over 11%. Finally, when the
annotations (expert and crowd) are augmented and added to the training set the improvement in AUC
and PPV are a healthy 24.5% and 50%, respectively. Setting PPV to 70% results in SN values ranging
from 70% to 96%; which is a similar level of improvement (Fig. 3.6) as that of PPV. The proposed
training strategy is thus very effective in improving the detection performance. The sensitivity versus
PPV plots are shown for the different trained models in Fig. 3.6.

Figure 3.6: Performance of Deep Neural Net for hard exudate detection

The final model trained on 308 abnormal images was also tested on 40 normal images from DI-
ARETDB1. No abnormalities were detected in 35 images, while the average FP per image for 5 images
was 2.6. Comparison with the existing approaches for HE detection is difficult as the validation datasets
and the number of images vary. Nevertheless, for completeness, we report them next. An unsupervised
approach [43] reports a SN of 90.2% and PPV of 96.8% based on ROI detection while [39] [49] report
pixel based classification with SN ranging from 70-78% and PPV ranging from 75-78%.

30



3.5 Concluding Remarks

Crowdsourcing is an alternative source of annotation, but can be effective only with introduction of
measures to improve the reliability of annotations. The proposed RF concept allows good and experi-
enced annotators from the crowd to have higher weights in the final, weighted-sum based merging of
annotations. The results show that including a small (6% of total set to be annotated) set of images with
expert annotations and using commonly available image level annotations can improve the reliability of
crowd annotation. This improvement enables the crowd annotation to be considered on par with that
of experts for training a DNN-based CAD system. Training with a heterogeneous set of data (expert,
crowd) together with data augmentation have significant impact on the detection performance (in terms
of AUC) of a CAD by at least 25%. Hence, crowdsourcing, after steps taken to improve its reliability,
can be an alternative form of data augmentation. There are some limitations to our study. It is limited to
only hard exudate detection, further experimentation can be done to train and evaluate on other abnor-
malities. The image level annotation that is used in our case study has a coarse spatial encoding whereas
there are scenarios where images are labeled only as normal/abnormal. In such a scenario, the set used
to assess local level performance of subjects may have to be enlarged. This can effectively reduce the
size of crowd annotations that can be obtained if annotation load is held constant.
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Chapter 4

Retinal image synthesis for CAD development

4.1 Introduction

Generation of synthetic medical data is aimed at addressing a range of needs. Early examples are
generating digital brain phantoms [10] and synthesizing a whole retinal image [33] using complex mod-
eling. These were aimed at aiding the development of algorithms for denoising, reconstruction and
segmentation. Recently simulation of brain tumors in MR images [37] has also been explored to aid
CAD algorithm development. With the advent of deep learning, modeling of complex structures and
synthesizing images has become easier with a class of neural networks called generative adversarial
networks or GAN [17].

GAN is an architecture composed of two networks, namely, a generator and a discriminator. Func-
tionally, the generator synthesizes images from noise while the discriminator differentiates between real
and synthetic images. GAN have recently been explored for a variety of applications: detection of brain
lesions [40], predicting CT from MRI images [36], synthesizing normal retinal images from vessel
mask [11], segmenting anatomical structures such as vessels [18] and optic disc/cup [44].

We propose a GAN for generating images with pathologies in a controlled manner and illustrate
how the generated synthetic images can be used to address the data sparsity problem which hampers
the development of robust CAD solutions for abnormality detection. We choose staging of diabetic
retinopathy (DR) from given color retinal images as a case study. The ETDRS standard for staging of
DR is based on the number and location of hard exudates (HE)/ haemorrhages (HM) [50]. However,
very few images are publicly available with local markings of HE/ HM. Recent deep learning-based
methods [46], [51] overcome this problem by sampling a large public dataset (with only image-level
annotations) to get local annotations for a much smaller subset of images which are abnormal. These
annotations are privately held and hence such measures are not beneficial to a wide community for
building a robust CAD solution.
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Figure 4.1: Proposed end-to-end pipeline for generation of abnormal retinal images and developing a
CAD system for detection of haemorrhages.

4.2 Method

The proposed method consists of three modules: (i) pre-processing, (ii) synthetic image generation
(with HE and HM) and (iii) CAD for HE and HM detection. Two seperate GAN and CAD models are
trained for generating and detecting HE and HM. Below we describe the common GAN and CADH
architecture. As a part of the pre-processing step, given retinal images are corrected for non-uniform
illumination using luminosity and contrast normalization [23].

4.2.1 GAN for Synthesis of Retinal Images with Pathologies

Generating normal retinal images from vessel mask has been attempted earlier [11] with a single
U-net for the generator and a 5-layer convolutional neural network for the discriminator. Our interest is
in generating images with hard exudates (HE)/ haemmorages (HM) towards synthesis of exemplars for
different stages of DR. HM are often indistinguishable from vessel fragments and therefore the input to
the generator has to enable distinguishing between these both structures. Further, exemplar generation
requires gaining control of the locations, size and density of HM. Hence, we propose a GAN architecture
(shown in Fig.4.1) with a generator consisting of two parallel networks: one with a vessel mask as input
and another with a lesion mask as input. The output of the networks, based on the U-net architectures,
are merged and fed to a third U-net architecture which generates the whole retinal image with lesions.
The generator thus maps from vessel (vi) and lesion (li) masks to a retinal image (ri) using a mapping
function. A 5-layer convolutional neural network as in [11] is used for the discriminator to distinguish
between the real and synthetic sets of images, with each set consisting of vessel and lesion masks along
with retinal images.
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The GAN learns a model as follows: there are two network architectures in GAN, one is the genera-
tor and the other is the discriminator. The generator maps a latent space to the desired data distribution
(unsupervised) while the disciminator learn in a supervised manner. The discriminator iteratively re-
duces its misclassification error by more accurately classifying the real and synthetic images while the
generator aims to deceive the discriminator by producing more realistic images. This is known as the
zero-sum game. The overall loss function that is to be optimized is chosen as a weighted combination
of 3 loss functions: Ladv, LSSIM and L1 as defined below in eq.4.1-4.4 to produce sharp and realistic
images. (here, G and D, represent generator and discriminator respectively). (i) The adversarial loss
function Ladv is defined as

Ladv(G,D) = E(v,l),r∼pdata((v,l),r)[log(D((v, l), r))]

+ Ev,l∼pdata(v,l)[log(1−D((v, l), G(v, l)))]
(4.1)

where E(v,l),r∼pdata represents the expectation of the log-likelihood of the pair ((v, l), r) being sam-
pled from the underlying probability distribution of real pairs pdata((v, l), r), while pdata(v, l) is the
distribution of real vessel and lesion masks.

(ii) The Structure Similarity (SSIM) [48] index is useful in quantitatively measuring the structural
similarity between two images (r,G(v, l)). It also has been shown to perform well for reconstruction
and generation of visually pleasing images.

SSIM(p) =
2µrµG(v,l) + C1

µ2r + µ2G(v,l) + C1
·

2σrG(v,l) + C2

σ2r + σ2G(v,l) + C2
(4.2)

where (µr, µG(v,l)) and (σr,σG(v,l)) are the means and standard deviation computed over patch centered
on pixel p, C1 and C2 are constants. The loss LSSIM can be computed as:

LSSIM = 1− 1

N

∑
pεP

SSIM(p̃) (4.3)

where p̃ is the center pixel of a patch P in the image I.
(iii) The loss function L1 is used mainly to reduce artifacts and blurring and is defined as

L1 = E(v,l),r∼pdata((v,l),r)(‖r −G(v, l)‖1) (4.4)

The overall loss function to be minimized is taken to be

L(G,D) = Ladv + λ1L1 + λ2LSSIM (4.5)

where λ1 and λ2 control the contribution of the L1 and LSSIM loss functions respectively.

4.2.2 CAD for HE/ HM Detection

We chose the U-Net [41] to build a CAD solution for detection of HE (referred to as CADH). This is
used to demonstrate that the synthetic images (generated by our proposed GAN) are a reliable resource
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in training the U-net. The U-net architecture consists of a contracting and an expansive path. The
contracting path is similar to a typical CNN architecture, whereas in the expanding path, max-pooling
is replaced by up-sampling. There are skip connections between contracting and expanding paths to
ensure localization. The U-net is modified in terms of the number of filters at each convolutional layer
and the loss function. The number of filters at each stage is reduced to half to simplify computations.
The loss is modified to account for the misclassification of lesions. The U-net architecture provides the
segmentation of HE. The segmented HE are counted and the image is classified into the respective grade
accordingly (as given in section 3.1: training data for CADH).

4.3 Implementation and evaluation details

4.3.1 Datasets

Both GAN and CADH were trained on pathological images. These are drawn from DRiDB [38]
(31-HE, 31-HM) and a locally sourced dataset denoted as LoD (53-HE, 58-HM). Testing of CADH
was done at i) lesion level on 42/ 40 pathological images for HE/ HM from DIARETDB1 [25] and ii) at
a stage-level on 308 abnormal images + 892 normal images (without HE/ HM) from MESSIDOR
[12].

Lesion markings are available for DIARETDB1 from four experts, while for DRIDB and LoD it is
from one expert. The consensus of 3 experts was considered to derive a binary mask for DIARETDB1.
The ground truth of all the three datasets were overlapped with the respective images and thresholded
to get a pixel-level lesion mask. The vessel masks, whenever unavailable were derived using method
in 4.3.1.1. Images from all datasets were cropped and resized 512x512 before feeding them to GAN or
CADH.

4.3.1.1 Training Data for GAN

Training of the GAN requires both lesion and vessel masks. The lesion masks for the training data
are available from experts, but vessels masks are available only for DRiDB. It is tedious and time
consuming task to mark the vessels in each of the retinal images. Hence, vessel masks were derived
using method [32], which has proved to perform relatively well for vessel segmentation even in the
presence of pathologies.

4.3.1.2 Training Data for CADH

For training the CADH, a heterogeneous mixture of data were combined, namely, expert annotated
data, synthetic data and augmented data. The DRiDB and LoD datasets were sources of expert an-
notated data. Augmented data was derived by applying random transformations to the images. This
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included random rotation between −250 to 250, random translation in vertical / horizontal directions
in the range of 50 pixels, and random horizontal / vertical flips. Finally, the synthetic retinal images
were generated using GAN as follows. The vessel and lesion masks were taken randomly from LoD

and DRiDB. The lesion masks were modified using the same random transformations such as flipping
the lesions sector wise, flipping horizontally and vertically, rotations and translations. Retinal images
containing HE are graded using zone-based label, based on the location of HE (standard grading [12]): 0
indicating a normal image, 1 if the lesions are outside a circular region (of diameter equal to optic disc)
surrounding the macula and 2 if they are inside this circular region. Images containing HM are graded
with severity levels as in [12]: grade 0/1 (no HM), grade 2 (1-5 HM) and grade 3 (more than 5 HM). The
lesions masks were derived to provide exemplars for each level using these rules. The number of lesions
in each category were maintained by masking out few lesions or adding new lesions from another lesion
mask randomly. Fig. 4.2 and Fig. 4.3 show samples of the vessel, lesion masks and generated synthetic
images containing HE (zone 1 and 2) and HM (grade 2 and 3) respectively.

4.3.2 Computing Details

The models were implemented in Python using Keras with Theano as backend and trained on a
NVIDIA GTX 970 GPU, 4GB RAM. Training was done with random initialized weights for 2000
epochs by minimizing the loss functions described in Section 4.2.1 using Adam optimizer. For model
parameters, learning rate was initialized to 2 × 10−4 for GAN and 1 × 10−5 for CADH. A batch size
of 4 was considered for both cases and other parameters were left at default values. Class weights
were outlined as the inverse ratio of the number of positive samples to negative samples and modified
empirically.

4.3.3 Evaluation Metrics

The synthetically generated images were evaluated quantitatively and qualitatively (two sample syn-
thetic images are shown in Fig. 4.4). The mean and standard deviation of the Qv score described in [28]
was computed over all images (42/40 abnormal (HE/HM)) in DIARETDB1.

The performance of CADH was evaluated using Sensitivity (SN) and Positive Predictive Value (PPV)
which are defined as follows: SN = TP

TP+FN and PPV = TP
TP+FP . To evaluate against the given local

annotations by experts, the pixel wise classification was converted to region wise detection by applying
connected component analysis and requiring at least 50% (but not exceeding more than 150%) overlap
with manually marked regions to identify true positive detections (TP); else it is false positive (FP). If a
region is marked by the expert but was not detected by the model then it is a False negative (FN). The
area under the SN vs PPV curve (AUC) is also taken as a measure of performance.
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Figure 4.2: From left to right: vessel mask, lesion mask, synthetic image (for HE). From top to bottom:
first two sample images fall under zone 1 and the last three images fall under zone 2.
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Figure 4.3: From left to right: vessel mask, lesion mask, synthetic image (for HM). From top to bottom:
first two sample images fall grade 2 and the last image falls under grade 3.
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4.4 Experiments and Results

4.4.1 Synthetic Image Generation (GAN)

Fig.4.4 shows two sample synthetic retinal images generated by the proposed GAN model and
the corresponding real image. The first two columns show the vessel and lesion masks given as input to
the GAN. Third and fourth columns show the synthetic and the corresponding real images, respectively.
The synthetic images appear realistic yet differ from the real images in terms of background color,
texture and illumination. Lesion locations are roughly similar but sizes are different as lesion masks are
not results of exact segmentations of lesions.

Figure 4.4: Results of GAN-based image synthesis. From left to right: vessel mask, lesion mask,

synthetic image and corresponding real image.

The mean/ standard deviation of Qv computed over all images with HE (HM) in DIARETDB1 is
0.074/0.017 (0.0516/ 0.0144) and over all the synthetic images generated from vessel and lesion mask
from DIARETDB1 is 0.082/0.02 (0.0675/0.0239). The Qv score is higher for images of greater quality,
this indicates synthetic images are considered better as they contain less noise.

4.4.2 CAD for HE/ HM Detection (CADH)

The utility of the synthetic data for CAD development was tested by training 4 different CADH
models by varying the training set content. Denoting the set of real images with expert annotations as E
and the set of synthetic images generated by GAN with the corresponding lesion masks as S, the training
set variations considered are: (i) only E, (ii) E with data augmentation (E+A), (iii) E and S, (iv) E, S
with data augmentation (E+S+A). The computed SN at a fixed PPV and AUC values for these variants
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Table 4.1: HE detection performance with different training regimes.

Trained data (No. of images) SN(%) PPV(%) AUC
Expert (84) 55.8 78 0.75
Expert (84) + Augmentation (70) 60 78 0.765
Expert (84) + Synthetic (70) 70 78.2 0.869
Expert (84) + Synthetic (70) + Augmentation (154) 90 77.5 0.894
Expert (84) + Synthetic (140) + Augmentation (224) 94.7 78 0.94

are reported in Table. 4.1 and in Table. 4.2 for HE and HM respectively . The SN vs PPV curve is
shown in Fig. 4.5for HE and in Fig. 4.6 for HM.

The tabulated results indicate that addition of synthetic data (E+S) boosts SN (HE/HM) by (25.4/25.6)%
and (16/12.3)% over E and E+A, respectively. The full set of E+S+A yields the best performance with
an improvement (over E) in SN by (60/37.7)% and AUC by (15.7/23)%. This establishes the effective-
ness of synthetic data in general and in CAD development. Increasing the number of synthetic images
improved the performance (row 5). In order to assess if synthetically derived data has artifacts, the
E+S+A variant was tested on an exclusive set of separately generated synthetic images using vessel and
lesion masks of DIARETDB1. The obtained results (row 6) shows a minor degradation over that for
real images (row 4), implying the generated data is free of artifacts.

Table 4.2: HM detection performance with different training regimes.

Trained data (Number of images) SN (%) PPV (%) AUC

Expert (89) 63.1 79.4 0.690

Expert (89) + Augmentation (89) 70.6 79.6 0.742

Expert (89) + Synthetic (71) 79.3 79.6 0.829

Expert (89) + Synthetic (71)+ Augmentation (160) 86.9 79.8 0.851

Expert (89) + Synthetic (141)+ Augmentation (230) 92.7 79.4 0.905

Expert (89)+ Synthetic (71)+ Augmentation (160) * 84.2 80 0.834

* detection performance on only synthetic images.

Benchmarking the detetion performance of HE and HM: Most recent approaches for HE detection
report at the image-level (normal or has HE) rather than at a local level. The exception is [39] where a
deep learning based approach is reported to have an F1 score of 0.78 with SN and PPV of 78% each on
50 images from DRIDB dataset. In order to benchmark HM with a recent fast CNN method [46] which
aims at HE/no HE classification, the model trained on E+S(140)+A was also tested on the MESSIDOR
dataset which provides severity grades for each image. Our solution has a SN/ SP of 92/ 94.4% for
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grade 2 and 89.4/ 90.1% for grade 3. [46] reports SN/ SP of 91.9/ 91.4% for a binary (not grade-
wise) classification which is less compared to 94/ 91.7% obtained for CADH. This indicates that the
model trained with synthetic data (can be generated in abundance) is better than that trained with expert
annotated data (which is difficult to obtain).

Figure 4.5: SN vs PPV curve for CADH.

Figure 4.6: SN vs PPV curve for CADH.
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4.5 Concluding Remarks

We proposed a novel solution to develop retinal images with HE/ HM using generative adversarial
networks. The network is trained to generate the retinal image using vessel and lesion masks. Hence, we
can develop retinal image with any type of severity, by providing the corresponding lesion mask. The
synthetic abnormal images generated are shown to be realistic in the type of lesions produced and also
the color, texture using theQv metric. These generated images are valuable in developing a CAD system
which detects and localizes HE/ HM as addition of synthetic data had led to significant improvement in
both SN and AUC. Our proposed approach can be extended to other image modalities and thus has a
wide potential.
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Chapter 5

Conclusion and future work

DR is a very complex and severe disease which can lead to permanent blindness. Regular screening
and diagnosis is required to avoid permanent damage to the eye. For the diagnosis of large population
we need accurate CAD systems. But as we have seen, it is difficult to achieve high accuracy due to the
amount of availability of annotated data. In this thesis, we discussed the solution for the data sparsity
problem in three different setups.

First we studied how to mitigate this problem by using unlabeled data in the training. Although NV
detection is a difficult task as it is characterized by complex texture changes and automation system
development is impeded by limited availability of annotated data, the proposed co-training method was
seen to overcome these limitations. The proposed co-training semi-supervised framework along with
the selection of independent features and ensuring spatial consistency has shown an improvement in
AUC value from 0.95 to 0.98 which is significant. Consistent good performance of the method across
datasets, at both patch and image levels, depicts its robustness to changes in resolution, illumination,
tissue type and noisy conditions.

We have also seen crowdsourcing as an alternative source of annotation, but can be effective only
with introduction of measures to improve the reliability of annotations. The proposed RF concept allows
good and experienced annotators from the crowd to have higher weights in the final, weighted-sum based
merging of annotations. The results show that including a small (6% of total set to be annotated) set of
images with expert annotations and using commonly available image level annotations can improve the
reliability of crowd annotation. This improvement enables the crowd annotation to be considered on par
with that of experts for training a DNN-based CAD system. Training with a heterogeneous set of data
(expert, crowd) together with data augmentation have significant impact on the detection performance
(in terms of AUC) of a CAD by at least 25%.

Finally we have generated retinal images and their respective annotations using generative adver-
sarial networks. The network was trained to generate the retinal image using vessel and lesion masks.
Hence, we can develop retinal image with any type of severity, by providing the corresponding lesion
mask. The synthetic abnormal images generated were shown to be realistic in the type of lesions pro-
duced and also the color, texture. These generated images are valuable in developing a CAD system

43



which detects and localizes haemorrhages as addition of synthetic data led to improvement in both SN
and AUC by 17%.

We addressed the data sparsity problem by gradually lessening the human interaction. In the initial
approach, the annotations for the training data were done only by experts. More training data was added
in the process annotated by the model itself. This has a limitation on the number of patches that were
predicted with high confidence by the model. In the second approach, the burden of annotation was
shifted slightly to the crowd. The annotations collected from the crowd were improved using reliability
factor. This reliability factor depends on the performance of the crowd on a dataset which had coarse
spatial encoding. There are other scenarios where this spatial encoding is unavailable and the images are
labelled as normal/ abnormal. To overcome the above limitation and to further reduce human interaction,
we proposed the third method which generates the retinal images according to a given severity level.
These generated images were also shown to be of similar quality as that of real images.

5.1 Future work

In the first part of the thesis, we proposed a co-training framework which uses unlabelled data for
training. As a part of future work, we can experiment for the appropriate ratio of unlabelled data to
labelled data for accurate classification. The algorithm performance can be improved by using advanced
fusion algorithm. The unlabelled data which were chosen to add back to the training set, can be evaluated
using active learning approach. Thus, ensuring the quality of unlabelled data added and improving the
accuracy.

In the second part of the thesis, we have discussed about crowdsourcing to address the data sparsity
issue. The crowd can further be guided towards viewing in a particular zone to improve accuracy
and time efficiency. For example, in the case of hard exudate abnormality, the crowd can be asked to
concentration on zone 2. Since, presence of HE in zone 2 indicates high severity of the abnormality.
Further investigation can be done to train and evaluate on other abnormalities and also on techniques to
find the optimal set of weights for RF computation.

In the last part of the thesis, we worked on generating HE/ HAE abnormalities in retinal images.
This can be extended to synthesize other abnormalities in medical domain such as multiple sclerosis
in brain MRI and glaucomatous cup in retinal image. The above method is limited to border artifacts
and improper optic disc generation. The synthetic images can be improved further by improving the
generator architecture such as progressive GAN [26]. This architecture proved to generate accurate
minor details. Thus, future work can be done in the direction of incorporating this type of architecture
to concentrate on minor details such as optic disc and vessel junctions.

The CAD system for HE/ HAE detection and generator in GAN architecture was based on U-net.
Further study can be done to assess how the change in this network architecture affects the CAD perfor-
mance and also the number of expert annotated data needed for training. For example, SegNet [7] can
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be used which reduces the memory cost by reuse of pooling indices instead of transferring the entire
feature map to the decoders.
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