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Overview
We divide the discussion into four parts: 

1. Dependency of word spotting pipeline on quality of feature extractor: 
Tells about the performance of the proposed pipeline if a better feature extractor is 
used.

2. Dependency of word spotting pipeline on the quality of input video: 
Tells about the limitation of the proposed pipeline

3. Word level evaluation of recognition-free retrieval

4. Qualitative results



Dependency on quality of feature extractor



Dependency on quality of feature extractor
● A detailed analysis of our pipeline with different quality of feature extractors can give us 

the performance trend of the word spotting pipeline.

● We can further extrapolate the results to know if the recognition-free retrieval will 
perform better than recognition-based counterpart in case we find a feature extractor.

Experiment:

● We train our CMT lipreader[3] till different validation accuracies, ranging from ~10% to ~70% word 
accuracy on Lipreading in Wild (LRW) dataset [1].

● This acts as a proxy for using different quality lipreader as feature extractor in our word spotting 
pipeline.



Dependency on quality of feature extractor
Results:

Figure 1: Dependency of word spotting pipeline on quality of feature extractor(lipreader): (a) shows change in mean average 
precision(mAP), (b) shows change in precision at 10 (P@10), and (c) shows the change in recall at 10 (R@10) for different 
quality of lipreader (x-axis). Blue line-dot is the empirical data for recognition-based(RB) recognition also the baseline(BL), 
translucent blue line is its 2nd order polynomial extrapolation. Similarly red is for our proposed recognition-free pipeline.



Dependency on quality of feature extractor
Observation based on experiment:

● The recognition-free retrieval always gives better performance than recognition-based 
retrieval for different quality of lipreaders used as feature extractors.

● Robust for different quality of feature extractors: A 2nd order polynomial extrapolation 
(Trend line, Figure 1) of the different performance curves shows that our proposed 
recognition-free word spotting pipeline may perform better than its recognition-based 
counterpart in case we find a better lipreader.
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Dependency on quality of input video
● In real life scenario, videos taken are not face centric and region of interest (ROI) can 

be small or blurred.

● We show the performance of our proposed recognition-free pipeline against 
recognition-based counterpart for different quality of input videos.

Experiment:

● We blur the frames of input video using 3x3 averaging kernel [2].
● To degrade the quality of input video we perform this blurring operation multiple times.
● We feed this blurred video to our proposed pipeline and compute recognition free performance 

which we compare with our baseline recognition-based retrieval.



Dependency on quality of input video
Blurring operation:

Figure 2: Blurring operation: (top) shows 
blurring of the region of interest (ROI) of a 
frame of the input video clip, (bottom) shows 
successive blurring operation on the ROI of the 
input video clip. (bottom) The number below the 
ROI of the frames show the number of times 
blurring filter/kernel has been applied on the 
original input video.



Dependency on quality of input video
Results:

Figure 3: Dependency of word spotting pipeline on quality of input video: (a) shows change in mean average precision 
(mAP), (b) shows change in precision at 10 (P@10) and (c) shows change in recall at 10 (R@10) for different quality of input 
video(x-axis), subjected to successive blurring as discussed in Figure 2.



Dependency on quality of input video
Observation based on experiment:

● Recognition-free performance is steadily better than recognition-based counterpart for 
different passes of averaging kernel on input video.
 

drop in mAP (our) =  22.49% <   drop in mAP (BL) = 28.11 %  after successive 9 blur.

● Robust for different quality of input video: Our proposed pipeline outperforms the 
baseline even when the input video quality gets severely degraded (successive 9 blurs, 
Figure 3(a,b,c))

● Real life application: Our pipeline may be useful for spotting lips for distant speaker or for 
surveillance purposes.
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Word level 
evaluation
Mean average precision 
per word:

Figure 4

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell depicts 
its mAP value, with respect 
to the reference color bar 
on the right.

Please zoom-in for better clarity.



Word level evaluation
Precision and Recall at k

Figure 5: Precision and Recall at K on LRW dataset(all words): (a) is precision at k (y-axis) for different values of 
k(x-axis), similarly (b) is recall at k (y-axis) for different values of k(x-axis)



Word level 
evaluation
Precision at k per word 
(k=1)

Figure 6(a)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Precision at 1 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Precision at k per word 
(k=5)

Figure 6(b)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Precision at 5 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Precision at k per word 
(k=10)

Figure 6(c)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Precision at 
10 value, with respect to 
the reference color bar 
on the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Precision at k per word 
(k=20)

Figure 6(d)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Precision at 
20 value, with respect to 
the reference color bar 
on the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Precision at k per word 
(k=30)

Figure 6(e)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Precision at 
30 value, with respect to 
the reference color bar 
on the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Precision at k per word 
(k=40)

Figure 6(f)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Precision at 
40 value, with respect to 
the reference color bar 
on the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Precision at k per word 
(k=50)

Figure 6(g)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Precision at 
50 value, with respect to 
the reference color bar 
on the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Recall at k per class (k=1)

Figure 7(a)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Recall at 1 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Recall at k per class (k=5)

Figure 7(b)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Recall at 5 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Recall at k per class 
(k=10)

Figure 7(c)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Recall at 10 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Recall at k per class 
(k=20)

Figure 7(d)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Recall at 20 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Recall at k per class 
(k=30)

Figure 7(e)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Recall at 30 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Recall at k per class 
(k=40)

Figure 7(f)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Recall at 40 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Word level 
evaluation
Recall at k per class 
(k=50)

Figure 7(g)

● Each cell contain a word 
from LRW dataset's 
vocabulary. 

● The color of the cell 
depicts its Recall at 50 
value, with respect to the 
reference color bar on 
the right.

● Please zoom-in for better 
clarity.

Note: Refer Figure 5 for overall precision and recall at k



Qualitative Results



Qualitative results

Input query 
video

ROI of input 
video

Ground truth 
(GT) of query 

video

Incorrect 
prediction

No. of top-10 candidates present in 
retrieval set having label same as 

GT of query

Correct 
prediction No. of top-10 candidates present in 

retrieval set having label same as 
predicted label



Qualitative results

Figure 8 (a): Qualitative results on LRW dataset: for each image (top) depicts a randomly sampled frame the query video clip 
and its lip ROI; (middle) blue boxes are the ground truths with (.) denoting number of the top-10 candidates in the retrieval set 
having the same label as the ground truth(GT) of the input query exemplar; (bottom) green boxes are correct predictions while 
the red ones are incorrect predictions, with (.) denoting number of the top-10 candidates in the retrieval set having the 
predicted label. Label is propagated to a query based on the majority label present in the top-10 retrieval candidates.



Qualitative results

Figure 8 (b): Qualitative results on LRW dataset: for each image (top) depicts a randomly sampled frame the query video clip 
and its lip ROI; (middle) blue boxes are the ground truths with (.) denoting number of the top-10 candidates in the retrieval set 
having the same label as the ground truth(GT) of the input query exemplar; (bottom) green boxes are correct predictions while 
the red ones are incorrect predictions, with (.) denoting number of the top-10 candidates in the retrieval set having the 
predicted label. Label is propagated to a query based on the majority label present in the top-10 retrieval candidates.



Qualitative results

Figure 8 (c): Qualitative results on LRW dataset: for each image (top) depicts a randomly sampled frame the query video clip 
and its lip ROI; (middle) blue boxes are the ground truths with (.) denoting number of the top-10 candidates in the retrieval set 
having the same label as the ground truth(GT) of the input query exemplar; (bottom) green boxes are correct predictions while 
the red ones are incorrect predictions, with (.) denoting number of the top-10 candidates in the retrieval set having the 
predicted label. Label is propagated to a query based on the majority label present in the top-10 retrieval candidates.



Qualitative results

Figure 8 (d): Qualitative results on LRW dataset: for each image (top) depicts a randomly sampled frame the query video clip 
and its lip ROI; (middle) blue boxes are the ground truths with (.) denoting number of the top-10 candidates in the retrieval set 
having the same label as the ground truth(GT) of the input query exemplar; (bottom) green boxes are correct predictions while 
the red ones are incorrect predictions, with (.) denoting number of the top-10 candidates in the retrieval set having the 
predicted label. Label is propagated to a query based on the majority label present in the top-10 retrieval candidates.
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